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ABSTRACT

In this paper we develop a general intertemporal model of production, em—
phasizing the role of present and expected future corporate income taxes, credits and
allowances along with costly adjustment and variable utilization of the quasi—fixed
factors. Three specific issues are considered: 1) the direct and indirect effects of taxes
operating through factor prices on the long—run input substitution, thus altering the
structure of the production process; 2} the effects of tax policy changes on the rate
and direction of technological change; and 3) the effects of tax policy on the inter—
temporal pattern of substitutions and complementarities among the inputs that arise
due to presence of quasi—fixity of some inputs. The rates of utilization of the quasi—
fixed factors are determined in the short—run in conjunction with the demands for the
variable factors of production. Hence, utilization rates depend on product and factor
prices and therefore on tax policy. We specialize the general model in order to
highlight each of the three themes and their interaction with tax policy. We also
discuss the various ways in which empirical implementation of the theoretical models
and a brief summary of the empirical results in the literature is also provided. Lastly,

we discuss some policy implications which emerge from the analysis and empirical

results.
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1. Introduction*

Over the past few decades, tax policy has been an important instrument of the
government to influence both fluctuations and growth in the economy. Initially,
economists emphasized the link between taxes and demand as the channel through
which tax policy affected the cyclical variability and secular trend of output and
thereby employment and capilal accumulation. Now, however, we have come to
recognize that there are also significant direct influences of tax policy on production.
Tax rates, credits and allowances affect the costs incurred by firms in hiring labour,
investing in equipment and structure, using energy, and undertaking research and de—
velopment. .. The purpose of this paper is to analyze the models used to evaluate the
effects of tax policy on the structure of production and to discuss the substantive
results arising from the empirical application of these models.

The predominant focus in studies of production has been related to the degree to
which factors of production are substitutable and to the biases associated with tech—
nological change. Substitution possibilities characterize the manner in which firms
alter their input demands in the face of changing relative factor prices. As a con—
sequence, since tax policy operates through factor prices, the knowledge of the sub—
stitutability or complementarity. of inputs permits us to determine how factor propor—
tions change as tax policy initiatives are introduced.

Technological change generates new structures of production.’ In general, tech—
nological change is biased toward some factors of production and away from others, in
the sense that the mew production processes tilt relative input demands. However,
technological change does not occur in a vacuum, but rather it is influenced by the
same determinants as factor demands, namely product and factor prices. Hence, tax

policy can affect technological change. For example, assume a credit is introduced on
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if technological change is
, then the cost of undertaking tech—
nological change falls with the investment credit, causing the rate of technological
progress to advance.

The sbility of tax policy to influence factor demands and the rate of technologi—

cal change may be severely hampered in the short—run because subtantial coste of

fixity of certain inputs [for example, skilled labour, equipment and structures, research

and development) limits substitution possibilities and
run. This implies that adjustment in the guasi—fixed fzctors occurs gradually and is
not immediate.

In the short run, the effects of changes in fax policy on factor demands may be
quité different from the sffects occurring in the long—rtun. For example, a decrease in
the corporate income iax rabe can lower the effective cost of production, therefore
causing output tc expand. If there are some factors which are quasi—fixed, then in—
creases in short—run output production occur moere intensely, vsing the variable factors
of production. However, as the adjustment costs are incurred {the lower tax rate
could also help in this regard) and investment takes place, the quasi—fixed factorz are
substituted for the variable factors in the long—run. The existence of adjustment
costs changes the manner in which taxes affect production and the effectiveness of the
policy.

Adjustment costs fix the level of the quasi~fixed factors in the short—run and
‘cause the gradual adjustment to their long—run magnitudes. However, the rate at
which the quasi—fixed factors are utilized in the short—run may also vary. If utiliza—

tion of the quasi—fixed factors is not costless {for example, due to overtime and shift

wage premiums or greater depreciation costs), then firms may find it desirable to leave



idle portions of the quasi—fixed factors in order to meet future production require—
ments. -~ The rates of utilization of the quasi—fixed factors are determined in. the
short—run in conjunction with the demands for the variable factors of production.
Hence, utilization rates depend on product and factor prices and therefore on tax
policy. For example, a decrease in the corporate incc;me tax rate which causes output
to expand can generate increases in the demand for variable factors and increases in
the rates of quasi—fixed factor ntilization. Since the latter is now costly, resources
will be redirected from investment and the future expansion of the quasi—fixed factors
towards the greater utilization of the current stocks.

Corporate tax rates, credits and allowances influence the long—run substitution of
all factors of production, the short—run utilization and the dynamic adjustment of the
quasi—fixed factors. - This survey is based upon these themes. We develop a general
intertemnporal model of production, emphasizing the role of present and expected future
corporate income taxes, credits and allowances along with costly adjustment and
utilization of the quasi—fixed factors. We then proceed to specialize the general model
in order to highlight each of the three themes and their interaction with tax policy.
We also discuss the various ways in which empirical implementation of the theoretical
models has been undertaken, along with the relevant results from the empirical inves—
tigations. - The empirical studies are restricted to those which include the array of
corporate tax, credit and allowance rates, have emphasized the role of tax policy on
production structure, and are explicitly based on an optimization model of firm pro—
duction decisions. The latter criterion enables us to establish a clear link between the
theoretical and empirical models, and to see the problems in empirical implementation.
The survey is organized along the following lines. In section 2 we develop the general
theoretical model. Section 3 focuses on the issues of tax policy, long—run factor sub—

stitution and the rate of technological change. In the fourth section we specifically




discuss the issues of taxes and quasi—fixed factors adjustment costs, while in section 5
the topic centers on the short—run utilization of the quasi—fixed factors. Lastly, we

discuss some policy implications which emerge from the analysis and empirical results.



2. A Model of Production, Investment and Taxation

There. are two objectives of this section. First a model is developed in which
the effect of taxes onm production and investment can be analyzed within the general
themes of factor substitution, adjustment and utilization, output expansion and tech—
nological change. The second objective is to provide a framework in which to organize
and evaluate the empirical researzh of this topic.

We begin by characterizing production and investment decisions. We assume
that a firm produces £ outputs using n non—capital inputs and m capital inputs. The

technology is represented by
(1) T(yer Ve Kzi Kg, I,A)=0

where T is the transformation function, y, is an £ dimensional vector of output
quantities, v, is a n—dimensional vector of non—capital input quantities, K’: is an m
dimensional vector of '‘new’ capital (or beginning of period capital} input quantities,
Kf is a m dimensional vector of 'old’ capital (or end of period capital} input

quantities, I, is a m dimensional vector of investment quantities and A, represents an

t
indicator of automomous technological change.! (The subscript t represents the time
period.}  The transformation function is twice continuously .differentiable, increasing in

Vir KZ, I, and decreasing in v,, K:. Generally the transformation function is decreas—

ing in A, (in other words, technological progress). The transformation function is also

[+

concave in y,, K’:, K,

, v, and 1.
The specification of the technology is flexible enough to include the costs associ—
ated with installation and utilization of capital. The costs associated with capital

utilization are introduced in manner similar to the general approach developed by

Hicks (1946}, Malinvaud (1953), Bliss (1975), and Diewert (1980). Each time, the



firm combines the beginning of period capital inputs {K}} with the non—capital inputs
to produce output and the capital inputs to be used for future production (Kot}
Thus, the firm produces two kinds of output: one type for current sale {v.} and one
type for future production (KS} Utilization is captured through the selection of capi—
tal for future production. The choice of the end of period capital reflectz decisions on
the using and repairing of the capital inputs which are available at the beginning of
the period. The specific process of capital utilization is embedded or internal to the
production process and is captured by the tranformation function.

Capital adjustment or installation is costly. This is reflected by the vector of
investment flows {1} in the transformation function. The installation costs are inter—
nal to the production process since the specific process of capital instsllations is cap—
tured by the tramsformation function. Resources devoted to installing capital must be
directed away from producing current output and repairing existing capital. The cost
of installing additional capital is the opportunity cost of foregone current output and
foregone capital repairs. The existence of installation costs for certain types of inputs
implies that there is an adjustment process associated with these inputs, and so they
are referred to as quasi-fized factors. The other inputs are called variable factors.

In the present context, there are essentially two kinds of investment undertaken
by the firm: one type arises through capital purchases and one type resuitz from
maintaining the existing capital stocks. Thus, there are two ways in which capital
becomes available for future production: internal investment {repair) and external in—
vestment {purchase}. This implies that the vector of capital inputs used in production

accumulates by

2) K, =1 + K.

t+l



Equation (2) generalizes the standard formulation of exogenous depreciation by
evaporation. - We can see this by noting that depreciation is (K% - K% = 5, K{ where 5,
defined as an m dimensional diagonal matrix of depreciation rates. Thus, equation (2). can
be re—written as K}, = I, + (I, = 5,)KY, where I is the m dimensional identity matrix.
Clearly, if §, is time invariant and exogenous, then equation (2) becomes the usual formula
of depreciation by evaporation.

The distinction between stock and flow decisions can be noted fram equations (1) and
(2). At any time t, the beginning oi seriod capital stocks are predetermined. Thus there
exists a given bundle of capital services (or quasi—fixed factors) embedded in each stock of
capital available to the firm. The firm selects the flow of services from each of the given
capital stocks or the rates of utilization to combine with the non—capital (or variable} in—
puts to produce output or to install additional capital stocks. The choice on the rates of
utilization are captured through the decisions on the end of period capital stocks. These
end of period stocks along with the newly installed capital. represent the capital stocks
available to the firm at the beginning of period t+1.%

The firm generates revenue, hires variable inputs, utilizes its capital stocks, invests

and finances its operations such that the flow of funds is
T T T
(3} piye — Wvy — @l + 8B, + poN, ~ B, — Tee — D, =0

The vector of output prices is p,, w, is the vector of variable input prices, q, is the vector
of capital purchase prices, 4B, is the nominal value of new bond issues. {not of retire—
ments), p,, is the price of new. shares, &N,, is the number of new shares, r,, is the inter—
est rate on the corporate bond, T, and D, are corporate income taxes and dividends.’
{The superscript T stands for vector transposition.) - We assume that the firm is a price

taker in all markets.
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The flow of funds can be further decomposed by conzidering the nature of the corpo—
rate income taxes. These taxes are defined by & tax rate of 0 < u, < 1, based on revenues |
of variable input costs, interest payments, capital cost allowances, investment tax credits
and allowances. Revenues net of variable input costs and interest payments are
straightforward items. Next consider the capital cost allowances. In general, the firm is

ions equal to D, on one dollar of the original cost of the i™

permitted depreciation 4

&

7

capital of age r. Since capital must be fully depreciated, it must be the rase that =D,

= 1, i=l,.,m. The depreciation deductions at time ¢ for a particular type of capital in—

vz

stalled at different iimes is

- e,
Tt rbin Dy, for i=1,..m.

Governments generally offer incentives %o undertake investment. These incentives are

often in the form of tax credits such that at time ¢ with a credit rate of O < u, < I,

i=1,..,m, the investment tax credit is
{4} ITC,, = u,q,I, , i=l,..,m.

Moreover, the investment tax credit can reduce the depreciation base for tax purposes of
the capital stocks. This means that the depreciation deductions for tax purposes or the
capital cost allowances are reduced by the investment tax credit. Hence the capital cost

allowance at time ¢ is
(5) CCa, = Z:-Oqit-flit'r(}‘_gituit}Diﬂ i=l...,m ,

where ¢,, is the proportion of the investment tax credit which reduces the depreciation
base for tax purposes. In Canada, 4,, =1 and the US. ¢, = .5.°

Besides the capital cost allowance and investment tax credit, a third type of invest—
ment incentive relates to additions to the rate of investment. For example, incentives of

thic nature have been introduced to stimulate R&D expenditures. In Canada, from 1978 to



1984, there was a tax allowance of 50 per cent on current R&D expenditures in excess of
the average of the previous three years. In the U.S., a tax credit of 25 per cent exists
since 1981, on current R&D expenditures in excess over the average expenditures un—
dertaken during the previous three years. An allowance at time t based on incremental

investment can be defined as

(6) 1A, = 7122:-0p1hq15‘711t'f’ i=1,...,m

where p,o = 1, uy, = p,, <0, 7 =58, 71,8> 0 and

a, >0 if T om, Qe i, >0

Tie .
0 otherwise.

To see the magnitude of the incremental allowance, suppose that in order to obtain the
allowance, current investment expenditure must exceed the average of the past three years.
Thus, p,5 = 1, py, = —.33, t=1,2,3. In addition, suppose current expenditures are $1.00,
while expenditures for the previous three years are $.75, $.50 and $.25, respectively. Thus,
the incremental expenditures upon which the allowance is based is $1.00 — $.50 = 8.50. If
4the allowance rate is .5, then the firm obtains an allowance of $.25.

Combining equations (4), (5), and (6) yields corporate income taxes at time t to be
(M) T = u.[pyy — wev, — 1,,B, = L(CCA, + IIA))] — LITC,,

where. I is' the m dimensional identity matrix, CCA,, IIA, and ITC, are m dimensional
diagonal matrices of the capital cost allowances, incremental investment. allowances, and the
investment tax credits respectively.

Substituting. equation. (7). into the firm's flow of funds which is given by equation

(3), we can write



(8} F, = (Dt/(pst‘ ) + Aps*/pgtjpanst + 1 {l-u, )8, ~ A(pstht) — 4B,

where F, = {PE}’C - Wz"u(l w,) - qg + Lju, (CCA +HAJHITC,]

tis

which is the flow of funde to the shareholders and bondhoiders.
Share market equilibrium requires that r,, = D,/p, N, + 4p,./py,, Where r_, is the
rate of return on equity, and defining by vV, = p, N, + B, so that AV, = alp, N} +

4B,, then eguation {8) can be rewritten as

(8) Fy=lrg + 1/(144,) + r{i-u)o, /(148 )]V, ~ AV,

where ¢, = B,/V.. The rate of return on financial capital can be defined a3 p, =
1./ (148} + rfl—u )0, /(1+6.). Thus, equation {3) implies that the flow of funds to

the shareholders snd bondholders plus any capital gains equale the return on financial cap—

The objective of the firm is to operate in the interest of its shareholders by maxi-
mizing the expected present value of the flow of funds tc the sharehclders. In the present
context, because the rates of return on bonds and shares are exogenous fo the firm, and
therefore cannot be influenced by shareholder behavior, the ob bjective is equivalent to maxi—
mizing the expected present value of financial capital {or in other words, the expected
present value of the flow of funds tc sharehclders and bondhol dersj. The objective function
which can be obtained from equation {§) by solving for the present value of financial capi—

tal and appplying expectations, can be written as

(10) I, = B2l alts)(pyy, — wiv)(l-u,) - QL + M),

where E_ is the expectation operator conditional on information known at time t, the dis—
count rate is a(t,t} = 1, e(tt+1) = 1/(1+p,), Q, is an m dimensional vector of capital

purchase prices net of taxes such that
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Q, = Q{1 — uy, - Z:_ucx(t,s+f)cx(t,s)-lu”ﬁ{(l—rﬁ“uu)D“ + 715+1P1])' M, is an m

dimensional diagonal matrix such that the diagonal in the i*® row is U, Zh g rlig-rl(1™
$grVis-r)Dip F 71.#11'5 M, represents the tax reduction due to the capital cost al-
lowances and the incremental investment allowances arising from past investment expendi-
tures. In deriving equation (10), we have made use of the fact that capital purchase prices
are modified by the investment tax credit, the capital cost allowance (which may be
reduced in part by the credit) anc the incremental investment allowance. In addition, we
have separated each type of investment expenditure into the portion at any time t which
relates to the present and the portion which is a legacy of the past (given by the matrix
M,). Clearly, at any time t the latter does not figure into the firm's maximizing program
because, from the vantage point of the present, it is predetermined.

The post—tax purchase prices contain the allowance on incremental investment. To
see how the latter affects the post—tax purchase prices and reduces taxes, assume that the
corporate income tax rate is fixed and equal to u,, the allowance rate is fixed and equal to
v, and the discount rate is constant and equal to p. In addition, assume that the al—
lowance is based on current investment expenditures in excess of the average of the past
three years. Suppose there is one type of capital and a firm incurs an investment ex—
penditure in year 1 of $1 (q, = $1). This expenditure will add $1 to the incremental al—
lowance in year 1. Thus, the tax reduction from the allowance is u y$1l.. In year 2, how—
ever, the $1 expenditure will decrease taxes through the allowance by one—third of u,v$1.
Discounting the latter magnitude back to year 1 yields u v$1(.33)/(1+5). In year 3 and 4,
the discounted tax reductions from the allowance are u_v$1(.33)/(1+5)® and
uc7$l(.33)/(1+p)3 respectively. . The $1 expenditure increases the incremental allowance in
the year the expenditure was increased and then reduces the allowance over the next three

years. Thus the present value of the tax reduction due to the incremental allowance is

—11-



$luy(1-.8320,,1/(140}"). L u, = .46, v = .5 and p = .15, then $1n,v.25 = .06, which is
the present value of the tax reduction from the investment allowance generated by the $1
expenditure.

the vectors of out—

puts, variable inputs, levels of investment and used [or end of pericd) capital stocks, sub—
L

beginning of pericd)

stages. First, con—

il

the firm determines

s

capital stocks and the

of period capital stocks. This is the

its cutput supplies, variable factor demands and

set of short—run decisions. With this solution, the firm proceeds %o the intertemporal

problem in order io riod capital sbocks,

5.t T(r.v..Ky, KL, KL, -KLA) = 0.

The first order necessary conditions for any time period are [including the

constraint in [11}):

(121} pfi-u,) — T, =0

{12.2) -—w,(l-u_ )} — 3T, =0
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where X is the Lagrangian multiplier and vT, represent the first order partial derivatives of

utputs (i=y}, variable inputs {i=v), end of period capital stocks {i=0) and investment

levels {i=I). Equation sets {12.1} and (12.2) are standard. They imply that relative pro—
;

duct prices equal the respective rates of product traznsformation and relative variable factor

12—



prices equal the respective rates of factor substitution. Equation (12.3) implies that rela—
tive net of tax capital stock purchase prices equal the respective relative marginal values of
capital utilization. (T,) net of the marginal costs of capital installation (T;).

It is clear from equation set {12.1) and (12.2) that tax policy influences output
supplies and variable factor demands through its effect on the quasi—fixed factors. There
are two reasons for this result. First, the corporate income rate does not effect output
supplies and variable factor den ands directly because it is based on revenues net of
variable input costs or variable profits. The corporate income tax is a variable profits tax
and as such it is based on & residual of the firm's income stream, given capital utilization,
installation and accumulation. The second reason is that all allowances and credits are
actually based on the quasi—fixed factors. As a consequence, output supplies and variable
factor demands are affected by tax policy through their link with the intertemporal
decisions. governing the quasi—fixed factors.®

In this model there are three ways in which quasi—fixed factor decisions interact with
output supplies and variable factor demands. First, there is the traditional route through
factor substitution and output expansion. This is the link between y, and v. on the one
hand and Kt: on the other.  Second, there is the interrelationship through capital installa—
tion which is the link between decisions on y, and v, and decisions on I,. Third, there is
the. interaction between capital utilization, Kg' and output supply, y., and variable factor
demand, v, decisions.  To see the role of each of these interrelationships, let us assume for
the moment that the costs of capital utilization and installation are separable from the
production technology. In other words, vT,, = vT,;= vT,, = vT, = 0. This means that
changes in the corporate income tax, credit and allowance rates only. affect output supplies
and variable factor demands through changes in the beginnings of period quasi—fixed fac—
tors.  The channel is as follows. A change in tax policy in period t elicits a change in

capital utilization and installation in period t. This causes the quasi—fixed factors at the

—13—



beginning of period t+1 to change, which in turn generates changes in period t+1 ocutput
supplies and variable factor demands. This channel may be termed the production channel.
There is no direct link between capital utilization or installation and variable input
demands and output supplies.

The other two channels arise from capital utilization and installation. If utilization

and installstion decisions are not separable from production decisions then from equation

set {12} a change in iax policy generates contemporaneous effects on ouiput supplies and
7 S F 1 I

[o¥

variable factor

emands. In addition, the effects on utilization and installation alter the

,1 v oy ;A Aol
(13.1) o= L[P, W, Q. K, Ky A)
where =, iz a twice continuously differentiable function which is increasing in P, = p{i—

ing in W, = w_{I—u_} and Kiﬂ, convex and

cL.

u_,), snd Q,, incressing in K| and decreas

3 . o . ] u .
homogeneous of degres 1 in the prices P, O, and W_, concave in K. and K7, ., The
g £ : et

post—tax varisble profit function is defined such that differsntiating it with respect to the

post tax prices (P W, , and () vields,

(13.2) W, =y,
{13.3) VI, = v,

(13.4) -vm, = KJ.

This result, known as Hotelling‘s Lemma, implies that the short—run equilibrium can be

better characterized by equation set {12) and the transformation function {defined by the
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constraint in {11)) or by equation set (13). The attractive feature of the latter approach
is that reduced form output supply, variable factor demand, and quasi—fixed factor utiliza—
tion functions are readily obtainable from the variable profit function.

The second stage of the firm's program involves the intertemporal determination of
the beginning of period quasi—fixed factor demands. This can be obtained by substituting
the post tax variable profit function into the expected present value of the firm's financial
capital (which is the right side of equation (10)). Thus the firm desires to

(14} m:x Eczz-ga(t#)[H,(PnW,:QyKiKLpA,) - QszﬂL

(stl

The. first- order necessary conditions for any time period are

am, AMyyg
(15) Ei— - Q, + a(tt+l)y ——] = 0.
t+1 aKt+1

Equation set (15) implies that the present value of marginal variable profit of a quasi—
fixed factor available for production must be balanced against the marginal cost of obtain—
ing this input.” The marginal cost contains the post tax purchase price of additional cap—
ital and the decline in variable profits due to installing and maintaining the quasi—fixed
factor for future production. This is the classic trade—off between higher future post—tax
profits. due to larger capital stocks versus lower present post tax—profits in order to obtain
the larger capital stocks.

There are some interesting features contained in equation set (15). First, not only
contemporaneous but all future tax, credit and allowance rates enter each equation through
the post—tax purchase price of additional capital stocks. Second, embedded in the post—
tax variable profit function is the manner in which the quasi—fixed factors interact with

each other and with the variable input demands in determining output supplies. Third,

—~15—



utilization of the quasi—fixed factors is endogenous and governed by the post tax variable
profit function. In other words, the specification of the post tax variable profit function
implies a specification of quasi—fixed factor utilization.

The complete model consists of equation sets {13} and {15}. We can see that
empirical models which do not consider the potentially important influences of changes in
present and future tax credit and allowance rates on ocutput expansion, factor substitution,
and quasi—fixed factor utilization and installation may be assuming away significant effects

of tax policy on the structure of production.
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3. Taxes, Factor Substitution and Productivity Growth

The theoretical model previously developed is complex in that it involves the analysis
of corporate taxes and the structure of production in a dynamic context. - The empirical
literature on taxation and the structure of production has, in recent times, moved towa.rds
the implementation of a general model of production in order to address the issues related
to the influence of taxes on factor substitution, adjustment, and utilization ag well as out—
put expansion and technological change. The purpose of this and the following sections of
this paper is to analyse, within the context of the general theoretical model, the empirical
work on the interaction between taxes and production decisions. We undertake this task
by discussing the substantive empirical findings along with the nature.of the models used
to obtain these results.

The first issue we discuss pertains to the effects of taxes on factor substitution. We
can address this issue by assuming that utilization and installation are costless and current
prices and tax policy are always expected to persist. Thus the determination of production
decisions . can be simplified to the following two stage procedure. First, th;z problem defined
by (11} is simplified to
(16) max.  (p'y, — w'v,)(1 - u;)

YuVe

s.t. T(y,,v..KhA,) = 0.

This leads to equations similar to (12.1} and. (12.2). In addition, a post—tax variable
profit function can be defined in a similar fashion for equation {13.1}) with the derived
conditions similar to equations (13.2) and (13.3). In this simpler context, the variable

profit and derived conditions (with respect to the post—tax prices)- are

(17.1) = = 0{P, W, K}, A,)

~17—
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(17.2) I, =y,

(17.3) -V, = v,

Although the properties of the post—tax variable profit function are similar to those for the
function given by the right side of (13.1), there are some differences. First, in the case
defined by equation (17.1), post—tax variable profits are defined as revenue minus variable
input costs. The value of the unutilized quasi—fixed factors does mot have to be added to
revenue, as in the general model, because utilization is costless and thereby exogenocus.
Moreover, this implies that the post tax purchase prices of the quasi—fixed factors do not
enter the variable profit function. Second, because there are no installation costs, future
quasi~—fixed factors are not part of the domain of the variabie profit function.

The second stage of the produciion problem is to
(19) max 5 (1) P WKL AL) - QR — (K.

R
The fact that quasi—fixed factor utilization is costless means that these factors are fully
utilized and any depreciation can simply be defined to be exogenocus and constant over
time. The m dimensional diagonal matrix of constani depreciation rates is § and capital
accumulates by

K::n =1 + {1 - S)KI: The first order necessary conditions for this program are

{19} von/aK,, — W, =0

b+l

where W, is vector of post—tax rental rates such that

W, =Qle+46)=ql +6)1~v, -4, —4d,) i=l,..m
We have defined the present value of capital cost allowances as d,  and the present value
of incremental investment allowances as d,,. Clearly equation (19) is just a special case of

equation {15). The equilibrium of the firm consists of equation set {17) and equation (19).
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In this model, the emphasis is on how output supplies and factor demands are in—
fluenced by tax policy. This can be described geometrically by assuming there is a simple
output (£ = 1) and two inputs (n=m=1l — there is no distinction here between variable
and. quasi—fixed factor). The analysis of an increase in the investment tax credit or capi—
tal cost allowance is straightforward. An increase in either of these policy instruments
lowers the relative factor price of capital. The firm chooses & new cost minimizing mix of
inputs for the given output. Thiz mix is relatively more capital intensive. In addition, at
the given output level, the marginal cost of production declines and therefore output supply
expands.

The. analysis iz somewhat different when the incremental investment allowance in—
creases. The reason is that the firm can only take advantage of the incremental allowance
if current investment expenditure exceeds an average of past expenditures. In the following
Figure, the firm produces output defined by the isoquant y'. The minimum cost equi—
librium in the absence of any taxes or tax incentives is denoted by E!, with relative factor
prices reflected by the isocost line AB. Suppose an incremental allowance on capital is
introduced. This has the effect of lowering the rental rate such that the new isocost line
CD reflects the relative factor prices inclusive of the allowance. - Thus the isocost line CD
is steeper than AB. In addition, CD has been drawn sc that it is tangent to the isoquant
y' at E?%  The point E? represents the minimum cost equilibrium to produce y! inclusive
of the incremental allowance. Next, let us assume that the capital stock upon which the
incremental allowance is based is Ké, where by construction the isocost. lines AB and CD
intersect. In this situation, with capital stock levels greater than K;, the relevant isocost
line is AB. Thus the effective isocost curve is CB'B. Moreover, this isocost curve
represents the same production costs as those given by the isocost line AB (measuring cost
in labour units). Hence, the firm is indifferent between the equilibria given by E' and E*

as each represents the identical minimum cost to produce y'. The
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Figure: Incremental Investment Allowance and Factor Demands
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firm produces y' with the same cost with or without the incremental allowance. Suppose
now that the base for the allowance declines to KZ. In this case, the effective isocost
curve is CB®F, which represents lower production costs relative to CB'B. Thus, the firm
produces y' at a minimum cost by using the incremental allowance. The equilibrium point
is E°. " With a base of K:, the effective isocost curve is CB’G. The firm produces y* at a
minimum cost given by the isocost line AB and so the equilibrium point is E'. The firm
does not use the incremental allowance. Notice that if the base quantities of capital are
always less than the undistorted cosi minimizing level, then the firm will always utilize the
incremental allowance.

The empirical implementation of the model defined by equations (17) and (19)
necessitates a functional form for the post—tax variable profit function. . Moreover, because
the post—tax rental rates of capital are time invariant, we can combine the two stages of
production decisions and correspondingly define a post—tax profit function. In addition,
empirical implementation is often mainly concerned with factor substitution, and so it is
generally assumed that output levels are predetermined. In this instance, only the cost
function needs to be specified.. Many different functional forms for the cost function have
been introduced over the years (see Berndt and Khaled [1979]). Probably the one mast
often used in this context is the translog (see Christensen, Jorgenson and Lau [1973]), Fuss

and McFadden [1978] and Diewert (1980]),

{20) . fn c.= a, + Zi}f_loziznyi + Zia W, + at + .5215_12;2_10112znyiﬂnyz

+ .52?_12:_1a351nw_12nws + .52}5_123‘_1011jZnyLInWj + .5antz

£ Y
+ .o oyt + Zj_lajclnwjt + ug,.

where ¢ = Eg_levj is the after—tax cost and the parameters satisfy
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=1l,...,4, j=1,...,n by symmetry and

v

o, = @y LIloud, @ T, 8 =10,

Z,a,, = 0 by homogeneity of degree

T, =1, Zo, = 0, s=l..n, Za 5

= 0, i=1,..

1 in the factor prices.” In addition, the cost function is concave and nondecreasing in the
factor prices and nondecreasing in output. Applying the equivalent of Hotelling’s Lemma,
known az Shepherd’s Lemma, to the cost function, the conditional factor demands {condi—

tional since outpuis sre exogenous) are derived by differentiating the cost function with

respect o the factor prices. Thus
P j 3

{21} 5, = o, + =0 lajsin?fi B

errors in the data. The disturbance in the cost functien can also reflect stochastic shocks

The modsl consists of equations {20} and {21}, However, in estimating the unknown
z 3 ’ 3

parameters, only n of the n+1 equations are used because one of the errors can always be

Ea

written a3 & linesr combination of the others and therefore one of

new information. The easiest way to see this is to use squation s

W}/8ln W, are the terms on the right side of (21}, not including the stochastic

error.  Thus, from {21}, Z;5, = Z, W aC(y,W)/eW Cly, W) + Zauy, =l Since the
cogt shares sum to unity T, =1 and since the cost function is homogeneous of degree 1

in the factor prices, ZJWjaC{y,W}/GWj = C{y,W)}, then it must be true that e, = O
There has been a great deal of empirical work over the years estimating the cost

structure for firms and industries. To various degrees, tax rates, credits, and allowances

bave been included in the factor prices. However, few studies have explicitly investigated

the effect of changes in tax policy on variable factor demands. An exception is the paper
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by Kesselman, Williamson and Berndt (1977). In this study, a single output, three—factor
translog cost function is estimated in the absence of technological change and for a tech—
nology which exhibits constant returns to scale. Thus, in terms of the cost function given
by the right side of equation (20), £ = 1 (single output and so let o, = a ), a, = 1,
= 0 =a, = a,;, j=I,..,n—1 by constant returns to scale, o, = a,, = o, = a;, = 0,
j=1,..,n—1 by the absence of technological change, and n = 3 (three inputs). The inputs
are blue—collar workers, white collar workers and capital. The effects of an investment tax
credit along with two types of en.;loyment tax credits on factor demand were simulated.
One employment tax incentive was an employment tax credit and the other was a
marginal (or incremental} employment. tax credit.

The results from the elimination of the investment tax credit for the period 1962 to
1971 for U.S. manufacturing were that total labour demand would have been around .7%
higher over the period. Employment of blue—collar workers would have been about 1.1%
higher, while employment of white—collar workers would have fallen about .3 percent.
These results reflect the findings that white and blue—collar workers are mildly sub—
stitutable, capital and blue—collar workers are substitutes and capital and white—collar
workers are complements. Also, average costs and thereby product price costs would have
been about .8 percent higher.

Next, Kesselman, Williamson and Berndt considered the effects of the imposition of
an employment tax credit. First, the imposition was on a per man—hour basis and second
on the wage bill. - In each simulation, the cost of the employment tax credit was set equal
to the revenue gain from eliminating the investment tax credit.' In both cases, the effects
were quite small and the tax credit on a per man—hour basis was relatively more
favourable to blue—collar workers compared to white—collar workers. = The converse is true
for the credit based on the wage bill. The greatest influence of the employment tax in—

centives arose from the incremental tax credit. A base of .5 of the previous year’s wage
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bill doubles the impact on facior demands relative to the effects of an employment tax
credit based on a percentage of the wage bill. This result occurs because the incremental
employment—tax credit channels subsidies to the firm for additional employment beyond a
base magnitude. Hence, the same policy cost can generate a larger percentage change in
the price of subsidized unite of labour through an incremenial credit. Provided, of course,
that the firm utilizes the incremental tax credit.

The previous empirical analysis focused on the effects of tax incentives on factor
P P

demands. However, in the long—run equilibriumn framework {defined by equations {20} and
{21}), which admit multiple outputs, non~constant returns 4o scale and non—neutral
technological change, it is also possible to investigate the effecis o
economies, scope economies, and the rate of productivity growth. There has not been an
empirical snalysis of the effects of tax policy on scale and scope economies, but Fraumeni
and Jorgenson {1980} and Jorgenson {1881} have siudied the dependency of productivity
growth on tax rates and incentives.

To see how productivity growth can be affected by tax policy, refer to equation {20).
Since the rate of productivity growth is defined as the proportional decline in production
coste over time, this rate can be cbtained by differentiating equation {20} with respect to

t,
—_ 2 . ) _
(22) ~8inc/ot = ~[a, + @yt + T 0 fny, + Tiadnw ]

We can observe then that the rate of productivity growth is a function of the govern—
ment‘s tax policy. Tax policy operates through the factor prices which, in turn, influence
the rate of productivity growth.

The coefficients, in equation {22}, relating to the factor prices characterize how the
rate of productivity growth responds to changes in the tax, credit and allowances rates.

For example, suppose & credit is offered to the jth input which causes its factor price to



decline by 1 percent. The effect on the rate of productivity growth is found by differen—
tiating (22} with respect to fow,. Thus, in the case ay, characterizes the manner in which
the rate of technological change is influenced by an. increase in the tax. credit on the jth
factor. of production. If a,, >0, then the rate of productivity growth increases as the tax
credit increases, while if a;, <0, the converse arises.

The a,, coefficients show the biases of technological change. They indicate the effect
of changes in technology on the input cost shares. For example, technological change for
the jth input gives the change in the cost share of the jth input in response to changes in
technology represented by time. This can be seen from equation set (21). If we differen—
tiate the jth share by time, the effect is determined by a,,. Hence the factor biases of
technological change characterize how . the rate of productivity growth is influenced by tax
policy.

Generally, we define technological change as factor—using if the bias of technological
change for the factor is positive (that is for the jth input a,,>0). In other words, if
changes in.technology result in an increase in the cost share of the jth input, then tech—
nological change is jth factor—using. Conversely, if changes in the technology result in a
decrease in the cost share of the jth input, then technological change is jth factor—reducing
{or saving).

The biases of technological change express the dependence of factor cost shares on the
technology and also characterize the dependence of the rate of productivity growth on the
input prices and thereby on tax policy.  For example, technological change, which is the
jth factor—using, means that an increase in the factor price of the jth input decreases the
rate of productivity growth. Similarly, technological change which is the jth factor—
reducing means. that an increase in the factor price of the jth input increases the rate of
productivity growth. The lesson to be learned from this analysis is that it is not sufficient

for the government to provide tax incentives in order to improve productivity performance.
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The factor biases associated with technological change must be determined in order to
characterize how the rate of productivity is influenced by the factor prices.

Fraumeni and Jorgenson [1980] have estimated the biases of technologleal change for

35 industries in the U.S. for the pericd 1952—1979. They assume that the technology ex-
hibits constant returns to scale, and so 2,, = 0, i=1,..4 in equation {22}; zlso, thers is &
single output and four inputs, which are capital, labour, energy and materiale. The pattern

of technology change that occurred most frequently is capital—using, labour—using, energy—

using and materiai—reducing. This pattern arose for 19 of 35 industries. This implies that

-

increases in the factor price of capital, labour and energy decrease the rate of productivity
growth,

The overall conclusion of Jorgenson and Fraumeni is that effective tax rates on cor—

This resuls

porate income are inversely correlate

arises from the fact thai fax policy
creased the rate of productivity growth because the latter is capital—using. They found
that effective tax rate declined sharply between 1960 and 1965 while the rate of produc—

tivity growth attained the postwsr peak of 2.11 percent during this pericd. From 1965—

1969, effective tax rates rose substantiaily while the r of productivity growth declined to
0.056 percent. Effective tax rates declined from 1969 to 1972 and have remained relatively
constant since that time buf productivity growth increased alightly from 1962 to 1972 and
fell dramatically from 1973. They attribute the latter decline tc fhe energy price increases.
In light of this concluson, which has been the subject of much debate [see Nadiri and
Schankerman [1981], Baily [1981] and Clark [1982]), they recommend that tax policy should
be introduced to decrease the factor prices of capital and labour.

In Cenada, little work has been done on investigating the effects of tax, credit and

allowance rates on factor substitution and productivity growth.”” In general, much more

empirical work needs tc be done, even in the context of long—run equilibrium. First, little
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is known about the effects of tax policy on scale and scope economies. In order to capture
these effects, it is necessary to estimate cost {or profit) functions which do not incorporate
the maintained hypotheses of constant return to. scale (or for that matter homotheticity}
and of a single output. Second, the treatment of technological change is quite simplistic.
Technological development does not usually occur autonomously; it is also part of produc—
tion and investment decisions. Indeed, the demand for research and development capital,
which is an important element of technological change, is itself a function of the array of
factor prices and the quantities of outputs.’> Thus, as is the case of the other factors of
production, the demand for R&D capital depends on the various. taxes; credits and al—

lowances.
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4, Taxes and Factor Adjustment

Tn the previcus section we considered the effects of taxes on factor substitution and

roductivity growth in the comtext of our general model by assuming that factors of pro—
Y g g ki g

duction could be costlessly adjusted and utilized. Suppose now it is assumed that 2 subset

the remalining inputs, insta

to factor adjust—

ages in the quasi—fixed

and higher present costs associated

these

prices of the guasi-fixed factorz or
factors. The former costs have been {1968] and Mussa
11977}, while the latter costs have been considered by Steigum [1983]. These models are
able to capture the positive correlation between capital costs and investment snd the mag—

nitude of adjustment speeds associated with the quasi~fixed factors.

The short— determination of investment in ore is the me—

There i3, how—

ever, no relationship between the variable factor in the gussi—

ower current

st

fixed factors. Thus the costs of faster adjustrment are not reflected in the
production levels.

The second type of model of factor adjustment recognizes that changes in the quasi—
fixed factor investrments alters variable factor demands znd thereby current output supplies.
In this context, the costs of adjustment are reflected in lower current output levels. Thus,
in adjusting gquasi~fixed factors, the benefits of increased future output supplies are

balanced by the costs of decreased present output supplies. This type of model emphasizes
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internal costs of adjustment through the technology and is represented by foregone current

sutput. he other model type emphasizes external adjustment costs, re ated either by

rising quasi-fixed factor purchase prices or by rising financing costs. “The models in—
corporating internal adjustment costs have been developed by Treadway [1971], [1974],
Mortenser 19731 and Epstein {1981

The model developed in this paper incorporates internal adjustment costs. With
costly quasi—fixed factor adjustment bub costless utilization, the first stage of the produc-
tion decisions is given by (18} except the transformation fusction is now defined as T{y

Wi

wk ¥ i : s
v, K, Ki,; — (L — §JK{, A} = O and prices are not time invariant. $Juaesi—fixed facior

Lo

tlization is costless and consequently depre n is exogenous and constant over time, 30

that investment is I,:Kfﬂ — (I, — 6)K]. The first order necessary conditions are similar

ction. and derived conditions {with

t5 the post—tax prices) sre

1o \ v T

1.,1'3&; ", = i‘r{Pri ‘K h«wly rf
I, =y,

{233y -, = v,

in this case, after tax variable profits are defined as revenue minus variable inputs costs
and future capital services enter the domain of the post—tax variable profit function be—
cause guasi—fixed factor adjustments are costly to underiske.

The second stage of the production problem is to

{24). max ELZ:_La(t,S){H’{PS,WS,KE,KLP s} il*ﬂm—&)Kf).
(K2

The first order necessary conditions for any time period are
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AT, 8T,y |
= Q + altttl) (v — (L~ 5)Qu)] =0

t+l 8 b+l

(25) E[v

The equilibrium of the firm consists of equation sets {23} and (25). The empirical
implementation of the model is generally quite complex and a number of procedures have
been introduced in the literature. The complexity of the model relates to equation set (25}
and the first procedure confronts this difficulty by placing encugh structure on the technol-
ogy and expectations of the firms in order for equation set {25} to have a closed form
solution. We shall deem this procedure the direct approach. The direct approach restricts
the technology represented by the variable profit function [or variable cost function if out—
put is exogenous} to a quadratic specification and adjustment costs depend only on the
first order changes in the quasi—fixed levels.’* In addition, the expectations process must
be specified in the model. Berndt, Fuss and Waverman [1979], Denny, Fuss and
Waverman [1981] and Berndt and Morrison [1981] impose static expectations. Sargent
[1978], Meese [1980] and Hansen and Sargent [1980] have imposed rational expectations.
Static expectations are to be understood in the context of continuously revising plans and
always expecting that current prices, tax credit and allowance rates are to persist. Current
period plans are the only ones that are actually carried out. Rational expectations are to
be understood in the context of generating forecasts of prices, taxes, credit and allowance
rates which are the ones that best fit the actual time series. In this case, restrictions are
imposed on the model {in other words, cross—equation restrictions on parameters) which
reflect the maintained expectations processes.’®

The direct approach can be presented in the following context. Assume that there is
a single output {£#=1) and so the technology can be represented by a production function

which is assumed to be

(26) Y, = o'V, + 0.5VIAV, + 0.5(V,,, - V,)'B(V,,, — V) + H(t)
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where V, is the n-m vector of inputs which may be variable or quasi—fixed. @ is an n+m

vector, A and B are symmetric and negative definite matrices, and H cajiires autonomsus
technological change as & function of time. he matrix B is diagonal #zd represents the

. . 4 - .
costs. of adjustment in terms of foregone output.’® If a factor is variable then the relevant

diagonal in B is zero, while if the factor is quasi—fixed ther the relevant diagonal iz
tive. In this manner, variable and quasi—fixed factors are distinguished.

Prices evolve according to the following process:

vy

o

(27} 8, = ¢ + 2588, + Gt} +

where S, is the n+m vector of the post—tax factor prices normalized by the post—tax price
of output {p.{1—u_)}. Indeed, S, is a vector of both variable and quasi—fixed post—tiax
prices (in other words, it contains both W_ and Q). Also ¥ is & m+n vector, 4, is a
m+n dimensional matrix and £, ig & m+n vector of white noise processes, and G reflects
the trend.

The objective of the firm is to

() mex B+, SIM(V s — (L B)VS) + V)]
o)

a+i’

with T an m-+n dimensional diagonal matrix with a I in the diagonal if the factor is
quasi—fized and & 0O if the factor iz variable, ¢ is 2 diagonal matrix defined conversely to
T, & is the diagonal matrix of constant depreciation rates, and the diagonal is zerc for 2
variable factor,  If the ith factor is quasi—fixed then ¥,  is given. In addition, it must be
assumed that the discount rate is known with certainty. This assumption is unavoidable if
closed form solutions are to be obtained for multiple guasi—fixed factor production pro--

grams. The firm maximizes {28} by selecting the relevant factor demands subject to the

technology (26} and price expectations {273.7°
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The solution to this problem {see Kushner [1971] or Astrom [1970]) is the set of

flexible accelerator factor demand equations,

(28) Voo — V. =MV, - Vi)

t+i

where V., = Aw, — o}, o, = G2 (I, + C)*"E,S8,-1(I,,,—§)E,S

s+1}7

O = AB™™1 45} + R + M", R is the m+n diagonal matrix with p in the diagonal and
M is the stable adjustment matrix which solves the quadratic
? = (14p)BTAM - ,M - BTA(l4p) =

The model which can be estimated consists of equations {26), {27} and (29) with
stochastic error terms appended to equations {268} and (29). The disturbance terms in
these latter two equations can reflect optimization or measurement errors. In addition, the
disturbance in the production function, {26}, can also reflect shocks to the technology.*®
Berndt, Fuss and Waverman {1977} developed & special case of the above model which in—
corporated the corporate income tax credit, the physical investment tax credit and the
physical capital cost allowance. They assumed that there was a single quasi—fixed factor
and static price expectations. Under the assumption of exogenous output, the first of the
two stages relating to the production decisicng can be determined by the specification of a
variable cost function {as opposed o a variable profit function when output supplies are
endogenous). Assuming & quadratic variable cost function which is normalized by the first

variable factor
{30} ":”'/V‘Jl =a, + ay + Z?,Zajwj + akKN + ot + 3o y2 +

520

L= W2, . 2 n ¥ .
ntTamzlya W W+ By (KN Be b + Ty y W, + a, K + eyt +

Do WK + Toa Wit + o KM+ ag (8K +
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where /W, = v, + 2 Wy, W, is the normalized after—tax variable factor price,
¢"/W, is the normalized after—tax variable cost, AK® = K&, — K[, 26d the parameters
satisfy g, = oagy, 1,8=2,....,n0 by symmetry, Normalizing the variable cost function has the
effect of imposing homogeneity of the first degree in the factor prices. The normalized
variable cost function must also’ be nondecreasing and concave in the factor prices, non—
increasing and convex in the quasi—fixed factor, nondecreasing in output and nondecreasing
and convex in net investment. Applying Shepherd’s Lemma to the normalized variable

cost function yields the conditicnal variable factor demand functions

(31} vV, = a, + ES_ZQJSWS +oay + ooy K oo b+ U J=2,..,0.
The stochastic disturbances u_ and u;, j=2,....n have been added to the variable cost and

conditional variable factor demand functions. The error terms reflect the same kind of
phenomensa as described for the errors of equations (20} and (21). Equations {30} and {31)
represent the first stage of the production decisions or the short—run equilibrium.

The determination of investment is governed by a flexible accelerator because this

model iz a special case of {28). The investment equation is
Lf " ¥ N ;
32y K, — K{ = M({K! - KII) + u,

where M is the stable adjustment coefficient which solves the quadratic MZ + (o /oy +
PIM — oy fa =0, K!::l = (~1fay) e + any + Ei:-zajkwj + oot + W
is the long—run equilibrium demand for the quasi—fixed factor, and W, = Q,{s+6)
is the after—tax rental rate on this factor, and a stochastic disturbance has been added to
the investment equation.’

The model consists of equations (30}, (31} and (32}. Moreover, because the variable

cost function is normalized, the errors in equations (30}, {31} and (32} are linearly inde—
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pendent. The first variable factor conditional demand function has already been eliminated.
Thus equations (30}, {31) and (32) can be used to estimate the unknown parameters.

Berndt, Fuss and Waverman estimated this model for U.S. manufacturing for the
period 1947-1974 and incorporated the corporate income tax ré.te, investment tax credit
and capital cost allowance into the post—tax rental rate on capital. From our point of
view, the most significant result of this paper is that the long—run price elasticities on the
conditional factor demands (both variable and quasi—fixed) are considerably smaller than
their counterparts obtained in models with no adjustment costs. This means that, for U.5.
manufacturing, the influence of tax policy on long—run factor demands is significantly
smaller than previous empirical evidence showed. The misspecification caused by assuming
all factors can be costlessly adjusted caused an upward bias in the influences of factor
prices, and thereby tax policy, on input demands.

The second approach to the empirical implementation of the intertemporal production
model is the dual approach developed by Rockafeller (1970}, Benveniste and Schienkman
{1979), McLaren and Cooper (1980) and Epstein (1981). The focus of this approach is not
the variable profit function defined by (23.1) {or the variable cost function) but rather the
value function defined by equation {10). Unlike the direct approach, dynamic dusality can
handle much more general specifications of the technology, including the quasi—fixed factor
adjustment mechanisms. However, the treatment of expectations formation processes is
much more limited using the dual approach.

The dual approach can be presented in the following context. Assume that there is

a single output {#=1) and the technology is represented by the general production function
(33) vy, = F(VUKEJ Kgﬂ - L - S)K};An)‘

In addition, assume that thers are static expectations on the prices, tax, credit and al—

lowance rates and the firm's discount rate is constant.

—34—



The objective of the firm is to

£

(34)  max  Z(1+0) F(v, KLKL - (L-6)KLA) — Wiy, — QUKL ~{,~4)K])],

¥
‘(\VS’KS‘?l)

with K: given, and the post—tax prices of the variable factors (W} and of the guasi—fixed
factors {(3} are normalized by the post—tax price of output. This problem is a special case
{combined into a single stage} of the one defined by {23} and (24} Rather than proceed—
ing directly, we can use the Hamilton—Jacebi equation (see Arrow and Kurz (1970} and

Dreyfus (1965)). Define the maximized value of {34} as J(K), W,Q) and thus
{35) (1+p)HKLW,Q) = Plv, KUK ~(L-6)KLA Y — Wiv,

- QT{K{;; - Iiv_g}}{’j} + J';{Kg - KM’

o k2 L+E w47

where the factor demarnds are evaluated at the solution to the problem defined by (34}

The solution to the problem {in other words, the factor demands} are found by differentia—

ting both sides of (33} by the posi—tax factor prices. Thus

(36.1) Ki, = J (1 + )3 + KJ K}

(36.2) v, = -1 o)y + Jm(xi*z - K:)

(36-3} Yy = (t + P){J(KE::W?Q) - W - JQQE - {Jx_ WTJKW“QT‘}mMK}:ﬂ _K:)

Equation (36.3), which is the output supply function; is derivéd by substituting equations
(36.1) and {36.2} into {35).

By appending error terms to the equations set (38} and postulating a functional form
for the value function, J(K:,W,Q), the model can be implemented empirically. Epstein and

Denny {1983) have investigated investment behaviour for U.S. manufacturing, Bernstein and
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Nadiri (1985) have estimated the spillovers that are associated with R&D investment for
U.S. firms, and Bernstein (1986) has estimated the effects of physical and R&D investment
tax incentives for Canadian firms using dynamic duality. In all cases, an intertemporal
cost minimizing approach was used, because the stream of output was assumed to be ex—
ogenous.

In his model of tax incentives and the structure of production, Bernstein (1986) as—
sumes that labour is the sole variable factor, while physical and R&D capital are the
quasi—fixed factors. The firm’s discount rate is treated as a constant and there are static

18

expectations on the prices.”> The value function was assumed to be of the form

By

(37 JEKLW.Qy) = 5]Q° W7 y + [QTAT 27K N+ QAT B+h (1440 7h

W Ww

where the matrices By, By, B, By, and A, the vectors a and w and the scalar h,
represent the unknown parameters. The matrices By, and B, are symmetric and negative
definite, B, is an m dimensional matrix {since there are m quasi—fixed factors) and B, is
an n—dimensional matrix {since the are n variable factors). The stable adjustment matrix
is given by [(1+p}1, — A], where A is an m dimensional matrix and I_ is the m
dimensional identity matrix. This functional form for the value function is linear in output
and the quasi—fixed factors and quadratic in the post—tax factor prices.'®

The results from the empirical work based on a sample of about 30 firms over the
period 1975—1980 are that physical and R&D capital are complements both in the short
and long—runs, while each type of capital is a substitue for labour. Both types of capital
respond to changes in their own post—tax purchase prices. However, the demands for
capital are quite price inelastic. Even in the long—run, the own price elasticities of the
cpaital inputs are less than .4. Labour demand is relatively more price responsive in both

the short and long—runs. The adjustment process for physical capital is shorter than for
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R&D capital.  The latter takes about six years to adjust while the former takes about four
years. Moreover, the capital stocks are complementary to each other along the adjustment
path.  In other words, increases in the stock of physical capital shortes the adjustment
period. of R&D capital.

Changes in three types of tax incentives are considered in this study. First, a 1
percent increase in the physical investment tax credit generates increases in the demand for
physical capital of .022 percent in the short—run and .055 percent in the long run.
Similarly, the demand for R&D capital increases by .010 percent in the short—run and .029
percent in the long—run. Moreover, when the output effects of the physical investment tax
credit increase are considered; the demands for all the inputs increase.

Second, an increase in the R&D investment tax credit also affects the structure of
production. However, these effects are smaller relative to an equivalent increase in. the
physical investment tax credit. The third incentive is the R&D incremental investment
aliowance. An increase in this allowance affects the structure of production, but generates
the smallest effects of all' three incentives.

The fact that the empirical resulis are based on a dynamic model permits the inves—
tigation of short— and long—run effects on factor demands. - In addition, the speed of the
adjustment process is estimated. Bernstein determines the annual adjustment from the
short to the long—run effect of any tax policy initiative. In the study, this type of analy—
sis is conducted for R&D expenditures, because of its focus on policies influencing R&D
investment. However; the analysis applies equally to the other factor demgnds.

Changes in tax credit and allowance rates decrease post—tax factor prices and thereby
decrease production and adjustment costs. Using an intertemporal application of
Shepherd’s. Lemma based on the value function permiﬁs the determination of the cost to
the government, in terms of foregone tax revenues, of increases in the tax credit and al—

lowance rates. However, this analysis does not necessarily capture changes in efficiency as—
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sociated with changes in tax policy (see Diewert (1985{(a}}}, and Jorgenson and stoker
(1985). Bernstein investigates the relative effectiveness of alternative tax policies on the
structure of production when the cost to the government across tax policy changes is
equalized. In additon, a calculation is made of the actual cost to the government of
alternative tax policy initiatives. The calculations show that changes in tax credit and al-
lowance rates directed towards R&D investment generate about $.82 of R&D expenditure
per dollar of lost tax revenue at the existing level of output. Moreover, an increase in the
physical investment tax credit generates around $.06 of R&D expenditure per dollar of lost
tax revenue. This figure increases to around $.15 when output effects are considered.
Hence, there may be important cross effects arising from government tax policy changes
directed towards a particular factor of produciion or type of investment. Excluding these
cross effects biases the cost estimates and the influence of tax policy on production and
investment.

The third approach to the implementation of the model given by equations (23) and
{25) is to treat the first order conditions for the quasi—fixed factors as implicit equations
and not obtain closed form solutions. This is the approach developed and implemented by
Kennan [1979], Hansen and Singleton [1982], Pindyck and Rotemberg {1983], and Bernstein
and Nadiri [1986]. This approach, which may be reffered to as the implicit approach,
specifies a functional form for the variable profit {or variable cost function) which is jointly
estimated with the reduced form variable factor demand equations and the implicit equa-—
tions for the quasi—fixed factors. This approach permits a great deal of flexibility in the
specifications of the technology and the expectations generating processes because the first
order conditions for the quasi—fixed factors do not have to be solved.

There are two difficulties with this implicit approach. First, because closed form
solutions are not obtained for {he quasi—fixed factors, there are no conditions in the model

guaranteeing the optimality (existence and uniqueness) of the factor demands for any set of
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price trajectories. In other words the terminal or transversality conditions are ignored, as
only the first order conditions are used. In terms of the estimation of the model, since the
estimator ignores the information contazined in the transversality conditions it must not be
asymptotically efficient. . However, the direct and dual approaches require the choice of
particular expectation generating processes {as well as the choice of & technology). This
necessitates that these processes be incorporated into the restrictions imposed in the
estimation. An incorrect choice leads to inconsistent, as well as asymptotically inefficient
estimates (see Gourieroux, Laffont and Monfort 19791},

The second difficulty with the implicit approach is that because the gquasi—fixed fac—
tor demands sre not determined, we cannot characterize the properties of these demand
functions through time.  We can only investigate the long—run. properties of the guasi—
fixed factor demands. Wickens [1982] has suggesized & solution to this difficulty. Replace
all expected values of future variables with their reazlizations to produce an observable but
incomplete system of equations.. The system is then completed by adding equations char—
acterizing the determinants of future values of the variables in terms of any variables
known in the current period. Estimation of the complete system will be consistent but not
asymptotically efficient. Moreover; through this augmented system of equations we can
determine the short as well aa the long—run properties of the quasi—fixed factor dernands.
This method has not as yet been used to estimate models of production structure and io

determine the effects of tax policy on this structure.
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5. Taxes and Factor Utilization

1t has long been recognized that although adjustment costs cause the quasi—fixity of
factors of production, the rates at which these factors are utilized are variable in the
short—run. Indeed, these rates are part of the firm’s production plan which are dependent
on the stocks of quasi—fixed factors and post—tax product and factor prices. Thus, in the
short—run changes in tax policy do not affect the stocks of quasi—fixed factors, they do
influence the rates at which these stocks are accumulated and utilized. This is precisely
the model developed in section 2 of this paper and is represented by equation sets {13} and
(15).

Generally, there have been two types of models relating to the factor utilization.
The first type due to Lucas [1970], Winston and McCoy [1974], Abel [1981] and Bernstein
[1983] emphasize the trade—off between increased output and higher labour costs that
utilization generates. The increase in costs manifest themselves in terms of overtime and
shift wage premiums. These models are able to capture the positive correlation between
real wages and labour utilizatioﬁ and the positive correlation between capital utilization and
capital stock (see Foss [1981]).

The short—run interrelationship between utilization and investment is the mechanism
in these models by which utilization affects the accumulation of the quasi—fixed factor.
There is no connection between capital utlization and depreciation rates or between labour
utilization and quit rates., Thus the costs of higher utilization rates are not reflected in
the lifetime of the quasi—fixed factors.

The second type of meodel of factor utilization recognizes that changes in the rate of
utilization alter the lifetime of a quasi—fixed factor. In this case, the benefits of increased
current output are balanced by the costs of decreased future output. The cost of factor

utilization is foregone future output. The cost of factor utilization are analogous to the
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two types of models pertaining to factor adjustment. One emphasizes axternal costs
represented by rising wage rates or capital purchase prices, the other einphasizes internal
costs through the technology represented by foregone output. In the case of installation
costs, it is current cutput which is foregone, while in the case of utilization costs it is fu—
ture output. The models incorporating internal utilization costs have been developed by
Smith (1970), Taubman and Wilkinsor: (1970), Diewert (1980}, Epstein and Denny {1980},
Everson (1982}, Schworm (1983} and Bernstein and MNadiri (1984).

It is generally difficult to empirically implement models with variable factor utilize—
tion because measures of utilization rates [especially for capital} are usually not available.
In practice, different approaches have been used to overcome the lack of capital utilization
data.”” - The first: approach is to develop a measure of the ‘potential’ capital {or capital—
output ratic]. This is a statistical construct based on a trend through cyclical variations
in actual capital {or capital—cutput ratic).  This type of measure has been used in many
macroeconometric models, and by Klein and Preston (1967}, Nadiri and Rosen (1969}, Coen
and Hickmean (1970}, and Brechling (1975}, The difficulty with this is approach is that
the trend iteelf iz a function of relative prices and the magnitudes of the gquasi—fixed fac—
tors.. As these variables change, the trend varies and must be revised. However, the revi—
sions to the trend occur extraneously to the model which ie in fact supposed. to explain
utilization - variation:

A second approach recognizes that inventories [or at least departures from some
long—run: level). are linked to the rate at which capital (and other quasi—fixed factors) is
utilized... For example, an increase in inventories relative to the long—run level signifies a
fall in product demand and decrease in factor utilization. This method has been explored
recently by Helliwell and Chung (1985).  The integration of the theory of optimal in—
ventory holdings with the theory of factor utilization and investment offers the potential of

an important avenue in which to investigate the role of tax policy on the structure of
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production. At the present time, the application is limited to postulating the existence of
a partial adjustment process characterizing inventory accumulation, rather than the explicit
integration {in an optimizing framework) of inventory and factor utilization decisions.

The third approach is due to Epstein and> Denny {1980) and it can be discussed
within the context of the general theoretical model already developed. Because the focus is
on utilization decisions which are determined in the short—run, we shall concentrate on the
first stage production decisions of the the firm. Thus we return to equation set (13} and
recall that in the short—run, given the beginning of period quasi—fixed factors, output
prices and variable factor prices, outputl supplies, variable factor demands and end of period
quasi—fixed factors {or the implied utilization rates) are determined. Once a functional
form is specified for the post—tax variable profit function, the short—run supply and
demand functions can be determined. Suppose the variable profit function is given as a

Generalized Leontieff so that

(38) ny = K:{Zalp;_s w;‘s + 2"2?@.5 Wii + 2a3W;: wéi + 8p, + BW i+ B W, +

1

2akp,‘:5 Qéﬁ + Zﬂlwéi Qts + 2"2“’2;.5 Qés + 8,Q] + un

where a,, 1=1,2,3,4, B, i=1,2,3,4, and n,, i=1,2 are the unknown parameters. The post—
tax variable profit dencted by equation (38), incorporates the assumption of constant
returne to scale, with a single output, single quasi—fixed factor and two variable factors.
There is also & stochastic disturbance, u,, appended to the variable profit function. Using

equation {38) and by Hotelling’s Lemma, equation set (13) becomes .

(30.4} vy, = K}fasp,° Wi+ ap, Wi+ B+ ap, Q% + .

(39.2) v, = K¥e,p.® W,* + ayWi° Wil + 8, + 0, W57 Q% + v, 1,j=12, i

(39.3) Kg Ki[%pésqr—.’s + ’liwii Q;'s + 'lzwéi Q;’S + 8 + 1y

where u,, u, and u, are stochastic disturbances.*
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Equation set (39) defines the short—run equilibrium: Let us focus on equation {39.3) which

captures the determinants of end period capital services and thereby . {implicitly} the

utilization rate. . Clearly. capital utilization depends on the. set of prices and. the gquasi-—fixed
factor. - Moreover, embodied .in (39.3} is a generalization of the' traditional model with a
constant exogenous geometric. depreciation rate. I o, = 7, = 7, = 0, then K,: = Kfﬁ,
As discussed in section 2 of the paper, 1—pg, is the depreciation rate.  Although deprecia—
tion is price independent. and constant, it ig still to be determined within the model. I,
however, a value of f§, is exogenously given, then equation {39.3} collapses. to the iradi—
tional model.

The model to be estimated in order to determine the unknown parameters consists of
equation set {39). -Equation {38}] can be eliminated since the error in this equation is &
linear combination of the errors in equation set (39). IHowever, the empirical implementa—
tion is net siraightforward because there is no data on KU and KI. This problem is sclved
by assuming that equation [39.3} is non—stochastic, which is in line with the traditicnal
assumption that depreciation is exogenous and non—stochastic, and that the initial capital
stock at the start of the sample period is equal to the measured capital stock.  Thus,
using the estimated parameters based on . the itechnology, along with equation {39.3), the
accumulation equation {2} and the initial capital stock, Epstein. and Denny are able to
construct both beginning and end of period capital stocks and the implied depreciation rate
(K¥ — K2)/KY. Thus equations (39.1) and (39.2) are to be estimated.

In order to implement this approach it is necessary. that there is only a single quasi—
fixed factor, the technology exhibits constant returns to scale and there is either static ex—
pectations or perfect foresight with respect to the prices, tax, credit and allowance rates,
The fact that beginning and end of period capital stocks are unobservable variables means

that the systemn of equations is underidentified. The existence of only a single guasi—fixed

factor along with constant returns to scale technology implies that the firm is really con-—
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cerned only with the ratio of end to beginning period capital or the depreciation rate.
This rate only depends on observable variables and the parameters characterizing the tech—
nology, and hence if the equation is non—stochastic then the system becomes identified
{using the capital accumulation equation and given the initial stock). If there was more
than a single quasi—fixed factor with variable utilization then either the technology would
have to be specified with sufficient pafameter restrictions in order to identify the system of
equations or estimation methods allowing for errors in variables would have to be adopted.

The importance of this model is that it explicitly captures the manner in which
prices and thereby tax policy affect capital utilization. It is of interest to note that Ep—
stein and Denny use the corporate income tax rate, the investment tax credit rate, and
capital cost allowance in computing the post—tax purchase price of capital. They
estimated their model for U.S. manufacturing for the period 1947—1971. The most sig—
nificant result from our point of view of this survey is that price elasticities on factor
demands and output supply with variable capital utilization are substantially smaller than
those found using the standard model of exogenous depreciation. In addition, capital
utilization is price senmsitive, although the elasticities are highly inelastic. This means (at
least for U.S. manufacturing} that the influence of tax policy on short—run factor demands
in significantly smaller than previous evidence led us to believe. The potential mis—
specification arising from assuming capital utilization is exogenous causes factor price in—
fluences to be borne by the variable inputs. Indeed, capital utilization does respond to

changes in tax policy in the short—run.
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8.  Tax Policy Implications

Corporate tax, credit and allowance rates can influence factor der , output sup—

plies and the rate of technological change. . These policies affect production decisions be—
cause the prices firms pay for their factors and charge for their products are modified. In
order %o evaluate the effectiveness of tax policy in this context, the authorities should have
knowledge of how these prices are altered by their tax policies.

Firms respond to. price changes initlated. through tax policy and these responses. are

defined by the various product and factor [own and cross] price elasticities. This implies

o

that the behavioral response of firms must be known by the tax authorities so as to
determine tax policy effectiveness. However, obizining estimates of the relevant elasticities

is by ne means s simple task.  Indeed, we have siressed the problems of interaction end

adjustment iz production decisions for the estimation reflecting input demands and output

The interaction of factor demands and product supplies is & crucial element in cap—
turing the irupact of tax policy.  Tax policy initlatives levied upon a particular production
activisy in general cause cross effects on other activities. For example, an investment tax
credit oz equipment and sfructures generates effects not only on the demand for capital but
also for the demands for labour and intermediate inputs. This result, in fact, has been
obtained in empirical studies.  The evaluation of any particular tax policy initiative must
reflect the contemporaneous interaction between inputs and outputs.

Current. changes in tax; credit and allowance rates also cause future production plans
to be altered.  We have discussed and seen how the long—run effects of tax changes are
quite distinct from the short—run influences; both the magnitude and nature of the effects

differ. In the short—run varizble factor demands; the utilization and accumulation of the

quasi—fized factors interact in light of tax policy changes. However, only in the long—run
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are firms able to vary the stocks’ relating to the quasi—fixed factors. In addition, the
distinction between the short— and long—run implies that there exists adjustment processes.
These processes capture the expansion [{or contraction] in the quasi—fixed factors and are
also influenced by tax policy. Empirical results have highlighted the distinction between
the short— and long—run effects and the biases involved in ignoring adjustment processes.
The evidence seems to be that tax policy evaluatipn must explicitly recognize the important

features of interaction and adjustment governing preduction activities.
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1. All variables in the transformation are measured as flows of services. The term 'capi—
tal inputs’ is meant to suggest factors of production obtained from stocks which can be
accumulated.  These stocks can represent the traditional equipment, structures and land
and also pertain to research and development and various types of skilled labour.

2. In this paper, vintages of capital stocks are not distinguished. The reasons are first
that the empirical work in this area has focused on the putty—clay type of vintage model
{see Bischoff {1971}, King {1972], Sumner {1974}, and Malcomson (1982)). In other words,
once instalied factor proportions are fixed. This implies that changes in tax rates and in—
centives cannot affect the rate of factor substitution of instelled capital. Second, these
studies assume that the service life of capital is constant, which means that tax policy does
not affect the rate of capital utilization.  The model in the text could be modified to allow
for alternative vintages of capital. The transformation function in this case would depend
on the vector of all past investment flows for all types of investment rather than on the
vectors of beginning— and end—period capital. - (See Diewert {1985})).

3. The focus is not on the financisl decisions of the firm and so it is assumed that the
firm issues one kind of bond and one kind of share.

4. Under the Long Amendment in the U.S., which was repealed in 1964, the depreciation
base was reduced by the amount of the ITC,, so that ¢, = 1. We can introduce without
any difficulty allowances or credits for the variable as well as the quasi—fixed factors in
this model.  However, the complexity of the tax issues relates to intertemporal resource
allocation decigions..  In Cenada, ¥,, = 1 and the US. g,, = .5.

5. In the finite horizon model, we would have tc specify terminal values of the capital
stocks.  See Diewert [1985(b}].

6. If tax credits or allowances are defined on the variable factors of production then these
instruments of tax policy would directly affect output supplies and variable factor demands.

7. We also assume that lim oft,s)Q K}, = 0, i=t,..,m.
s

8. Since there are no adjustment costs, all inputs are variable.” Also, time ~ (t] designates
the rate of autonomous technological change. The time subscript is deleted from each of
the variables.

9. The disturbances in. the share equations could also reflect technology shocks.  However,

in this case, the disturbance in the cost equation must be contemporaneously correlated
with each of the factor prices in order for technology shocks to appear in each of the share
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equations. This does not pose any theoretical difficulties but adds to the estimation prob-
lems.

10. Recently Rao and Preston {1983), using the same framework as Fraumeni and
Jorgenson (1980) have investigated the effects of factor prices on factor demands and the
rate of productivity growth for § Caradian manufacturing industries and 8 non—
manufacturing Canadian industries for the period 1957—1979. They did not investigate the
effects of tax policy on the structure of production. Surprisingly, their results were guite
different than obtained by Fraumeni and Jorgenson. In particular, technological change
generally appears to be capital—reducing.

11. An excellent survey on the role of R&D capital in production activities is by Griliches
(1979).

12. Hansen and Sargent (1981) have developed a model where adjustment costs do not
have to depend on first order differences in the quasi—fixed factors. Their procedure has
not as yet been implemented.

13. In a recent paper, Epstein and Yatchew {1985) develop and estimate a model which
assumes that the technology is quadratic with adjustment costs based on first order dif—
ferences and expectations are based on autoregressive processes. Because they estimate the
quadratic production function and autoregressive expectations equations along with the
derived factor demand equations, they could test all of the cross equation restrictions im—
plied by the firm's programming plan and expectations processes.

14. The apecification of adjustment costs, which depend on net rather than gross changes
in the quasi—fixed factors and separable from the production technology, is not a sig—
nificant difference, provided that aggregation over firms need not be theoretically justifiable.
If firm aggregation is to be rigerously treated, then parameter restrictions must be imposed
on the technology. However, as Blackorby and Schworm (1983) have shown, these restric—
tions are inconsistent with flexible accelerator factor demands when both positive and neg—
ative changes in the Qs occur. This inconsistency can be avoided by the use of gross in—
vestment.

15. Here both stages of the production decisions are combined into a single stage. In ad—
dition, a production function is specified because there is only a single output. We could
just as easily have tackled this special case of the general model in two stages.

18. The disturbances in the factor demand equations (29) can also reflect technology
shocks. However, by a similar argument to that presented in footnote 9, estimation prob—
lems arise. The error in the production function, from which the factor demands are
derived, must be contemporaneously correlated with each of the factors in order for tech—
nology shocks to appear in each of the factor demand functions.

17. Wy is also defined in the discussion after equation {19). It is an outcome of the
static price and tax expectations assumption. The disturbance in the investment equation
represents optimizing or measurement errors. If the disturbance reflects technology shocks,
then the error in the normalized variable cost function is contemporaneously correlated with
the quasi—fixed factor.
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18. Epstein and Denny (1983} estimate models with both static expectaticns and expecta—
tions generated by first order autoregressive processes. However, in ihe latter case the
processes were estimated independently of the production decisions.

19. In addition, this functional form is consistent with aggregation conditions guaranieeing
the existence of a representative firm {see Diewert {1980}, Epstein and Denny {1982} and
lackorby and Schworm (1983)).

20. Usually average hours worked is the measure of labour utilization.

21.  The stochastic disturbances in equatioas {38} and {39) represent optimization anc
measurement. errors. - The disturbance in the variable profit function can also represen:
technology shocks.. However, if the disturbances in equation {39} represent technology
shocks, then the error in the variable profit function is contemporaneously correlated with
the factor and product prices.
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