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ABSTRACT

Partitioning medical spending into conditions is essential to understanding the cost burden of
medical care. Two broad strategies have been used to measure disease-specific spending. The
first attributes each medical claim to the condition listed as its cause. The second decomposes
total spending for a person over a year to the cumulative set of conditions they have.
Traditionally, this has been done through regression analysis. This paper makes two
contributions.  First, we develop a new method to attribute spending to conditions using
propensity score models. Second, we compare the claims attribution approach to the regression
approach and our propensity score stratification method in a common set of beneficiaries age 65
and over drawn from the 2009 Medicare Current Beneficiary Survey. Our estimates show that the
three methods have important differences in spending allocation and that the propensity score
model likely offers the best theoretical and empirical combination.
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|. Introduction

For many purposes, it is important to attribute medical spending to particular conditions.
For example, researchers and policy makers often ask questions such as: Does spending align
with the burden of disease, or are the two independent? How much of medical spending growth
is associated with the rising prevalence of chronic disease? Each of these questions requires a
condition-based look at spending. In this paper, we compare different methodologies for
attributing spending to medical conditions.

Cost of illness studies have a long tradition inltheeconomics, dating back to the 1960s
(Scitovsky, 1967; Rice and Horowitz, 1967; Rice, 1967). The amdntal difficulty with
attributing spending to particular conditions is comorbidities. If all people had only one medical
condition at a time, it would be easy to measure condition-based spending. When people have
multiple conditions, however, this becomes more difficult. If a person has a heart attack from
which recovery is slow, is the extra spending during the post-acute period a result of an
abnormally slow recovery, or might it result instead from pre-existing mental illness, which
makes following a recommended medication and lifestyle pattern more difficult? One needs
some type of disease attribution methodology to answer this question.

Traditionally, studies in this literature assign each claim to one or more conditions (e.g.,
Cooper and Rice, 1976; Berk, Paringer and Mushkin, 1978; Koopmanschap, 1995; Hodgson and
Cohen, 1999; Leon and Neumann, 1999; Druss et al., 2001, 2002; Cohen and Krauss, 2003;
Thorpe et al., 2004a, 2004b, 2005, 2006, 2007, 2010, 2013; Roehrig et al., 200®2D$1arr
et al., 2014). In the case of the heart attack example noted above, spending in the post-acute
period would be allocated to either cardiovascular disease or mental illness based on which

diagnosis the physician recorded as being the primary cause of the visit — or perhaps split



between multiple recorded diagnoses. The difficulith this methodology is that physicians do
not necessarily solve the attribution question welf the patient is re-hospitalized because
recovery from the heart attack is slow, the phgsiciwill (properly) record the new
hospitalization as caused by cardiovascular diseagn though that is just the symptom of
another problem.

Thus, there is a simultaneous history of reseascleploring other ways to measure cost
for medical conditions. Typically, regression amadyis used to relate annual spending at the
person level to a set of medical conditions thpéson has in that calendar year (e.g., Dudley et
al.,1993;Koopmanshap, 1998; Bloom et al., 2001ri5t2002; Finkelstein et al., 2003a, 2003b,
2009; Akobundu et al., 2006; Trogdon et al., 2088neycutt et al., 2009, 2013; Rosen and
Cutler, 2009; Roberts et al. 2010; Gregori et2011). The resulting coefficients are then used
to attribute spending to conditions.

Three issues come up in this type of analysist,Amgst of the models for spending are
non-linear — often non-linear least squares or gdized linear models — and some method must
be used to attribute spending to conditions in g thiat neither overcounts nor undercounts total
dollars. Trogdon et al. (2008) develop an attabig fraction methodology that does this, but it
can be very computationally intensive for modelhvmany conditions.

Second, these regressions typically have a largeplained component — the constant
term and other covariates. It is not clear whatdaion to assign that spending to. Third,
regression models make parametric assumptionsthangesults can be sensitive to violation of
these assumptions. As is well known, the ordinaast squares(OLS) method is not well suited

to handle expenditure data with common data problike heteroskedasticity, heavy tails, and



large outliers (Manning et al. 1998, 2001, 2005as®B and Manning 2009; Jones, 2000;
Zaslavsky and Buntin, 2004; Cantoni and Ronch2006).

This paper has two goals. Our first goal is toedep a method of spending attribution to
conditions that is more robust than claims and eggion methods. We propose a two-step
propensity score methodology to do this. The fgt®p uses a propensity score method to
compare people with a condition to observably simpeople without that condition. The
difference in spending between those individuaBnigstimate of the condition-specific cost. In
the second step, we propose a non-additive frantethat models total spending as a non-linear
function of attributed costs and a number of condities. This allows us to incorporate the
overall number of comorbidities into the estimatioh the disease-specific spending. This
method also attributes spending to all medical @¢mrs$ without any residual.

We then compare three methods of allocating spgnditonditions: a claims-attribution
approach along the lines of the earlier literat@rdraditional regression specification; and the
propensity score methodology. The data that wasudee same for all three methods: the 2009
Medicare Current Beneficiary Survey (MCBS).

The results show significant differences betweandhproaches. The claims approach
differs the most from the two other approachestinbaiting more of the cost to acute medical
conditions (e.g., a heart attack) relative to tegression or propensity score methods, which
attribute more spending to comorbid conditions .(engental illness, diabetes, hypertension,
hyperlipidemia). In contrast to the regressionrapph, the propensity score approach benefits
from not having a large unexplained component.

We also use a variety of statistical techniquesampare these models. In general, the

propensity score model does better at matchingligtebution of individual-level spending than



does the regression or claims-based model. Inianddthe propensity score model has a lower
out-of-sample mean squared error for predicted dipgn For this reason, we believe that the
propensity score model is likely the best way t@suge condition-specific medical spending.
The paper is organized as follows. The next seaiscusses the data we employ. The
third section presents the different methodolodogsmeasuring condition-specific costs, using
our specific data to highlight the issues in eaaBec The fourth section shows the results

comparing spending using the different methodokagi€he last section concludes.

. Data

Our primary data source is the 2009 Cost and Usapleaof the Medicare Current
Beneficiary Survey (MCBS).We restricted our sample to the population agedaté older
since the MCBS is nationally representative for ¢hder population. Importantly, the MCBS
includes both community and institutionalized peoplThe MCBS has information on survey-
reported events, supplemented by Medicare claims.

To define conditions, we started with the 259 @hiClassification Software categories
delineated by the Agency for Health Care ReseandhQuality. Not all of these conditions have
a high prevalence in the elderly, and some comlmategories that might usefully be
disaggregated for this group. After combining a@nshggregating, we determinegtante a set
of 105 conditions: 98 diagnosed conditions; 3 ugased conditions (high cholesterol, high
blood pressure, and diabetes), and 4 cancer sngeeariables (colon cancer, cervical cancer,

breast cancer and prostate cancer).

! The MCBS has two samples: a set of people who emrelled for the entire year (the Access to Carepsa) and

a set of ever-enrolled beneficiaries (the Costldse sample). The latter differs from the formemicluding people
who die during the year and new additions to thedikbre population. The Cost and Use sample add®o up
national spending totals, so we use those data.



In any clinical taxonomy, there is always a resldoategory of conditions that are
difficult to disaggregate. We defined a categofyather conditions” that includes signs and
symptoms (for example, routine general medical eration at health care facility), residual
conditions and unclassified conditions (for exampéeurrent hypersomnia), and some E codes
such asaccidenty

In a preliminary analysis, several of the calibdatenditions had too low a prevalence to
meaningfully estimate their cost in the elderlyhus$, for the purpose of cost estimation, we
combined these 105 conditions into 78 conditionthvei larger sample size. The appendix
reports the prevalence of each condition (Raghamaih et al., 2017).

While MCBS has many strengths, it also has soméditians, for which we developed
solutions. We sketch the issues and solutions &edeprovide more detail in the Appendix.
First, MCBS has incomplete or no claims informatifam beneficiaries enrolled in Health
Maintenance Organizations (HMOs). We reweighted tlee-for-service population to
compensate for this exclusion, matching HMO eneslleto comparable fee-for-service
beneficiaries. Second, we made an adjustmenh®difference between survey spending and
national spending estimates, along with the lineSadden et al. (2001) and Sing et al. (2006).
We began by removing expenditures from the NHEAdgoods and services which were out of
the scope of the survey data. We then reallocgtedding across service categories so that total
spending across service categories would match. eflure that the reallocated spending
matched national totals, we proportionately inceglaspending in each category so that total
survey spending equaled the NHEA estimate of spgndor the elderly. The aggregate
adjustment was to increase survey spending by Ib¥Ughly evenly spread across service

categories (Rosen A, et al., 2017).



Finally, the disease prevalence rates reported@BB! for some conditions (for example,
hypertension and hyperlipidemia) are lower thars¢hobserved in surveys such as the National
Health and Nutritional Examination Survey (NHANE®)hich collects laboratory results. We
used the NHANES to calibrate the prevalence of tmms$ in MCBS to more accurately reflect
national levels. We term the resulting conditiost kihe “calibrated medical conditions.” The
imputation procedure produced five imputed data.sdh our empirical analysis, we estimated
the models for each of the five imputed data s@fs. used proc mianalyze in SAS 9.4 to
combine means and standard errors from the fivelietpdata sets using standard combination
rules (Little and Rubin, 1987; Li, Raghunathan &ubin,1991).

The distribution of per-person spending for thail&sy data set is shown in the first part
of figure 1 and the first row of table 1. Mean papita spending on medical care for the elderly
was $17,479 in 2009. The median is much lowerR&, as is well known, there is a long right

tail in spending, which can be seen in figure 1 iantthe last two columns of table 1.

[11.  Methodsfor Attributing Spending to Conditions

There are two fundamental methodologies in thedlitee for attributing spending to
conditions: a claims-based method that assignsdapgrior particular claims to one or more
conditions coded as the reason for the medicat, \asid a regression method that uses total
spending over a period of time and a set of medioalditions to decompose spending into
attributable conditions. We discuss each methddrim highlighting how we implement each.

Before we present our methodologies, we note eatufe of the analysis. We seek to
estimate the partial effect of each condition oansjing, controlling for all other conditions that

a person has. That differs from the total effdwttspending on a disease might lead to,



including its effects on the prevalence of othendibons. As an example, suppose that
physicians treat hypertension more aggressivelg thahe past. That will raise spending on
hypertension. But it might lower overall spendihghere are offsets in fewer heart attacks or
strokes. Our estimates will give us the additiospénding on hypertension since we hold
constant the other cardiovascular conditions agmelas. To estimate the total cost impact of
spending more on any condition, we would need aofetquations for how each condition

affects the incidence of others. We do not explbese inter-linkages in this paper.

A. CLAIMS-BASED METHOD

In the claims-based method, claims for which therenly one diagnosis are easy to
assign to a disease. However, most medical clhiave more than one condition associated
with them. A typical claim in Medicare data comisia principal diagnosis code (ICD9-CM) and
several other secondary diagnoses codes (sometupeso 14). For example, a patient
hospitalized for a heart attack will likely also #eagnosed with other comorbid conditions, such
as congestive heart failure (CHF), diabetes, hgpsion, or hyperlipidemia. The question to
address is how to estimate the amount spent otingezach of the conditions.

In the first claims-based studies, developed in1860s, spending for each claim was
allocated to the principal diagnosis. Using datanfthe 1960s, Rice (1967) estimated that the
most costly conditions were diseases of the digessiystem; mental, psychoneurotic and
personality disorders; and diseases of the ciropladystem. The most recent work following
the claim-attribution methodology is by Thorpe &t(@004a, 2004b, 2005, 2006, 2007, 2010,
and 2013) and Roehrig et al. (2009, 2011) and da&s from the Medical Expenditure Panel

Survey over the 1990s and 2000s. To address didepn of multiple conditions, Thorpe et al.



(2004a) estimate an “upper bound” (attributing ltsfgending for each health care event to all the
conditions reported), a “lower bound” (summing stiag from each medical event for which
only a single condition is reported) and a “bestggl, where claims with more than one listed
condition are divided using the relative spendihgaxh condition in the single condition claims.
Using the 259 disease classifications in the GhinfClassification System (CCS) (Elixhauser,
Steiner, and Palmer, 2014) to define conditionsprppé et al. (2004a) estimate that the
conditions accounting for the most spending arethsdiaease, pulmonary disease, and mental
disorders. The finding that heart disease is thetroostly condition has been mirrored in other
recent studies (Roehrig et al., 2009).

Our version of the claims-based attribution metfalbws Thorpe’s best guess, making
adjustments as appropriate. To start, we notethiitmethod is based on the observed claims
for each person, not the calibrated claims thatlereved— except as noted below. In each set of
MCBS claims files (hospital inpatient, hospital patient, carrier, hospice, home health, skilled
nursing facility and durable medical equipment), fiwst identified claims with only one listed
condition. Table A6 in the Appendix gives detail taswhether each medical condition has
claims that satisfy the “single condition claim’iteria. Out of the seven different types of
claims, only carrier/physician and hospital outpaticlaims have “single condition claims” —
that is, a claim with single diagnosis code listedt — for all 98 medical conditions (excluding
the 3 undiagnosed conditions) and 4 cancer scrgeminables. In these data files, we estimated
the average cost for single claims for all 98 maldionditions and 4 screening variables.

We used this information to apportion a cost to icedconditions for multiple condition
claims in these two files. For example, if the aggr cost of condition ‘a’ in the single condition

claims file is g, and the average cost of condition ‘b’ in the Bngpndition claims file is; a



claim that listed both conditions ‘a’ and ‘b’ woulee allocated £(c,+c,) to condition ‘a’, and
co/(Cat ) to condition ‘b’

Unfortunately, the “single-condition claim” criten fails for inpatient, skilled nursing
facility, home health, durable medical equipment] &ospice claims. In the inpatient file, only
13 (e.g., breast cancer, prostate cancer) out 2fré€dical conditions (excluding 3 undiagnosed
conditions) satisfy the “single condition claim’teria. In skilled nursing facility file, only 36
(e.q., tuberculosis, HIV) out of 102 medical corais satisfy the “single condition claim”
criteria. In the home health, hospice, and durabeical equipment files, 20, 40 and 59
conditions respectively satisfy the “single coratiticlaim” criteria. This is one of the biggest
limitations of claims-based approach.

To proceed, we used a methodology somewhat akinthéo multiple condition
methodology presented above. We began with a sawipMedicare inpatient claims and
assigned each claim to one of the 78 conditionsudsed above based on the principal diagnosis
of the claim. For each condition, we then averaipedDRG (diagnosis-related group) weight
for all of the associated claims. This gave uswgh measure of severity for the condition. We
used these relative severity weights to apportioa ¢riginal claims to the multiple listed
diagnoses. For example, suppose there was a @ai®600 in the inpatient hospital file and
two conditions listed are diabetes and hypertenssoippose further that in the full set of claims
for which diabetes was the principal diagnosis,aherage DRG weight was 1.52, and in the set
of claims for which hypertension is the principgghosis, the average severity weight is 0.71.
We would assign 1.52/(1.52+0.71)*$500 to diabeteb@71/(1.52+0.71)*$500 to hypertension.

The prescription drug data in MCBS have no diaghasides listed. Therefore, we

identified all medical conditions the person wasated for in 2009 using the diagnosis codes



listed in their claims: inpatient, outpatient, &al nursing facility, carrier, hospice, home health
and durable medical equipment. Each condition veasted once and assigned a DRG weight
based on inpatient admissions with that conditiag, above. We then apportioned total
prescription drug spending for the year based @ dhare of these DRG weights to each
condition.

Finally, for 5.3% of beneficiariethere were dollar amounts in the personal summary
file(s), but no claimé.For these beneficiaries, we used the calibratainsl that we derived
using the NHANES instead of actual claims and a&egigdollars to calibrated medical
conditions on that basis. The result of this preceas a complete decomposition of medical
spending into 74 medical conditions and 4 cancexesing variables.

Table 2 reports the total attributed spending bytidrvel clinical classification system
(CCS) categories, and table A9 the appendix reports spending for each of thanéglical
conditions. Diseases of the circulatory system weeemost expensive category, costing $148.1
billion and accounting for 23 percent of all perabhealth care expenditure. Diseases of the
nervous system and sense organs cost $64 billiccguating for 10 percent of aggregate
personal health care. The next three most cossgade categories were diseases of the
musculoskeletal system and connective tissue ($62ldn, 10 percent); diseases of the
respiratory system ($53.4 billion, 8 percent); amdlocrine; nutritional; and metabolic diseases
and immunity disorders ($49.2 billion, 8 percefipgether, these five disease groups accounted
for almost 59% of all personal health care spendiagthe level of specific conditions, the most

expensive conditions were acute events with expenand often prolonged hospitalizations:

2 person Summary or Service Summary files are créetetithe event-level files. The event-level filaslude self-
reported events, some of which are not paid undetidhre FFS, so there will be no correspondingrdai
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acute myocardial infarction, cardiac arrest, hetogio cancers, lung cancer, and acute renal
failure.

One way to understand these results is to takdii@ase-specific spending and add it up
to the individual level, using the conditions diagad for each patient. The result is predicted
spending at the individual level, which can be careg to observed spending in the population.
Figure 1 and table 1 report the distribution of prexson-level expenditures from the claims
model. By construction, mean person-level spentiriige same as in the observed data. Median
spending is significantly higher with the claimssbd attribution: $15,006, compared to $7,281
in the observed data. Effectively, the cost ofhhgpending outliers is attributed to some
diseases, and these diseases are distributed boatughe population. Thus, the median
individual is estimated to be spending more thatnus in practice whereas the high end spends
less. This is true to some extent for all of thetmds we examine.

For people with no claims, spending is zero; figurghows that the claims-based method

effectively reproduces the share of people witlo zpending.

B. REGRESSION APPROACH

The second method of attributing spending to médioaditions is to use regression
analysis. Conceptually, the regression model relatal spending over the year to the full set of
conditions that a person has. The coefficients ttem be used to find spending for each
condition. A typical equation is of the form:

log(y; +1) =X;a+ D;f +€;

A good deal of work has considered how to modelicaddpending. Issues such as the

non-normal distribution of spending and heterossidéy are clearly important (Duan et al.
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1983; Manning 1998; Jones, 2000; Manning et alQ12@005; Zaslavsky and Buntin, 2004;
Basu and Manning, 2009). The most common solutiortsavy tails are: (1) transformation to
deal with skewness (e.g., ordinary least squartn@pending+1)) and use of smearing factors
for retransformation; and (2) different weightingpaoaches based on exponential conditional
model (ECM) and generalized linear model (GLM) agmhes.

Following Manning and Mullahy (2001), we exploreegveral GLM estimation
techniques. First, (1) we fit models that are aatis of generalized linear models (GLM) for
spending with a Gamma distribution and log linkduon. We also tried (2) a GLM model with
log(y+1) as the dependent variable with a Gausgisinibution and identity link. Other models
included (3) a cubic root model (cubic root of ¢@std (4) a Box-Cox model.

Some studies make an additional adjustment for lpe@gh no medical spending, for
example using a two-part model (Duan 1984, Mihaglet al., 2011, Belotti et al., 2015): one
equation for the probability of positive spendingdathe second for the amount spent. We
estimate two-part models assuming the probabiht & beneficiary has positive health care
spending is a probit. For people with non-zero dp&yn an OLS or GLM regression is run with
the same set of covariates as in the probit mdigb(ti et al., 2015).

We tried several two-part models with the follogispecifications: (5) generalized
linear models (GLM) for spending with a Gamma dsttion and log link function; (6)
log(spending) as the dependent variable with a Sansdistribution and identity link, and
finally (7) a cubic root model (cubic root of casiye could not estimate the two-part Box-Cox
model as the STATA software used in the estimatioaes not support Box-Cox (Belotti et al.,

2015). In our data, only 2% of the sample has rendmg in the year. This is not surprising
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given the age of the population and its enrolmantledicare. For this reason, we believe that
the two-part models do not offer a huge improvenoaetr one-part models.

A third concern that arises in the regression masl¢hat conditions can be associated
with decreased spending — that is, there is not@nsthat the coefficients on the conditions are
all positive. Generally, negative coefficients aseribed to diagnostic mismeasurement (Hall
and Highfill, 2013a, 2013b). When relatively hbagltpeople see physicians, physicians still
need some condition to code as the cause of tite Unssuch circumstances, the physician may
code a relatively benign condition (hypertension hagh cholesterol, for example) that is
common in the population and straightforward totifjys For patients with a variety of
conditions, in contrast, physicians may focus orrenacute conditions and not record risk
factors that have little immediate impact on healiifectively, this will lead to lower spending
on less acute conditions than would be true intprac

Some studies address this concern by forcing thedficients to be positive. For
example, one could model spending as:

log(y; +1) = X;a + Diexp(B) + €;

In this equation, the coefficient on spending (@Xp(an never be negative. In practice,
however, this equation does not always convergey'thapproachoe, effectively wanting some
conditions to not affect spending. Other studiddress the issue by defining hierarchical
categories to pull out difficult cases. For examplather than coding for hypertension, the
regression might include categories for ‘hypertensvithout other conditions’, ‘*hypertension
with heart disease’, and so on (Pope et al., 2@Ddnditions are often defined so that spending

on every condition is positive. For our purposes,do not wish to change the set of conditions
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across estimation methodologies. Thus, we letthegaoefficients be negative and proceed as
if that is the true impact of the condition.

To implement the regression models, we include raependent variables the 78
calibrated condition and screening indicators ati@rocovariates that are expected to influence
medical costs. These include: health status cosdptr one year ago (somewhat better/much
better, about the same, somewhat worse/much waysagral health compared to others same
age (excellent, very good, good, fair, poor); deatbalendar year, any difficulty lifting/carrying
10 pounds; any difficulty in stooping/crouching/ktiag; any difficulty walking 1/4 mi. or 2-3
blocks; any difficulty dressing; any difficulty ead); private health insurance coverage for the
calendar year; days in institution; count of inpati nights; count of inpatient stays; current
smoker; body mass image; age dummies; educatiomiesr(<9 years, 9-11 grade (including 12
with no diploma); high school grad/GED or equivdesome college or AA degree; college
grad); ever served in armed forces; sex; maritust(married, widowed, divorced, separated,
never married); poverty category (poor, near ptmw, income, middle income, high income);
race and ethnicity dummies (white, black, othesgdnic ethnicity).

As noted in section 1, to form an accurate diagn@sofile for each individual, we
imputed prevalence of diseases from NHANES usindtiphel imputations. This produces 5
imputed datasets, denoted,dor m=1,...,5. We then estimate five regressiofishe form:

log(y; + 1) = X;a™ + D" ™ + €™
where the regression is estimated using HMO-adjustevey weights. We combine these
estimates and calculate appropriate standard eusbng standard techniques (Little and Rubin,
1987; Li, Raghunathan and Rubin,1991). Table A7tha appendix shows the coefficient

estimates from all five imputed data sets usingothe-part model with the Gaussian distribution
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and identity link. Although they are not the primmabject of our analysis, we remark briefly on
the estimates for the demographic characteristi@snerally, these are as expected. People who
die spend more, as do people who have difficulivéb ADLs or IADLs. Among the more
surprising findings are that men spend less thamevo(conditional on their health conditions
and health status), as do smokers. Importantbsettcovariates suggest that there is more to
spending than just the clinical factors.

From our estimates in appendix table A7, two of toadition groups have negative
coefficients for all five of the replicates: Deepi Thrombosis (DVT) and Acute Renal Failure.
These are relatively less common (6% and 9% respégt but the claims-based approach
attributed $2.2 billion and $7.7 billion to themspectively. We set spending to zero for those
two conditions (as in Hall and Highfill, 2013a, 3. In some cases, coefficients were negative
for only a selection of the five multiples. Inglhtase, we treated those variables as missing and
averaged the coefficients over the remaining rapis.

We did an extensive diagnosis of the residuals fatlof the models to choose the most
appropriate regression specification, shown inrkguA3-A6 in the appendix. Figure ABows
the kernel density plot comparison of the residaisblue) along with the normal density (in
red). Figure Adshows the standardized normal probability plotshef residuals. Figure A5
shows the quantile of residuals relative to themadrdistribution. Figure A6 shows the scatter
plot of the residuals relative to per person spamdi

All of these residual plots use the in-sample est@®. An alternative way to measure fit
is to use out-of-sample predictions. Table 3 shth@soot mean square error (RMSE) based on
out-of-sample predictions; we estimate the modeh irandom half of the data (N=3,100) and

predict spending in the other half.
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The out-of-sample predictions show that the on¢-+padel with log(spending+1) as the
dependent variable and with a Gaussian distribugind identity link had the lowest RMSE
Figure A3 shows that this model also fit well. Towe and two part cubic-roots were second
best. Surprisingly, the Gamma models with log lpgtformed relatively poorly. These models
are sensitive to high-spenders with big residuals typified by people in nursing homes.

The log specification implicitly assumes that eadtease has a multiplicative effect on
spending. An additional transformation is needetltn this into dollars, and to ensure that the
average dollars spent will match the known totdle follow a methodology described by
Trogdon et al. (2007, 2008) which estimates expgares associated with co-occurring diseases
and reallocates these expenditures to individusdadies. For notational simplicity, we omit the
m superscript denoting each multiply imputed ddtada practice, we estimate the equations
below for each data set and then average the é¢esmsa noted above. We start by calculating

the fraction of spending attributable to all of thdividual's illnesse$AF;):

—.  exp(4;@ +D;B)-S—exp(4;@)-S
AE = ~ iy - L]
exp(4;@ +D;f)-5-1

where$ = 2 . exp(€;) is a smearing factor to estimate the average eemwn. Then, we
n

calculate the ShaI(GS'ij) of spending by each individual that can be atteduo each diagnosed

condition:

s lexp(B;) — 1] - Dy
7 Ellexe(8) - 1] - Dy}

We then disaggregate the observed cost at theidhilvlevel by taking the product of the

attributable fraction, the spending share for t@tdition, and the observed cost per person:
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Zl\Cl.(jT) = AF; - $;; - Cost;. To form an average cost per condition, we awesggending over the

subjects with the condition of interest.

% Ac 1 j=1)
Zi I{i,j= 1}

ar (M) —
AC]- =

The second column aéble 2 shows spending by multi-level CCS categangl table A9
in the appendixshows the spending attributed to each of the 78igakdonditions. The
regression estimates differ in many ways from tlants-based estimates. “Other conditions”
are much more important in the regression approacbounting for 19 percent of spending
compared to 6 percent in the claims approach. eddether spending is the leading cause of
spending in the regression approach. Subsequatysésuggests that this is largely due to high
attributed spending for signs and symptoms. Catony disease is second in spending (19
percent).

The third most expensive condition is not an act@idition; it is the unexplained
component — the constant term and other covarialéss picks up spending that the regression
does not attribute to any condition. Unfortunatiellythe regression approach, this is very large
— $58 billion, or 9 percent of total spending. Timportance of this unattributed spending is one
argument against the regression approach.

Endocrine, nutritional, and metabolic diseases iamtunity disorders (8 percent) and
diseases of the nervous system and sense orgaescght) round out the top five. We present
more comparison below of how the regression anmnslased approaches estimate disease-

specific spending.
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To evaluate the distribution of individual spergliresulting from this set of average
costs, we calculated the predicted spending fan @acson as the sum of averages cost for each
of the diagnosed conditiong ™ = ¥; AC("D;;.

Figure 1 and table 1 report distribution of thareates from the regression-based model.
The regression approach has less variability imipted spending than the claims-based (and
propensity score) approaches. Effectively, thereggjon approach has a difficult time
determining the cost of different conditions (agified by the unexplained component), and thus
finds less variation in predicted spending acrosividuals. A related byproduct of this is that
the regression approach greatly understates thie shgeople with zero and very low spending.

Figure 1 shows essentially no mass at very lowdipgrwith the regression approach.

C. PROPENSITY SCORE METHOD

Our proposed propensity score methodology consista/o steps: first, estimating the
average difference in spending for individuals w#hd without each disease and second,
incorporating the number of conditions and otheasoees of the amount of health care received
to refine the estimates of cost attributed to eamhdition. We repeated each step using each
multiply imputed dataset and average them as abdwa@. notational ease, we omitted the m

superscript in our presentation.
To estimate the average difference in spendi@igfor individuals with and without the

condition of interestD;, we began by estimating the probability of haviogndition D;,
conditional on the available covariates and alleotbonditions; this estimated probability is
known as the propensity score. We computed theemsify score by fitting separate logistic

regression models for each condition, wh&eis the outcome. The covariates used in the
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propensity score models were the same as the etesnised in the regression approach. For
each propensity score model, we normally includedather 77 calibrated health conditions as a
part of the X vector, but excluded conditions tlmsd a deterministic or extremely tight
correlation with the condition of the interest. Fexample, in estimating the propensity of
hypertension, we did not condition on undiagnoseghehiension (the two are mutually
exclusive). Similarly, in estimating the probalyilibf mammogram screening, we did not
condition on breast cancer (all people with brezsmtcer have mammograms). Also, the
propensity of gender-specific diseases such asthasa prostate cancer were estimated only for
the relevant gender. We estimated the probabilitdeath in a given year and then used the
estimated probability of death as a covariate engtopensity score models for the 78 calibrated
health conditions. We could not directly includeatlte(as a binary variable) in the propensity
score models, as there was small fraction of detsdeoughly 5%) in any calendar year, and
including it in the logistic regression models wdértain rare conditions as the outcome led to
separation of cases and controls, causing conveegssues with the model estimates. We did
not use spending as a covariate in any of our prEipescore models.

After computing the propensity scores for a diseagegory, subjects were grouped into
five homogeneous strata based on their propenstdses, using the quintiles of the propensity
score as cutoffs to determine groups. We then agtagnthe mean difference in expenditures
between cases and controls within each stratursirbgly taking the difference in average costs
between those with and without conditi@y within each stratum. Finally, we combined the
estimated difference in expenditures within eachtaf weighting by the population size in each
stratum, to obtain an estimate of healthcare expaedattributable for that disease category.

Using the propensity score to divide subjects istmata or subclasses, as described by
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Rosenbaum and Rubin (1983), we could directly campaedical expenditures for individuals
with D; and those withouD; within groups containing same covariate profiesabling us to
adjust for comorbidities and other covariates. afing five strata using propensity score was
shown to be an effective method for applying caudakence to observational studies, removing
around 90% of the bias in the difference betweendhses and controls caused by covariate
imbalance (Rosenbaum and Rubin 1984). Thus, dima&gs are for expenditures attributable
to each condition, adjusted for all other condisiomhis process of stratification and estimating
the attributable spending was done separatelydon ef the 78 conditions.

We performed the Hosmer-Lemeshow goodness of fit te assess our logistic
regression models used in computing the properssioyes (Hosmer and Lemeshow 2000).
Furthermore, we compared the distribution of catas for those with the condition and those
without within each propensity score stratum inesrtb ensure a balance of covariates within
each stratum. We found good overlap in the covanmbfiles between cases and controls to
allow us to properly estimate the attributable sdst each condition.

From our propensity score models, we obtained aséisnfor the average difference in
spending among individuals with and without eachdition of interest; however, these
estimates ignore several factors such as the nuaflibseases, severity, the number of days of
hospitalization, etc. that can affect the actuadtdor each individual. The adjustment model
aims to model the observed cost as a function @intiive cost (the sum of the costs of all the
conditions as estimated in the first step) and rothetors: the number of health conditions,
history of hospitalization, institutionalization éddeath.

First, we compared actual medical expenditurehatindividual level reported in the

survey with predicted medical costs for each iriral based our model estimates, obtained by
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summing the relevam(; estimates for each subject. When examining theréifice between
observed and estimated costs, relationships beapparent between this difference and several
variables, such as the number of health conditiohstory of hospitalization and
institutionalization, and death. The relationshigen be seen by plotting the error term,
measured as a difference between naive predicttdhnd true cost, against the aforementioned
covariates, all of which are proxies for the volumeintensity of care. Figure Aih the
Appendix shows the different plots. Empiricalliyetdifference is related to these characteristics.
For example, the institutionalized population sgeaden more than predicted given its medical
history.

We developed an adjustment model that predictsestispecific observed cost as a
product of the sum of the disease cadty, , and a polynomial dependent on the number of the

health conditions, history of hospitalization, ihgionalization, and death within a given year:
E() =Ci ) (AG Dyy),
j

whereDj; is an indicator of disease j for subject i, &ids a polynomial
Ci=ay+ Li=1-0a Ky,

where K,...Kg are variables corresponding to the number of cbidiiies, that number squared,
an indicator for any hospitalization, number of higy in the hospital, number of hospital
admissions, number of days institutionalized, stalvin the indicated year, number of months
survived for those who are deceased, and numbmutpatient claims. Although we adjusted for
death in given year in our propensity models, iswaough estimating the probability of death,
not directly conditioning on the indicator for deat Several of the other variables in the

adjustment model were not included in the propgrssbre model due to either rarity or high
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correlation with calibrated conditions, which colged to issues in fitting the logistic regression
model.

When fitting our model, we constrained the adjustrriectors(cj ) so that the weighted
sum of predicted cost matched the weighted sumbeémed cost. To do this we first fit the
model forC; with no constraints and obtained estimatesafor.. ;. We then adjusted the

intercept,a,, by adding a term so that

Yr-3e Y o
L J

i
This model yielded subject-specific adjustmentdas:(Cl- ) that incorporated covariates related
to the volume of medical care received. Constn@d} ensured that the average predicted cost

from our model would be equal to the observed ¢cgstarantying that predicted spending would
match total spending in the population. Parametémates for the adjustment are displayed in
table A8.

To integrate these adjustments to the estimateidof@pecific health conditions, we first
aggregated the adjustment factGysfor each diseasgby taking the average of the individuals

with the condition:

5. _ G Dy

J XiDyj
Then, we applied this disease-specific adjustmastofs; to the average difference in spending
for individuals with and without the condition oiterest, by taking the product of
(AC; ) and§; : ACJ.(“‘”) = AC; §; . The results are estimates of spending at theitiond

level that are guaranteed to sum to total spendiythat track the individual distributions of

spending as well as possible. As above, we avdragess 5 multiple imputed data sets using
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proc mianalyze in SAS 9.4. After fitting the adps model, we examined plots of the residuals
on the variables in the adjustment model to chéek we correctly modeled the relationship
between cost and the number of health conditionstody of hospitalization and
institutionalization, and death.

Table 2 reports the total attributed spending bytirlevel CCS categories, and table A9
shows the specific conditions. Diseases of theuldtory system were the most expensive
category, costing $144.8 billion and accountingZ8rpercent of personal health spending. The
next most expensive categories were “other condhtigl3 percent), diseases of the respiratory
system (10 percent), endocrine, nutritional; andainaic diseases and immunity disorders (8
percent), and diseases of the nervous system ars@ eegans (7 percent). Together, these six
disease groups accounted for almost 61% of perdwath spending. Two of the conditions
(cancer screening; complications of pregnancydbinth, and the puerperium) are estimated to
have negative spending. We remark on this below.

Figure 1 and table 1 report distributions of thinestes from the propensity score model.
The propensity score approach shows a broader @nggending than the regression approach
but not as broad as the claims-based approaclecti#ly, our second stage makes spending at
the individual level more dispersed than with tegression but does not allow as many very low

and high spenders as with the claims.

V. Comparison of Cost Attribution Results
The previous section showed that spending for wiffe conditions differs across the
methods. We start by showing more detail aboutethdifferences. Figure 2 shows two-way

scatter plots of average attributed cost for trentd-based, regression-based, and propensity
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score approaches. Panel A compares the claimbtditnn approach and the regression-based
approach. Panel B compares the claims attrib@@hpropensity score approaches, and panel C
compares the regression and propensity score ngethod

The correlation between average disease-spep#icding using the different approaches
is reasonably high: 0.27 between the claims-bagpdoach and the regression approach, 0.71
between the claim-based approach and propensitse sapproach, and 0.56 between the
regression approach and the propensity score agpro@he figures show that some large and
significant outliers influence the correlations.

The average attributed cost from the claims-basethoa is higher for most of the
conditions than for the other two approaches. T&isiot surprising; the claims approach
estimates cost of the condition that resulted & ¢haim, whereas the propensity score and
regression methods estimate cost attributed tocthredition regardless of whether it was
specified in the claim or remained latent. Forregke, the cost of a stroke that has a claim in a
given year is likely to be higher than a past strekhose residual effects are still present. A
corollary of this is that the effective number ainditions for each claim is higher in the
regression and propensity score approaches.

In general, acute medical conditions like acute caydial infarction (AMI), cardiac
arrest, hematologic cancer, and hip fracture hagreéfeantly higher average costs in the claims-
based method than in the regression and propestatg methods.

Not surprisingly, the average attributed cost frdhe regression method and the
propensity score method have much greater accaml ¢ither one has with the claim-based
approach. Most of the conditions are around thdeffree line, with few exceptions that are off-

diagonal. The major differences are that condititkes lung cancer, hematologic cancer, and
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schizophrenia have much higher average attributest m the propensity score method as
compared to the regression-based method. On ther dthnd, hypertension and signs and
symptoms have significantly higher attributed castdhe regression-based approach.

Intuition suggests that expensive, rare diseasedikaly to generate high spenders. The
regression method, by assuming parametric modelsdastributions, may smooth over these
extreme values, whereas the non-parametric prayessore approach gives higher weight to
these outliers. On the other hand, attributed esimation for very prevalent and less severe
conditions such as hypertension and signs and syngpimay be influenced by collinearity with
other conditions, which could be more of an issurelie regression approach.

In addition to average spending per condition, \8e aare about total spending on each
condition — taking into account prevalence as waslicost per condition. Figure 3 shows the
scatter plot of total attributed spending betwes three approaches. To a great extent, the
results in figure 3 mirror those in figure 2. Thiggest outliers in the total spending figure are
hypertension and signs and symptoms. The regresgiproach estimates the highest spending
on these conditions, followed by the propensityrecapproach and then the claims-based
approach. It is natural that hypertension is lafted fewer dollars by claims than by overall
spending impact.

Figure 4 shows the ratio of total costs for theperwsity score method to the claims-
attribution method, using the total dollars disgldyin Table 1. A ratio >1 implies that the
propensity score method attributes more spendiag ttlaims, and a ratio <1 implies the
opposite. Among the major identified diseases #ratconsistent with the ICD9-CM disease
chapters, the biggest ratios (>1) are for diseaédise blood and blood-forming organs (largely

anemia), injury and poisoning, and mental illneSeme of these are important comorbid
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conditions. Anemia can generally be treated chedply its presence indicates a more severe
form of the disease. Thus, it is natural that peepth anemia spend a lot more than people
without. Similarly, mental illness has been shawmany studies to be a significant risk factor
for spending (Finkelstein, 2003b). People who aentaly ill spend more for all comorbid
conditions, even acute ones, than those withoutahgimess.

A flip occurs at diseases of circulatory systemerhthe claims approach attributes more
dollars than the propensity score approach. Twogare negative for the conditions (cancer
screening; and complications of menopause, pregnahddbirth, and the puerperium) because
the PSM method attributed negative spending toetloosmditions whereas the claims approach
attributed positive spending. In the elderly papioin, complications of menopause, pregnancy,
childbirth, and the puerperium largely reflects mgsuse. Women coded for this may be
relatively healthy — if there were other, more seveonditions, they would likely be coded.
Screening may be negative for the same reason bedaealthier people get screened) or
because screening prevents more expensive diseases.

Using all three metrics, disease specific spendmghe elderly population is very
skewed. In the claims-based approach, the to@bodnditions account for 20% (36%) of total
dollars. The shares are 45% (61%) for the regwassipproach and 29% (46%) for the
propensity score model.

Table A9in the appendixshows the average and total cost associated wath@andition
using the propensity score method, alongside therahethods. The most expensive conditions
in table A9 generally cost about $3,000 to $4,000ually. For example, the cost of lung cancer
ranges from $2,800 to $4,400. This is true usihgnathods and seems unusual giesrante

expectations. For example, the cost of almosta@mmotherapy regimen will exceed the few
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thousand dollars that we estimate cancer to cdhe issue here is that not all of the prevalent
cases are incident cases. Imagine that a perseuiagnosed with lung cancer in 2008, receives
the bulk of their care in that year and has a fesits/for monitoring in 2009. We will record
that person as (correctly) having lung cancer iB2@ven though the case is not new. Further,
lung cancer spending will be relatively low in 2008less the person has a cancer recurrence.
The net effect will be relatively low average spegdoer case.

If one were developing a model of lung cancer cefdtctiveness, the spending we
estimate would be of limited use. For such a moole¢ would want to know spending by the
phase of cancer: the acute phase, maintenance, @mas§ossibly) terminal phase. In studying
the decomposition of total spending into conditiohewever, the estimate we have is very
relevant: it correctly indicates the average amap@nt per person treated with cancer in the
given year for a representative cross-section efpihpulation, as well as the total dollars in the

population.

V. Discussion

Our results show many similarities, but also imaottdifferences across the alternate
methods of assigning costs to medical conditiohise obvious question to ask is, which one is
best? There is no gold standard against whichotapare the estimates from the different
methods. Thus, we cannot give a definitive andeéhe question. Still, some observations are
possible.

Statistically, one way to evaluate the models iscbgnparing in-sample predicted and
actual spending at the individual level. The robthe mean squared difference between actual

and predicted spending across individuals is $2f67 e claims-based method, $3,032 for the
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regression-based method and $2,723 for the prayessore method. We also assessed the
correlation between observed and predicted cosiisg usach of the three methods. The
correlation for the claims method is 0.63; the elation for the regression approach is 0.61, and
the correlation for the propensity score approadh63.

Out-of-sample prediction is generally more inforivatthan in-sample prediction, since
allowing more degrees of freedom inherently reducesample discrepancies between actual
and predicted spending. In out-of-sample predictioy contrast, allowing more degrees of
freedom may overfit the data. To form out-of-saenpbtimates, we divided the data into two
random sub-samples: one half for model-fitting ane half for prediction. We use the same
observations for fitting and prediction in eachtloé models so that the difference results only
from the ability to fit the underlying data. Taleshows the out-of-sample root mean square
errors (RMSESs) for the various methods. The prepgrscore approach has the lowest RMSE,
followed by the best regression model and lastlhiens-based model.

The ability to implement the models is also impotta On this count, the claims-
attribution methodology suffers from several profde First, it is difficult to implement the
methodology in a consistent manner. Because irt olagns — especially the most expensive
ones — involve more than one condition, the clamased methodology will depend on the
method used to parcel out costs into conditiomsour sample, 99.5% of dollars involve claims
having multiple conditions listed, and 98.4% of éfciaries have multiple conditions. This
makes the claims-based estimation method extreaialifenging. We made assumptions about
how to divide claims into component conditions, bl assumptions do not have a strong

theoretical rationale.
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In Thorpe et al.’'s (2004a) analysis, there wadelitlifference between the claims-
attribution model done different ways. Howeverpifige was using MEPS data for his analysis,
and utilization events in MEPS are reported by vittlials, rather than providers. Thus,
underreporting of less severe conditions is mdkelyi Further, Thorpe et al. (2004a) were
looking at the entire population rather than jin& elderly; there is a much greater incidence of
comorbidity in the elderly than in the non-eldeplypulation.

Further, the claims-attribution methodology hadiclifty with comorbid conditions that
are not central to the primary reason for healtte cdilization. Relative to the regression and
propensity score approaches, the claims-attributi@thodology is low for anemia and mental
iliness, each of which is likely to increase metg@ending across-the-board.

The regression and propensity score methods hade¢ ia common. Both methods
facilitate cost attribution to any condition of enést: claim-based, calibrated health condition,
self-report, or behavioral risk factors such aslanmgp In addition, both methods are designed to
adjust for other diseases and demographic covariat€he regression method is easier to
implement because it does not require a new madeddch health conditionf the data fits the
parametric assumptions well and the set of heaitiditions is not highly correlated, then it
produces unbiased and efficient estimates of tinkatted costs.

However regression-based cost estimation has ddweitations. First, it makes several
parametric assumptions, which may not be satisfsstond, there is a large residual spending
amount that cannot be attributed to any disease&d,Teome coefficients are estimated to be
negative, and the approach we follow assigns zgeoding to them. Finally, the variability in
spending at the individual level implied by the negion approach is significantly smaller than

the actual variation.
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Relative to these issues, the propensity scoreoapprhas a number of strengths. It
requires fewer parametric assumptions and is, fibweremore robust with respect to the high
spenders and zero-spenders. Further, the secemafsthe propensity score approach allows us
to account for the number of comorbidities and wmduof medical care received. These features
of the propensity score method permit us to refex dssumption that health care spending is
additive.

In practice, the most important difference betw#en propensity score method and the
regression method is the importance of unattribgfeehding. There is a base of $58 billion (9
percent of total spending) that the regression duds attribute to any condition. In the
propensity score model, by contrast, all spendmgautomatically allocated to conditions.
Across conditions, the major difference betweentthe approaches is the much greater total
attributed to hypertension and signs and symptasimguhe regression model.

While more research is certainly warranted, outatre conclusion is that the propensity
score model offers a good theoretical and empimcathodology to decompose total medical

spending to conditions.
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Figure 1: Distribution of Observed and Predicted Spending
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Note: The distribution of observed cost was cut of$a00,000, omitting about 2% of beneficiaries. Themeeno beneficiaries with a
predicted spending above $80,500 in any of the isodere, N=6,200 and weighted N=36,824,486. The ssjpa and propensity
score methods are based on calibrated claims.cl@hmes approach is based on actual claims excepimut 36 of beneficiaries

with dollaramounts in the personal summary file(s) but naxdaiFor these beneficiaries, we used the claimsitegpusing the
NHANES and assigned dollars to calibrated medioatldions on that basi®.S-based — Propensity Score based method. Red:base
Regression based method. Claim-based: Claims Inastubd.
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Figure 2: Average Attributed Cost Using Three Attribution Methods

A. Claims vs. Regression: Correlation=0.27
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Regression Model and no cost attributed. As a tethdy are not included in the correlation or
in Panels Aand C
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Figure 3: Total Attributed Cost (Billions of 2010 US $) Using Three Attribution M ethods
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Regression Model and no cost attributed. As a tethdy are not included in the correlation or
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Figure 4. Ratioof Total Cost by Major CCS categories. Propensity Scorevs. Claims
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Note: Bars show the ratio of total costs from the propggrscore method to those from the claims-attrimutmethod. The ratios are
based on total attributed dollars reported in TablRatio >1 indicates that the PSM method attebuhore total spending than the
claims method, and ratio <1 implies the opposithe®Conditions (top bar) include Signs and SymptoResidual, unclassified and
all other E codes. The propensity score methodbates negative spending to various cancer scrgenamd complications of

pregnancy, making the ratios negative.

39



Table 1. Characteristics of person-level spending from different methods

N (Weighted N) of
Beneficiarieswith

Dollar Amount (Standard Error) Cost>=

Mean 25%ile Median 75%ile Min M ax $100,000 $50,000
Observed $17,479 $3,291 $7,281 $17,547 $0 $441,857 225 795

($389) ($76) ($196) ($525) (913,599) (3,301,586)
Claims-based $17,479  $8,573 $15,006  $24,230 $0 $80,500 0 153

($213) ($179)  ($271) ($370) (671,044)
Regression-  $17,479 $12,719 $17,726  $22,496 $1,818 $40,394 0 0
based ($128)  ($204) ($157) ($191)
Propensity $17,479 $10,236  $15,889  $23,202 $831  $63,242 0 36
score-based  ($238) ($286) ($246) ($317) (167,288)

Note: The table shows summary statistics for individeakl spending based on observed costs, costs t&ng
claims-based method, costs using the regressiadbagethod, and costs using the propensity scaedoaethod.
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Table 2: Estimated Total Cost in 2009 (Billions of 2010 US $) Using Different M ethods

Total Attributed Cost (Billions) % of Total Spending
Propensity Propensity

Claims Regression Score Claims Regression Score
Multi-level CCS M ethod Method M ethod M ethod Method Method
7-Diseases of the circulatory system $148.1 $119.3 $144.8 23.0% 18.5% 22.5%
16-Other conditions 41.3 121.1 83.4 6.4% 18.8% 13.0%
8-Diseases of the respiratory system 53.4 35.5 62.4 8.3% 5.5% 9.7%
3-Endocrine; nutritional; & metabolic dz. & immuyitlisorders 49.2 48.9 54.9 7.6% 7.6% 8.5%
6-Diseases of the nervous system and sense organs 64.0 43.0 44.9 9.9% 6.7% 7.0%
10-Diseases of the genitourinary system 38.1 28.6 41.6 5.9% 4.4% 6.5%
5-Mental lliness 30.8 18.3 39.5 4.8% 2.8% 6.1%
15-Injury and poisoning 27.5 26.1 37.0 4.3% 4.1% 5.7%
13-Diseases of the musculoskeletal system and ctivedissue| 62.2 41.6 36.1 9.7% 6.5% 5.6%
4-Diseases of the blood and blood-forming organs 17.7 12.9 32.8 2.7% 2.0% 5.1%
9-Diseases of the digestive system 28.1 33.1 28.5 4.4% 5.1% 4.4%
2-Neoplasms 41.4 27.6 22.5 6.4% 4.3% 3.5%
1-Infectious and parasitic diseases 20.3 12.6 14.4 3.2% 2.0% 2.2%
12-Diseases of the skin and subcutaneous tissue 12.6 12.7 7.9 2.0% 2.0% 1.2%
14 -Congenital Anomalies & perinatal conditions 4.6 2.4 4.6 0.7% 0.4% 0.7%
11-Complications of preghancy; childbirth; and pheerperium 1.4 0.5 -0.2 0.2% 0.1% 0.0%
17-Screening 3.0 1.9 -11.5 0.5% 0.3% -1.8%
Other covariates (including intercept) 57.7 9.0%
Total $644 $644 $644 100% 100% 100%

Note: The table is sorted from highest to lowest atited total cost from the propensity score methd fhulti-level CCS category “16-Other
conditions” includes Signs and Symptoms ($62.9hi and Residual, unclassified, all other E co29.46 billion).
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Table 3: Characteristics of Spending Using Out-of-Sample Predictions

Root Mean Square

Method Error of Prediction
Claims Based M odel $28,856
Regression Models
One-part gamma —log link $42,711
One-part-cubic-root-cost-Gaussian with identim | $25,228
One-part-log(cost+1)-Gaussian-identity link $2494
One-part-Box-Cox model $26,052
Two-part-gamma-log-link $42,042
Two-part-cubic-root-cost-Gaussian-identity link 258065
Two-part-log(cost+1) —Gaussian-identity link $348
Propensity Score M ethod $22,621

Note: The data are divided into two sub-samples, onenfadel fitting and a second
for out-of-sample prediction. The Root MSE is floe out-of-sample prediction.
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APPENDIX

Attributing Medical Spending to Conditions:
A Comparison of Methods

In this appendix, we present various technical etspaf the data assembly and analysis.

A.1 HMO enrollment adjustment

MCBS has incomplete or no claims information foméfciaries enrolled in Health
Maintenance Organizations (HMOSs). In 2009, appr@tety one-quarter of elderly beneficiaries
were enrolled in HMOs (Kaiser Family Foundation12)) To adjust for this, we developed a
weighting adjustment similar to the non-respongesthents performed for unit non-response
in national surveys (Little, 1986; Kreuter et 2010).

We began by defining two groups: those with congpldidicare enrollment and those
enrolled in HMOs. We define complete Medicare #émrent as: (1) no participation in
Medicare Advantage program for the year of stuayd &) enrollment in traditional fee-for-
service Medicare parts A & B for the full 12-mordhudy period, unless the participant died
during the year.

We used a propensity score method to create tlistatgnt weights. We performed these
adjustments separately for the community and utstitalized population. Since the majority of
our sample (~92%) consisted of community resideméspresent the results for the community

population here. A logistic regression model waginmeged using selected covariates



(demographics, health status, and socio-economi@blas) to model traditional Medicare
enrollment. Table Al gives the list of covariate®gd for such adjustments. Using the predicted
probability (p) of complete Medicare enroliment.etladjustment for HMO enrollees was
calculated as 1/p. Model fit was assessed by andosemeshow test.

Table A2 reports the Hosmer-Lomeshow goodnesst gitdtistics. In our estimation,
there were 10 groups and hence we had 8 degreeseadiom. The corresponding Chi-squared
values are also reported. The model passed thsuggesting a good fit.

To assess balance in the community population ptheensity of complete Medicare
enrollment was estimated using Generalized Linedd&® (GLM); F-ratios were reviewed for
significance. In the institutionalized populatio®gression models were performed for each
covariate to assess the association with the psogenfor complete Medicare
participation. Using the residuals from each mpdeé calculated effect size to assess
balance. We then calculated the “final weight”ths product of the existing MCBS survey
weight and the Medicare HMO adjustment weight.

Figure Alagives the distribution of propensity scores for ptete Medicare enroliment
for the 2009 Medicare community population. Thertaje between the complete Medicare and
HMO populations was high. Table A3 shows the camspa between the complete Medicare
and HMO-adjusted elderly populations. In 2009, acb@4.3 million elderly beneficiaries were
enrolled in traditional fee-for-service Medicarendal12.5 million were in HMOs. The
distributions of age, sex, race, education, mastatus and health status were mostly similar

between the complete Medicare enrollment and HMfQsaeld populations.



A.2 Survey spending adjustment

A second adjustment was made so that total medpahding in the MCBS matched
what was reported to be national spending on tterigl This adjustment was performed in
several steps. First, we removed expenditures tlmriNational Health Expenditure Accounts
(NHEA) for goods and services which are out of gcopthe MCBS survey: other non-durable
medical equipment (2.7%), other personal health§21€%6), graduate medical education and
disproportionate share medical payments to hospii&), hospital non—patient revenue such as
in the gift shop and for parking (3.2%), and spagdyy foreign visitors (0.12%). In total, this
accounted for 9.6% percent of NHEA spending (R&tal., 2017, NHEA, 2014).

Second, we redefined some categories of medicalcssrin the NHEA and MCBS,
shifting expenditures as appropriate, to createsistent categories between the two sources.
Table A4 shows the adjustments we made and thardmthounts moved. The total portion of
money shifted across categories was 4.2%.

Third, we proportionately increased spending in M@BS by the factors necessary to
have total survey spending equal the remainingiggorf theNHEA total in each service-by-
payer category. Figure Agives the adjustment factors by each service cage@verall, the
NHEA-adjusted spending was 11 percent higher thartdtal spending reported in MCBS. The
adjustment was largest for home health (43%), bag generally small for the other types of

services.

A.3 Condition Definitions and Prevalence

We developed a classification schema for medicabtitmns building upon the Agency

for Healthcare Research and Quality’'s (AHRQ) CHhhi€lassification Software (CCS), which



aggregates the 14,000+ ICD-9-CM diagnosis codes3z8D+ ICD-9-CM procedure codes into
a smaller number of clinically meaningful, mutua#yclusive categories (Elixhauser, Steiner,
and Palmer, 2014). For brevity, we do not desctit@efull process of forming the categories
here; interested readers are referred to Raghumattal. (2001, 2017). Creation of the mutually
exclusive, collectively exhaustive categories regpiithe clinical expertise of physicians, and
extensive data management and analytic investigatiich resulted in 101 medical condition
categories and 4 cancer screening categoriesr@gast) prostate, colon and cervical cancer).

Our physician working group determined that a femditions identified in larger CCS
categories should be stand-alone disease catedmoasise of their clinical significance in the
elderly (mostly mental health). These were grouped independent disease categories. For
example, while the CCS has a single “mood disofdeasegory, we separated this into two
separate groups — depression and bipolar disorder.

Prevalence rates for some conditions in the MCB$eweelow those based on self-
reports and physical assessment in national survelyss was generally true for chronic diseases
that are not serious enough to warrant a medical @n their own, or at least not every year:
hypertension and high cholesterol, for example. dBfinition, undiagnosed conditions are also
not in MCBS. For such conditions, we used selbrep and diagnosed condition rates in
NHANES to estimate ‘calibrated’ health conditionsatt more accurately reflect national
prevalence rates. We term the results Calibratad@I(CCL).

The imputation method proceeded in several st&gs.chose to impute the community
and institutionalized populations separately gitba differences in these populations. We
began by appending data from MCBS (2009) and NHANE®9-2010). Each person was

placed into one of three groups: having the coowliin the self-report (NHANES) or claims



(MCBS); not having the condition if the NHANES setfport indicated the beneficiary did not
have the health condition and there was no clainthie condition; and missing if there was no
claim for the health condition in the MCBS. Werihead a standard missing data problem for
which we a used sequential regression multivamapitation procedure.

For conditions present in NHANES, let-[p denote the collection of disease indicators
for all diseases except disease j. We constructgd@ensity score for having disease | based on
fitting a logistic regression model to the othendiions and exogenous covariates, X, and
predicting with (X, ) strata based on the propensity scores. Withi @aopensity score
class, we estimated the prevalence rate using elfgeport, § and the claims C If the
prevalence rate based on the claims was greaterathaqual to that based on the self-report,
then we set all missing;@o 0. That is, no additional imputation was neaggsnd all those with
no claims were considered not to have that healtidition. If the self-report prevalence rate was
greater than the prevalence rate based on theslamn randomly set some missingt@®1 so
that the prevalence rates after the imputation nemtc¢he self-report prevalence rates. We used
five Bernoulli draws within each propensity scofass to achieve this calibration, resulting in
five imputed data sets.

Note that medical expenditure and health conditwitisout self-report are missing in the
NHANES portion of the appended data. To be fullyditonal, these missing values were
imputed in the NHANES. These two steps — the ds@aputations into MCBS and the medical
spending/health condition imputations into NHANESvere iterated across all diseases several
times until the multiply imputed prevalence rategbgized.

The regression relationship between the multiplyputed D and claims-based; Gor

conditions available in NHANES may be viewed as aasurement error model and this



relationship is then used to calibrate other headtiditions not present in NHANES. In this step,
we chose the most similar prevalent condition far imputation.

The NHANES is a sample of the community dwellingpplation only. Thus, the claims
imputation for the institutionalized sample reqdiome differences. For this population, the
calibrated non-institutionalized MCBS data was ad&ied as the ‘donor’ survey in imputing
condition prevalence in the institutionalized patign. For each claim, subjects were matched
according to the estimated propensity of beingitutsbnalized given the self-report and
demographic information, and the remaining claifiis. estimate this propensity, logistic
regression was utilized with a forward selectioagaedure on the principal components of the set
of variables of interest. Principal component asialyvas used in an effort to explain as much of
the variation in propensity scores as possibleawdnoiding a complete separation of data points
given the small number of people who are instindlzed. Assuming that the probability of
being calibrated is the same conditional on instihalization status, calibrated conditions are
drawn for the institutionalized population matchirige distribution for the community
population.

The calibration process produces five imputed ds#ts for both community and
institutionalized populations. We use all five ingpdi data sets in our analysis using appropriate
survey weight and sample design adjustments. Iraptyt prevalence based on the calibrated
conditions indicates diagnosis or treatment eituerently or at any time in the past.

Because some of our 101 calibrated condition caegtave relatively low prevalence
in the elderly, even after calibration, we collagp®air initial set of 101 medical conditions to 74
conditions with generally higher prevalence. Tablg shows prevalence rates for the 74

calibrated medical conditions and 4 cancer scrgenariables. We have also aggregated these



74 conditions into 17 multi-level categories (am@los to ICD-9-CM chapters), including one

for any cancer screening, which is how we groupdhée.

A.4  Analysis of different models

Figure A3shows the kernel density plot comparison of thelteds (in blue) along with
the normal density (in red). Figures A4—A6 showlitidnal residual diagnostic plots, including
standardized normal probability plots of the realduquantile plots of the residuals, and scatter
plots of the residuals relative to person-levelt€ofhe out-of-sample predictions show that the
one-part model with log(cost+1) as the dependenabig and with a Gaussian distribution and
identity link had the lowest RMSE. Figure A3 shatlat this model also fit well. The one and
two part cubic-roots were second best. The Gammadelaavith log link performed relatively
poorly than expected. These models are sensitiveigh-spenders with big residuals — as
typified by people in nursing homes.

To evaluate the PSM estimates, we examined theamtship between predicted costs at
the individual level — estimated as the sum ofrélevantAC; estimates for each subject — and

the observed cost. We plotted the error term, nredsas the difference between naive predicted
costs and true costs, against the number of healtiditions, history of hospitalization and
institutionalization, and death. All these variablsan be considered proxies for the volume or
intensity of care.

Figure A7 shows multiple plots of the differenceviben naive predicted and observed
costs using the propensity-score models. Figur& #efates the spending error to the number of
calibrated conditions. When the number of comatiessl is low — roughly 3 or fewer — there is

no systematic difference between predicted cost @rskrved cost: the error is about zero.



However, as the number of comorbidities increaes naive cost progressively overestimates
the observed cost. We have much fewer data forlpeeiph a very high number of conditions
(30 or more), but the estimates appear to comeictogether after that point.

Figure A7B considers whether this pattern is ddife for people living in the community
versus institutions. Negative residuals are muobremprevalent in the institutionalized
population, indicating that naive costs underedemabserved costs for institutionalized
beneficiaries — a natural finding given the highstcof institutionalization. However, the
dependence on number of comorbidities remains ainmlboth groups.

Figure A7C shows how number of hospitalization®e@# costs, given the number of
health conditions. The incidence of hospitalizatisnassociated with a higher number of
comorbidities. A subgroup of beneficiaries withdubspitalizations shows a roughly linear
dependence of costs on the number of calibratediwomns. For the those who were hospitalized
at least for one night, the dependence is nonljresadt the trend is similar to one observed in
Figure A7A.

Finally, Figure A7D shows how survivor status afecosts. Death slightly reduces a
positive bias of naive cost. All told, Figure A7ggiests a need for a non-linear adjustment to the

disease cost estimates. We have adjusted for tindimearity on the propensity score models.
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Figure Al: Propensity Score for Complete Medicare Brollment, 2009 Community Sample
Figure Ala
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Note: Predictors in the propensity score model includemagraphics, health status (including
ADLs and IADLSs), and socioeconomic variables. Hdré&s complete Medicare enroliment (full-
year enrolment in traditional fee-for-service Patand B, and O includes at least some HMO
enrollmentFigure 1b implies that adjustment factors are tiglat range.
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Figure A2: Ratio of total spending: Adjusted NHEA and MCBS by Service Categories
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Note: Figure 2 gives the adjustment factor for differgites of services. Overall, the adjusted National
Health Expenditure Accounts (NHEA) spending is tcpnt higher than the total spending reported in
2009 MCBS. We use these adjustment factors by erategories to adjust costs for MCBS-reported
services to the national level.
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Figure A3: Kernel density plot of residuals from R@ression Models
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Figure A4: Standardized normal probaliity plot of residuals
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Figure A5: The quantile of residual against the gintiles of the normal distribution
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Figure A6: Scatter plot of Residuals
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Figure A7: Difference between Naive and Predicte@ost
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Figure A7 C: Separated by hospitalization experiene
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Note: Figures show the error term, measured as therdifte between naive predicted cost and
true cost, against the number of health conditiohsstory of hospitalization and
institutionalization and death. The results suggesheed for the non-linear adjustment.
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[1]
[2]
[3]
[4]
[5]
[6]
[7]
[8]
[9]
[10]
[11]
[12]
[13]
[14]
[15]
[16]
[17]
[18]
[19]
[20]
[21]
[22]
[23]
[24]

Table Al: List of covariates used in HMO adjustment

Age

Age squared

Asthma/emphysema

Blood cholesterol checked

Blood pressure checked-categorical
Routine place receive care*Employment status
Health compared to 1 yr ago-categorical
Served in armed forces

Died in study year

Difficulty lifting/carrying 10 pounds-categaal
Difficulty stooping/crouching/kneeling-categcal
Difficulty walking 1/4 mi
Education-categorical

Ever smoke

Flu shot in last year

Employment status-have job

Routine place receive care

Self-reported health status-categorical
Hearing

Wear hearing aid

Height (cm)-continuous

Had hysterectomy

Number of days in institution-squared
Number of days in institution-continuous

[25] Inpatient nights-continuous
[26] Inpatient stays-continuous
[27]Male
[28]Mammogram/breast x-ray in last year
[29)1arital status category 2*Hispanic Race
0] [3Marital status category 4*Black Race
[3Marital status category 5*Hispanic Race
[32]Marital status
[33] Number of people in household
[34] Pap smear in last year
[35] Inpatient stays-squared
[36] Pneumonia vaccination
[37]Routine place receive care*Poverty status
[38] Poverty Status-categorical
[39] Any difficulty dressing
[40Any difficulty eating
[41PSA test in last year
[4Race
[43] Poverty status category 5*Black Race
[44] Served in armed forces*Black Race
[45] Employment status*Hispanic Race
[46] Inpatient stays*Hispanic Race
[47$moke now
[48Weight (kg)-continuous
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Table A2: Hosmer-Lemeshow Goodness-of-Fit Test

Hosmer and Lemeshow Goodness-of-

Fit Test
Community Chi- .
Calibrated Square DF Pr> ChiSq
1 7.40 8 0.49
2 6.08 8 0.64
3 9.51 8 0.30
4 8.44 8 0.39
5 14.39 8 0.07

This table shows the Hosmer-Lemeshow Goodnesst of Fi
test for the imputation used in the HMO adjustment.
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Table A3: Complete Medicare and HMO Adjusted Sample

Complete Medicare HMO Adjusted
N=6,200 N=6,200
(Weighted (Weighted
Variables N=24,283,071) N=36,824,486)
Gender Percent Percent
Men 42.14% 43.43%
Women 57.86 56.57
Age
65-69 25.45 26.78
70-74 24.10 24.15
75-79 19.81 19.17
80-84 15.54 14.71
>85 15.09 15.19
Race
White 83.42 80.01
Black 6.86 8.15
Other 11.30 11.83
Education
<=High School 52.86 53.94
Some College 26.09 26.17
College and above 21.05 19.89
Married 52.55 53.26
Health Status
Excellent 17.07 16.45
Very good 30.74 29.81
Good 32.50 32.38
Fair 14.95 16.12
Poor 4.74 5.24

Note: Percentages and averages are weighted using samiglets. "Complete Medicare" population is
defined as follows: (1) no participation in a Meatie Advantage for the year of study, and (2) emerit
in Medicare parts A & B for the full 12-month studgriod unless the participant died during the year
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Table A4. Adjustments to the National Health Expendure Accounts: Exclusions and Transfers for
Elderly

Health Care Service or Type of Expenditure Amountm millions

Exclusions for Out-of-Scope Services or Expenditure

Other Non-Durable Medical Equipméht $19,327
Other Personal Health Cdré $18,685
Graduate Medical Education and Disproportionate&Rayment8 $6,998
Non-Patient Reventie $22,497
Exclusions for Out-of-Scope Populations

Foreign Visitors’ $700
Total Exclusions $68,208

Transfers between Service Categories

Hospital-Based Personal Health Care $693

Hospital-Based Home Health Care $6,927
Hospital-Based Nursing Home Cdre $5,672
DME provided by Physicians $477

Rx supplied in Hospitals $1,187
Rx supplied by Physiciarfs $1,815
Other Professional Services provided in Physiciffic€s $13,372
Total Transfers $30,143

aWe follow Meara, White and Cutler (2004) and Sihgle(2006) in this adjustment.

b We follow Sing et al. (2006) in this adjustment.

¢ We follow Meara, White and Cutler (2004) in tajustment.

d We exclude all expenditure on Other Health, Redidl and Personal Health Care plus from
the Hospital services estimated to be hospitaldb&tber PHC services
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Table A5: List of Conditions in each multiple CCScategories and prevalence rates

Prevalence Combined
(Calibrated Prevalence
Multi-level CCS / Condition label(ID) Conditions) (Multi-level CCS)
1-Infectious and parasitic diseases 65%
Immunizations and screening for infectious disdd}e 53%
Tuberculosis, STD, non-HIV, HIV, Other Infectious
disease (106) 28%
2-Neoplasms 50%
Cervical Cancer and Other Cancer (120) 22%
Benign Neoplasm (13) 22%
Skin Cancer (8) 14%
Breast Cancer (9) 6%
Prostate Cancer (11) 6%
Colon Cancer (6) 3%
Lung Cancer (7) 2%
Hematologic Cancers (12) 2%
3-Endocrine; nutritional; and metabolic diseases ath 83%
immunity disorders
Hyperlipidemia (18) 62%
Other Endocrine Diseases (21) 38%
Diabetes Mellitus (16) 32%
Thyroid Disorders (15) 28%
Gout and other crystal arthropathies (20) 8%
Undiagnosed Diabetes Mellitus(17) 2%
Undiagnosed Hyperlipidemia (19) 2%
4-Diseases of the blood and blood-forming organs 35%
Anemias (22) 29%
Other Hematologic Disease (23) 12%
5-Mental lliness 46%
ETOH Abuse, lllicit Drug Use, Tobacco Use (107) 13%
Depression (28) 13%
Anxiety and Posttraumatic Stress Disorder (108) 13%
Dementia (27) 12%
Attention Deficit Hyperactivity Disorder ADD-ADHD,
Mental Retardation (HCC term), Other Mental Health
Disorders (109) 10%
Schizophrenia (30) 5%

Bipolar disorder (29) 3%




Table A5 (Contd.): List of Conditions in each multple CCS categories and prevalence rates

Prevalence Combined
(Calibrated Prevalence

Multi-level CCS /Condition label (ID) Conditions)  (Multi-level CCS)
6-Diseases of the nervous system and sense organs 82%
Eye Disorders(45) 43%

Cataract(43) 40%

Other Disease of the Central Nervous System (48) 31%

Glaucoma(44) 20%

Other Ear Disorders(47) 16%

Vestibular Disorders(46) 14%

Headaches and Migraine(111) 12%

Parkinson's Disease, Multiple Sclerosis, Parg¥sR) 9%

Seizure Disorders(40) 6%

Otitis Media(36) 6%

7-Diseases of the circulatory system 90%
Hypertension(49) 71%

Other Vascular Diseases(62) 36%

Atrial Fibrillation and Flutter, Other Arrhythmiakl2) 32%

Other Cardiovascular Diseases(61) 31%

Coronary Atherosclerosis and other heart diseaye(52 27%

Peripheral Vascular Disease(60) 20%

Cerebrovascular disease(59) 18%

Congestive Heart Failure(56) 18%

Acute myocardial infarction(51) 11%

Acute hemorrhagic stroke, Acute ischemic stroke(113 9%

Deep Vein Thrombosis or DVT(64) 6%

Pulmonary Embolism(63) 4%

Undiagnosed Hypertension(50) 2%

Cardiac Arrest(55) 3%

8-Diseases of the respiratory system 66%
Respiratory symptoms(70) 38%

Acute respiratory infection(69) 27%

Other Respiratory Diseases(71) 26%

Chronic Obstructive Pulmonary Disease (aka Emphg3¢am) 18%

Asthma(68) 14%

Pneumonia (65) 11%

Influenza(66) 3%
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Table A5 (Contd.): List of Conditions in each multple CCS categories and prevalence rates

Prevalence Combined
(Calibrated Prevalence

Multi-level CCS /Condition label (ID) Conditions)  (Multi-level CCS)
9-Diseases of the digestive system 57%
Reflux/Ulcer Disease, Biliary Tract Disease, Lii#sease, 57%
Gastrointestinal Bleeding, Other Gastrointestinabers(114)
10-Diseases of the genitourinary system 64%
UTI, Urinary Incontinence, Other Genitourinary Béses(116) 54%
Acute Renal Failure(77) 9%
Chronic Renal Failure, End-stage Renal Disease [(B8R5) 15%
Hyperplasia of the Prostate(82) 15%
11-Complications of menopause; pregnancy; childbit 10%
Menopause, Pregnancy and Childbirth, Contraceatieh 10%
Procreation(117)
12-Diseases of the skin and subcutaneous tissue 42%
Dermatologic Diseases(87) 42%
13-Diseases of the musculoskeletal system and cocines 82%
tissue
Other Rheumatic Diseases(92) 58%
Osteoarthritis(89) 49%
Back Pain(90) 34%
Osteoporosis(91) 18%
Rheumatoid Arthritis(88) 9%

. . . " e 10%
14-Congenital anomalies & Certain conditions origi@ating in
the perinatal period
Congenital Disorders, Newborn conditions(118) 10%
15-Injury and poisoning 47%
Trauma, Fractures, Poisoning and other injury, Maghicle 46%
accident(119)
Hip Fracture(96) 4%
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Table A5 (Contd.): List of Conditions in each multple CCS categories and prevalence rates

Prevalence Combined

Multi-level CCS /Condition label (ID) (Calibrated Prevalence
Conditions) (Multi-level CCS)
16-Other conditions 83%
Signs and Symptoms(99) 74%
Residual, unclassified, all other E codes(101) 48%
17-Screening 41%
Screening: Breast Cancer (102) 22%
Screening: Prostate Cancer(104) 13%
Screening: Cervical Cancer(105) 9%
Screening: Colon Cancer(103) 8%

Note: CCS refers to 259 Clinical Classification Softwaegegories delineated by the Agency for Health
Care Research and Quality. Prevalence rates ardndalth conditions that were ‘calibrated’ using
information from NHANES to refine the estimatesnoédical conditions in MCBS. First, missing data
on demographic, socio-economic and self-reportedicaé conditions in MCBS and NHANES were
imputed using a sequential regression multiple—tajimn procedure. We then used a multi-step
calibration processes to impute a set of 101 hdallicators and 4 screening variables that we call
“calibrated medical conditions.” This process u#d these steps: (1) calibration of conditions tiaae
Self-Report (SR) available in NHANES; (2) calibaati of conditions with no Self-Report (SR) in
NHANES and (3) calibration of the institutionalizgmbpulation for all conditions. This calibration
process produced five imputed data sets. The awegpagvalence rates reported here were calculated
using all five imputed data sets using MIANALYZE SA.4. Table A3s sorted from highest to lowest
prevalence within each broad disease category.
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Appendix Table A6: Claims reporting single conditian in different types of services in MCBS (2009)

Services With Single Condition Claims In MCBS

Conditions Carrier Outpatient Inpatient SNF HHA DME  Hospice Rx
Immunizations and screening for infectious disea: Yes Yes No No No No No N/A
Tuberculosis Yes Yes No Yes Yes Yes Yes N/A
STD, non-HIV Yes Yes No Yes Yes Yes Yes N/A
HIV Yes Yes No Yes Yes Yes Yes N/A
Other infectious disease Yes Yes No Yes Yes Yes Yes N/A
Cervical Cancer Yes Yes No Yes No Yes Yes N/A
Other cancer Yes Yes No Yes No Yes Yes N/A
Colon cancer Yes Yes No No No Yes Yes N/A
Lung Cancer Yes Yes No No No Yes Yes N/A
Skin Cancer Yes Yes No No No No No N/A
Breast Cancer Yes Yes Yes No No Yes Yes N/A
Prostate Cancer Yes Yes Yes No No Yes Yes N/A
Hematologic Cancers Yes Yes No No No No Yes N/A
Benign Neoplasm Yes Yes No No No No No N/A
Thyroid Disorders Yes Yes No No No No No N/A
Diabetes Mellitus Yes Yes No No No Yes No N/A
Undiagnosed Diabetes Mellitus N/A N/A N/A N/A N/A N/A N/A N/A
Hyperlipidemia Yes Yes No No No No No N/A
Undiagnosed Hyperlipidemia N/A N/A N/A N/A N/A N/A N/A N/A
Gout and other crystal arthropathies Yes Yes No No No No No N/A
Other Endocrine Diseases Yes Yes No No No Yes Yes N/A
Anemias Yes Yes No No Yes Yes No N/A
Other Hematologic Disease Yes Yes No No No Yes No N/A
ETOH Abuse Yes Yes No No No No No N/A
Illicit Drug Use Yes Yes No No No No No N/A
Tobacco Use Yes Yes No No No No No N/A
Dementia Yes Yes Yes No No Yes Yes N/A
Depression Yes Yes No No No No No N/A
Bipolar Disorder Yes Yes No No No No No N/A
Schizophrenia Yes Yes No No No No No N/A
Anxiety Yes Yes No No No No No N/A
Posttraumatic Stress Disorder (PTSD) Yes Yes No No No No No N/A
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Appendix Table A6 (Contd.): Claims reporting single condition in different types of services in MCBS (200

Conditions Carrier Outpatient Inpatient SNF HHA DME  Hospice Rx
Mental Retardation (HCC term) Yes Yes No Yes No No No N/A
Other Mental Health Disorders Yes Yes No Yes No No No N/A
Otitis Media Yes Yes No No No No No N/A
Vestibular Disorders Yes Yes No No No No No N/A
Other Ear Disorders Yes Yes No No No No No N/A
Parkinson's Disease Yes Yes NO No No Yes Yes N/A
Multiple Sclerosis Yes Yes NO No No Yes Yes N/A
Paralysis Yes Yes No No No Yes Yes N/A
Seizure Disorders Yes Yes No No No No No N/A
Headaches Yes Yes No No No No No N/A
Migraine Yes Yes No No No No No N/A
Cataract Yes Yes No No No Yes No N/A
Glaucoma Yes Yes No No No No No N/A
Eye Disorders Yes Yes No No No Yes No N/A
Other Disease of the Central Nervous System (ClI Yes Yes No Yes No Yes Yes N/A
Hypertension Yes Yes No Yes Yes No No N/A
Undiagnosed Hypertension N/A N/A N/A N/A° N/A N/A N/A N/A
Acute myocardial infarction (AMI) Yes Yes No No No Yes No N/A
Coronary Atherosclerosis and other heart disease Yes Yes No Yes Yes Yes Yes N/A
Atrial Fibrillation and Flutter Yes Yes No No No No Yes N/A
Other Arrhythmias Yes Yes No No No Yes Yes N/A
Cardiac Arrest (includes VF) Yes Yes No No No No No N/A
Congestive Heart Failure Yes Yes No Yes No Yes Yes N/A
Acute hemorrhagic stroke Yes Yes No Yes No Yes Yes N/A
Ischemic stroke Yes Yes No Yes No Yes Yes N/A
Cerebrovascular Disease Yes Yes No Yes Yes Yes Yes N/A
Peripheral Vascular Disease Yes Yes Yes Yes No Yes Yes N/A
Other Cardiovascular Diseases Yes Yes No No No Yes Yes N/A
Other Vascular Diseases Yes Yes No No No No No N/A
Pulmonary embolism Yes Yes No Yes No No Yes N/A
DVT Yes Yes No Yes No No No N/A
Pneumonia (non-TB, non-STD) Yes Yes No No Yes Yes Yes N/A
Influenza Yes Yes No No No No No N/A
Chronic Obstructive Pulmonary Yes Yes No Yes No Yes Yes N/A
Asthma Yes Yes Yes No No Yes No N/A
Acute respiratory infection Yes Yes No Yes Yes Yes No N/A
Respiratory symptoms Yes Yes No No No Yes Yes N/A
Other Respiratory Diseases Yes Yes No Yes No Yes Yes N/A
Reflux/Ulcer Disease Yes Yes Yes Yes Yes Yes Yes N/A
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Appendix Table A6 (Contd.): Claims reporting singlecondition in different types of services in MCBS Z009)

Conditions Carrier Outpatient Inpatient SNF HHA DME  Hospice Rx
Biliary Tract Disease Yes Yes Yes Yes Yes Yes Yes N/A
Liver Disease Yes Yes Yes Yes Yes Yes Yes N/A
Gastrointestinal Bleeding Yes Yes Yes Yes Yes Yes Yes N/A
Other Gastrointestinal Disorders Yes Yes Yes Yes Yes Yes Yes N/A
Acute Renal Failure Yes Yes No No No No Yes N/A
Chronic Renal Failure Yes Yes No No No Yes Yes N/A
Endstage Renal Disease (ESRD) Yes Yes No No No Yes Yes N/A
UTI Yes Yes No Yes No Yes No N/A
Urinary Incontinence Yes Yes No Yes No Yes No N/A
Other Genitourinary Diseases Yes Yes No Yes No Yes No N/A
Hyperplasia of the Prostate Yes Yes No No No Yes No N/A
Pregnancy and Childbirth Yes Yes No No No No No N/A
Menopause Yes Yes No No No No No N/A
Contraception and Procreation Yes Yes No No No No No N/A
Dermatologic Diseases Yes Yes Yes No Yes Yes No N/A
Rheumatoid Arthritis Yes Yes No No No Yes No N/A
Osteoarthritis Yes Yes No Yes No Yes No N/A
Back Pain Yes Yes Yes No No Yes No N/A
Osteoporosis Yes Yes No No No Yes No N/A
Other Rheumatic Diseases Yes Yes No Yes Yes Yes No N/A
Congenital Disorders Yes Yes No No No Yes No N/A
Newborn conditions Yes Yes No No No Yes No N/A
Trauma Yes Yes No No No No No N/A
Fractures Yes Yes No No No No No N/A
Poisoning and other injury Yes Yes No No No No No N/A
Motor vehicle accident Yes Yes Yes Yes Yes Yes No N/A
Hip Fracture Yes Yes No Yes Yes Yes No N/A
Signs and Symptoms Yes Yes No Yes Yes Yes No N/A
Residual, unclassified, all other E codes Yes Yes No Yes No Yes Yes N/A
Attention Deficit Hyperactivity Disorder Yes Yes No Yes No Yes Yes N/A
Screening: Breast Cancer Yes Yes No No No No No N/A
Screening: Colon Cancer Yes Yes No No No No No N/A
Screening: Prostate Cancer Yes Yes No No No No No N/A
Screening: Cervical Cancer Yes Yes No No No No No N/A
Conditions satisfying single condition claim 102 102 13 36 20 59 40 0

Note: This table reports the full set of 101 medicalditians and 4 screening variables. We have comhtimese 101 medical conditions to 74 conditions.
SNF: Skilled Nursing Facility, DME: Durable Medidatjuipment; HHA: Home Health Agency.
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Appendix Table A7: Dependent variable:

log(spending: GLM (Gaussian distribution with identity link)

Coefficient/Standard Error (in parenthesis)

Imputation Imputation Imputation Imputation Imputation

Disease Category 1 2 3 4 5
Residual, unclassified, all other E codes 0.112 0.121 0.125 0.167 0.127
(0.033) (0.033) (0.032) (0.032) (0.036)
Screening: Breast Cancer -0.014 -0.047 0.009 0.059 -0.014
(0.041) (0.044) (0.042) (0.043) (0.047)
Screening: Colon Cancer -0.022 0.099 0.002 0.021 0.051
(0.05) (0.049) (0.056) (0.052) (0.054)
Screening: Prostate Cancer -0.015 0.059 -0.027 0.038 0.059
(0.056) (0.052) (0.055) (0.05) (0.057)
Screening: Cervical Cancer -0.036 0.025 -0.032 -0.133 0.024
(0.066) (0.056) (0.051) (0.075) (0.053)
Tuberculosis, STD, non-HIV, HIV, Other Infectiouselase 0.026 0.018 0.008 0.033 -0.027
(0.031) (0.026) (0.044) (0.03) (0.027)
ETOH Abuse, lllicit Drug Use, Tobacco Use 0.187 0.213 0.145 0.066 0.149
(0.056) (0.049) (0.056) (0.05) (0.049)
Anxiety, Posttraumatic Stress Disorder (PTSD) 0.057 0.077 -0.014 0.010 0.013
(0.036) (0.046) (0.036) (0.05) (0.044)
ADD-ADHD, Mental Retardation (HCC term), Other MahHealth Disorders -0.031 0.110 0.004 0.050 -0.003
(0.072) (0.0412) (0.054) (0.049) (0.049)
Prostate Cancer 0.215 0.242 0.256 0.187 0.233
(0.061) (0.067) (0.065) (0.063) (0.067)
Parkinson's Disease, Multiple Sclerosis, Paralysis 0.072 0.073 0.150 -0.019 0.126
(0.065) (0.058) (0.048) (0.078) (0.055)
Headaches, Migraine 0.003 -0.112 0.068 0.066 -0.004
(0.033) (0.056) (0.034) (0.039) (0.045)
Atrial Fibrillation and Flutter, Other Arrhythmias 0.057 0.060 0.074 -0.002 0.099
(0.033) (0.034) (0.033) (0.033) (0.03)
Acute hemorrhagic stroke, Acute hemorrhagic stroke -0.039 0.128 0.036 0.037 -0.084

(0.058) (0.045) (0.044) (0.062) (0.057)
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Appendix Table A7: Dependent variable : log(spendig) : GLM (Gaussian distribution with identity link)

Coefficient/Standard Error (in parenthesis)

Imputation Imputation Imputation Imputation Imputation

Disease Category 3 4 5
Reflux/Ulcer Disease, Biliary Tract Disease, Lisease, Gastrointestinal 0.238 0.202 0.224 0.198 0.136
Bleeding, Other Gastrointestinal Disorders (0.036) (0.036) (0.036) (0.04) (0.037)
Chronic Renal Failure, Endstage Renal Disease (ESRD 0.051 0.089 0.043 0.051 0.064
(0.051) (0.037) (0.04) (0.049) (0.061)
UTI, Urinary Incontinence, Other Genitourinary Dases 0.142 0.127 0.103 0.129 0.089
(0.037) (0.044) (0.033) (0.036) (0.045)
Menopause, Pregnancy, and Childbirth, ContraceptimhProcreation 0.036 0.007 -0.006 0.017 0.070
(0.049) (0.051) (0.04) (0.052) (0.046)
Congenital Disorders, Newborn conditions 0.069 0.096 0.040 0.114 0.070
(0.052) (0.039) (0.063) (0.047) (0.052)
Trauma, Fractures, Poisoning and other injury, Maéhicle accident 0.171 0.184 0.219 0.127 0.192
(0.034) (0.035) (0.03) (0.043) (0.034)
Hematologic Cancers 0.249 0.212 0.253 0.210 0.161
(0.113) (0.08) (0.081) (0.09) (0.126)
Cervical Cancer, Other Cancer 0.173 0.163 0.144 0.203 0.184
(0.033) (0.04) (0.038) (0.03) (0.032)
Benign Neoplasm 0.062 0.134 0.111 0.161 0.134
(0.044) (0.037) (0.045) (0.033) (0.036)
Thyroid Disorders 0.037 0.060 0.053 0.045 0.032
(0.03) (0.028) (0.029) (0.031) (0.033)
Diabetes Mellitus 0.186 0.176 0.173 0.160 0.204
(0.029) (0.03) (0.03) (0.029) (0.028)
Undiagnosed Diabetes Mellitus 0.224 -0.164 -0.123 -0.586 0.143
(0.122) (0.155) (0.201) (0.302) (0.103)
Hyperlipidemia 0.122 0.147 0.130 0.142 0.102
(0.035) (0.032) (0.042) (0.036) (0.041)
Undiagnosed Hyperlipidemia -0.157 0.170 -0.382 -0.161 0.223

(0.218) (0.168) (0.289) (0.256) (0.187)
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Appendix Table A7: Dependent variable : log(spendig) : GLM (Gaussian distribution with identity link)

Coefficient/Standard Error (in parenthesis)

Imputation Imputation Imputation Imputation Imputation
Disease Category 3 4 5
Gout and other crystal arthropathies 0.007 0.072 -0.001 -0.025 -0.086
(0.047) (0.048) (0.049) (0.06) (0.07)
Other Endocrine Diseases 0.087 0.019 0.069 0.092 0.096
(0.038) (0.04) (0.032) (0.038) (0.032)
Anemias 0.101 0.065 0.098 0.096 0.116
(0.039) (0.0412) (0.025) (0.036) (0.032)
Other Hematologic Disease 0.120 0.001 0.065 0.075 0.054
(0.037) (0.056) (0.05) (0.047) (0.042)
Dementia 0.108 -0.119 0.067 -0.010 0.127
(0.051) (0.094) (0.047) (0.06) (0.035)
Depression 0.021 0.088 0.101 0.068 0.093
(0.045) (0.0412) (0.035) (0.04) (0.036)
Bipolar Disorder 0.062 0.017 -0.039 0.224 -0.014
(0.079) (0.07) (0.081) (0.083) (0.118)
Schizophrenia 0.037 0.075 0.118 0.093 0.057
(0.085) (0.061) (0.065) (0.062) (0.057)
Otitis Media 0.099 -0.053 -0.007 0.060 0.055
(0.054) (0.058) (0.06) (0.053) (0.058)
Immunizations and screening for infectious disease 0.111 0.095 0.070 0.111 0.087
(0.032) (0.029) (0.039) (0.035) (0.038)
Seizure Disorders 0.002 -0.037 0.012 0.151 0.096
(0.058) (0.066) (0.076) (0.055) (0.066)
Cataract 0.034 0.109 0.087 0.103 0.090
(0.042) (0.028) (0.033) (0.029) (0.033)
Glaucoma 0.087 0.113 0.114 0.046 0.098
(0.031) (0.025) (0.028) (0.038) (0.029)
Eye Disorders 0.123 0.112 0.086 0.056 0.115
(0.036) (0.027) (0.03) (0.038) (0.031)
Vestibular Disorders -0.025 -0.017 -0.022 0.027 -0.019
(0.036) (0.052) (0.03) (0.037) (0.045)
Other Ear Disorders 0.079 0.065 0.042 0.062 0.096
(0.037) (0.038) (0.04) (0.032) (0.033)
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Appendix Table A7: Dependent variable : log(spendig) : GLM (Gaussian distribution with identity link)

Coefficient/Standard Error (in parenthesis)

Imputation Imputation Imputation Imputation Imputation

Disease Category 2 3 4 5
Other Disease of the Central Nervous System (CNS) 0.092 0.169 0.118 0.090 0.130
(0.039) (0.031) (0.036) (0.039) (0.036)
Hypertension 0.346 0.330 0.311 0.334 0.385
(0.051) (0.048) (0.049) (0.059) (0.058)
Undiagnosed Hypertension 0.191 -0.003 -0.233 0.291 0.090
(0.156) (0.195) (0.196) (0.242) (0.194)
Acute myocardial infarction (AMI) 0.014 0.136 0.056 0.053 0.019
(0.061) (0.039) (0.044) (0.065) (0.056)
Coronary Atherosclerosis and other heart disease 0.152 0.130 0.133 0.169 0.146
(0.033) (0.032) (0.03) (0.034) (0.034)
Cardiac Arrest (includes VF) 0.171 0.133 0.130 0.147 0.057
(0.076) (0.089) (0.066) (0.063) (0.059)
Congestive Heart Failure 0.048 -0.026 0.044 0.032 0.040
(0.033) (0.047) (0.037) (0.0412) (0.04)
Cerebrovascular Disease 0.100 0.058 0.032 0.022 0.056
(0.03) (0.034) (0.053) (0.038) (0.033)
Colon cancer 0.117 0.064 0.066 0.106 0.155
(0.076) (0.109) (0.092) (0.071) (0.055)
Peripheral Vascular Disease 0.010 0.018 0.034 0.021 -0.016
(0.039) (0.038) (0.041) (0.04) (0.048)
Other Cardiovascular Diseases 0.069 0.119 0.129 0.135 0.095
(0.029) (0.03) (0.032) (0.03) (0.035)
Other Vascular Diseases 0.069 0.091 0.061 0.048 0.068
(0.032) (0.035) (0.029) (0.029) (0.026)
Pulmonary embolism 0.133 -0.099 0.004 0.055 0.071
(0.062) (0.117) (0.085) (0.08) (0.076)
Deep Vein Thrombosis (DVT) -0.036 -0.193 -0.060 -0.044 -0.121
(0.047) (0.074) (0.064) (0.06) (0.101)
Pneumonia (non-TB, non-STD) 0.011 0.043 -0.027 -0.008 0.063
(0.043) (0.042) (0.046) (0.044) (0.044)
Influenza 0.221 0.044 0.203 0.196 -0.091
(0.06) (0.076) (0.077) (0.06) (0.113)
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Appendix Table A7: Dependent variable : log(spendig) : GLM (Gaussian distribution with identity link)

Coefficient/Standard Error (in parenthesis)

Imputation Imputation Imputation Imputation Imputation

Disease Category 1 2 3 4 5
Chronic Obstructive Pulmonary Disease (aka Emphg3em 0.090 0.116 0.109 0.117 0.133
(0.033) (0.038) (0.037) (0.036) (0.038)
Asthma 0.108 0.090 -0.002 0.063 0.017
(0.035) (0.042) (0.061) (0.045) (0.061)
Acute respiratory infection 0.049 0.065 0.066 0.048 0.026
(0.027) (0.029) (0.036) (0.031) (0.029)
Lung Cancer 0.252 0.240 0.248 0.226 0.195
(0.08) (0.07) (0.081) (0.091) (0.086)
Respiratory symptoms 0.104 0.085 0.105 0.105 0.103
(0.03) (0.032) (0.031) (0.034) (0.036)
Other Respiratory Diseases 0.101 0.099 0.100 0.066 0.122
(0.024) (0.031) (0.036) (0.036) (0.032)
Acute Renal Failure -0.056 -0.008 -0.007 -0.083 -0.061
(0.062) (0.043) (0.062) (0.078) (0.076)
Skin Cancer 0.021 -0.005 0.064 0.018 0.008
(0.04) (0.056) (0.032) (0.043) (0.04)
Hyperplasia of the Prostate 0.257 0.226 0.230 0.177 0.150
(0.058) (0.059) (0.053) (0.068) (0.065)
Dermatologic Diseases 0.106 0.103 0.076 0.109 0.150
(0.032) (0.033) (0.032) (0.03) (0.027)
Rheumatoid Arthritis 0.083 -0.091 0.050 0.111 0.021
(0.061) (0.074) (0.057) (0.067) (0.069)
Osteoarthritis 0.028 -0.002 -0.003 0.005 0.016
(0.033) (0.045) (0.034) (0.043) (0.043)
Breast Cancer 0.132 0.192 0.228 0.200 0.131
(0.066) (0.063) (0.052) (0.062) (0.062)
Back Pain 0.078 0.059 0.088 0.135 0.078
(0.031) (0.04) (0.03) (0.036) (0.029)
Osteoporosis 0.039 -0.032 0.052 -0.028 0.080
(0.039) (0.046) (0.033) (0.043) (0.03)
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Appendix Table A7: Dependent variable :

log(spendig)

: GLM (Gaussian distribution with identity link)

Coefficient/Standard Error (in parenthesis)

Imputation Imputation Imputation Imputation Imputation

Disease Category 2 3 4 5
Other Rheumatic Diseases 0.169 0.184 0.161 0.213 0.176
(0.04) (0.039) (0.038) (0.044) (0.035)
Hip Fracture -0.262 0.085 -0.042 0.091 0.049
(0.122) (0.064) (0.074) (0.075) (0.053)
Signs and Symptoms 0.475 0.438 0.498 0.401 0.468
(0.052) (0.05) (0.053) (0.052) (0.051)
OTHER COVARIATES
Health compared to one year ago ( about the same) -0.184 -0.200 -0.178 -0.183 -0.200
(0.055) (0.055) (0.055) (0.056) (0.054)
Health compared to one year ago ( somewhat worst/morse) -0.100 -0.118 -0.091 -0.103 -0.089
(0.053) (0.056) (0.053) (0.054) (0.054)
Ever served in armed forces 0.102 0.129 0.088 0.114 0.137
(0.07) (0.072) (0.069) (0.069) (0.069)
Death in year 0.141 0.216 0.153 0.187 0.163
(0.100) (0.106) (0.104) (0.105) (0.101)
Any Difficulty lifting/carrying 10 pounds. 0.028 0.023 0.019 0.014 0.017
(0.017) (0.018) (0.017) (0.017) (0.018)
Any difficulty stooping/crouching/kneeling 0.039 0.039 0.041 0.037 0.027
(0.019) (0.019) (0.019) (0.021) (0.021)
Any difficulty walking 1/4 mi. or 2-3 blocks. 0.203 0.197 0.201 0.219 0.204
(0.043) (0.0412) (0.041) (0.0412) (0.042)
Education-9-11 grade (includes 12 with no diploma) 0.036 0.050 0.044 0.044 0.067
(0.094) (0.098) (0.094) (0.095) (0.096)
Education- High school grad/GED or equivalent 0.116 0.102 0.119 0.100 0.119
(0.085) (0.088) (0.085) (0.09) (0.088)
Education- some college of AA degree 0.218 0.211 0.223 0.206 0.231
(0.098) (0.099) (0.098) (0.102) (0.104)
Education- college grad or more 0.243 0.213 0.242 0.215 0.230
(0.087) (0.089) (0.088) (0.095) (0.095)
Ever smoked cigarettes/cigars/tobacco 0.008 -0.023 0.010 0.002 -0.004

(0.039) (0.04) (0.038) (0.04) (0.042)




Appendix Table A7: Dependent variable : log(spendig) : GLM (Gaussian distribution with identity link)

Coefficient/Standard Error (in parenthesis)

Imputation Imputation Imputation Imputation Imputation

Disease Category 1 2 3 4 5
General health compared to others same age (Ve)go 0.089 0.125 0.110 0.115 0.109
(0.069) (0.07) (0.066) (0.072) (0.073)
General health compared to others same age (Good) 0.217 0.269 0.241 0.255 0.247
(0.074) (0.072) (0.07) (0.075) (0.074)
General health compared to others same age (Fair) 0.319 0.373 0.337 0.362 0.333
(0.087) (0.082) (0.088) (0.085) (0.086)
General health compared to others same age (Poor) 0.431 0.449 0.427 0.496 0.451
(0.1) (0.094) (0.1) (0.103) (0.101)
Days in institution 0.004 0.004 0.004 0.004 0.004
(0.000) (0.000) (0.000) (0.000) (0.000)
Count of inpatient nights 0.005 0.006 0.006 0.005 0.005
(0.003) (0.003) (0.003) (0.003) (0.003)
Count of inpatient stays 0.327 0.333 0.324 0.351 0.330
(0.025) (0.024) (0.023) (0.027) (0.024)
Male -0.288 -0.314 -0.262 -0.263 -0.264
(0.108) (0.119) (0.108) (0.107) (0.112)
Marital Status-Widowed -0.011 -0.017 0.002 0.000 -0.004
(0.036) (0.037) (0.036) (0.037) (0.037)
Marital Status-Divorced or Separated -0.098 -0.087 -0.072 -0.084 -0.090
(0.082) (0.084) (0.083) (0.08) (0.084)
Marital Status- Never married -0.394 -0.421 -0.388 -0.405 -0.431
(0.161) (0.162) (0.161) (0.16) (0.159)
Poverty category ( near poor) -0.069 -0.080 -0.071 -0.070 -0.107
(0.092) (0.091) (0.094) (0.095) (0.096)
Poverty category (low income) -0.044 -0.036 -0.038 -0.054 -0.035
(0.077) (0.083) (0.083) (0.086) (0.083)
Poverty category (middle income) 0.050 0.046 0.050 0.030 0.032
(0.074) (0.073) (0.078) (0.08) (0.077)
Poverty category (high income) 0.140 0.162 0.155 0.146 0.151

(0.071) (0.072) (0.079) (0.079) (0.077)

35



Appendix Table A7: Dependent variable : log(spendig) : GLM (Gaussian distribution with identity link)

Coefficient/Standard Error (in parenthesis)

Imputation Imputation Imputation Imputation Imputation

Disease Category 1 2 3 4 5
Any difficulty dressing 0.065 0.104 0.049 0.075 0.076
(0.063) (0.06) (0.058) (0.06) (0.059)
Any difficulty eating 0.083 0.082 0.124 0.132 0.123
(0.064) (0.067) (0.071) (0.069) (0.064)
Private health insurance coverage for the year -0.023 -0.030 -0.037 -0.020 -0.033
(0.059) (0.059) (0.061) (0.059) (0.059)
Race- Black -0.042 -0.065 -0.069 -0.053 -0.061
(0.085) (0.085) (0.081) (0.086) (0.087)
Race- Hispanic 0.030 0.006 -0.004 0.011 0.031
(0.096) (0.106) (0.099) (0.105) (0.099)
Race- Other 0.007 0.036 0.014 0.053 0.036
(0.096) (0.09) (0.092) (0.098) (0.093)
Current smoker -0.221 -0.227 -0.206 -0.224 -0.197
(0.111) (0.114) (0.106) (0.108) (0.107)
Age of the beneficiary -0.001 0.000 -0.001 0.000 -0.002
(0.003) (0.003) (0.003) (0.003) (0.003)
Body Mass Index 0.003 0.003 0.003 0.002 0.004
(0.003) (0.004) (0.003) (0.003) (0.003)
Intercept 6.407 6.396 6.440 6.330 6.436
(0.31) (0.293) (0.319) (0.311) (0.314)

Note: The cost model regressed the logarithm of spengilug $1) on the 78 condition and screening indicaand 22 demographic and other covariates.
Lifestyle covariates include information on inpati@ctivity and institutionalization, as well asfidulty with common life-skills such as eating, lkiag,
stooping, lifting and dressing. In addition to t@mmon demographic characteristics such as age, aad gender, the regression incorporates gudited
indications of health comparisons to one year miat to others of the same age as well as smolistgry, poverty category, educational attainment| a
service in the armed forces. Two of the conditiomugs have negative coefficients for all five of thultiply imputed data sets: DVT and Acute Rerslufe.
As a result we are unable to attribute spendirthese conditions. In the situation where coeffitsamere negative for only a selection of the fivaltiples they
were treated as missing in the subsequent stepg ahalysis.
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Table A8: Adjusted Observed Cost Moddtstimates

Parameters

Coefficient/Standard Error (in parenthesis)

Intercept

Number of comorbidities

Number of comorbidities squared
Any hospitalization

Number of nights in hospital
Number of hospital admissions
Number of days in an institution

Patient survived the calendar year
Number of months survived in the calendar yeaddideased)

Number of outpatient claims

0.3956 (0.0462)
-0.0042 (0.0015)
0.0001 (0.0001)
-0.1663 (0.0166)
0.0143 (0.0004)
0.0246 (0.0068)
0.0021 (0.0000)

0.0828 (0.0332)
0.0071 (0.0042)

0.0058 (0.0007)
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Table A9: Attributed Cost by Medical Conditions ushg different methods

Average Cost

Totals Cost (in Billions)

Propensity Propensity
ID Multiple-CCS/Conditions Claims  Regression Score Claims  Regression Score
1-Infectious and parasitic diseases
Immunizations and screening for
4 infectious disease $22 $556 $15 $0.40 $10.89 $0.30
Tuberculosis, STD, non-HIV, HIV,
106 Other Infectious disease 2,469 163 1,372 19.88 1.68 14.14
2-Neoplasms
6 Colon cancer 2,802 807 1,240 1.89 0.92 141
7 Lung Cancer 4,102 2,758 4,444 2.30 1.56 2.52
8 Skin Cancer 1,547 126 308 5.17 0.65 1.58
9 Breast Cancer 1,737 1,286 1,123 2.86 2.59 2.28
11 Prostate Cancer 1,832 1,671 988 3.58 3.43 2.05
12 Hematologic Cancers 4,214 2,131 3,431 2.60 1.73 2.82
13 Benign Neoplasm 1,309 710 47 8.04 5.76 0.38
120 Cervical Cancer and Other Cancers| 2,410 1,317 1,143 15.00 10.90 9.46
3-Endocrine; nutritional; and metabolic diseases
and immunity disorders
15 Thyroid Disorders 859 322 448 7.10 3.29 4.59
16 Diabetes Mellitus 862 1,454 1,119 10.19 17.22 13.25
17 Undiagnosed Diabetes Mellitus 637 485 43 0.01 0.33 0.03
18 Hyperlipidemia 623 806 720 14.04 18.51 16.57
19 Undiagnosed Hyperlipidemia 540 445 -856 0.07 0.25 -0.51
20 Gout and other crystal arthropathies| 825 119 384 1.28 0.34 1.11
21 Other Endocrine Diseases 1,362 639 1,422 16.47 8.92 19.81
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Table A9 (Contd.): Attributed Cost by Medical Conditions using different methods

Average Cost

Totals Cost (in Billions)

Propensity Propensity
ID Multiple-CCS/ Conditions Claims  Regression Score Claims  Regression Score
4-Diseases of the blood and blood-forming organ
22 Anemia $1,393 $948 $2,147 $12.22 $9.99 $22.62
23 Other Hematologic Disease 1,818 662 2,328 5.44 2.87 10.15
5-Mental lliness
107 ETOH Abuse, lllicit Drug and Tobaccq 2,156 1,275 1,188 5.77 6.22 5.85
27 Dementia 3,388 783 2,229 10.93 3.53 10.11
28 Depression 1,724 815 1,812 5.85 3.90 8.65
29 Bipolar Disorder 1,451 405 654 0.34 0.43 0.62
30 Schizophrenia 1,850 9209 3,622 1.81 1.78 6.94
108 Anxiety, Posttraumatic Stress Disordeg 1,017 254 450 3.01 1.22 2.20
109  Attention Deficit Hyperactivity
Disorder ADD-ADHD., Mental
Retardation (HCC term), Other Mentg
Health Disorders 1,526 346 1,429 3.05 1.25 5.12
6-Diseases of the nervous system and sense
organs
36 Otitis Media 673 284 379 0.77 0.68 0.90
46 Vestibular Disorders 699 40 351 2.58 0.21 1.80
47 Other Ear Disorders 854 461 165 3.77 2.78 1.00
110 Parkinson's Disease, MS, Paralysis 2,638 849 1,635 3.29 2.88 5.48
40 Seizure Disorders 1,893 549 1,984 1.61 1.16 4.07
111 Headaches, Migraine 753 199 169 1.85 0.93 0.77
43 Cataract 960 490 146 12.40 7.21 2.15
44 Glaucoma 701 544 141 3.70 3.95 1.02
45 Eye Disorders 1,017 615 174 14.25 9.69 2.75
48 Disease of the Central Nervous Syste 2,089 1,192 2,203 19.76 13.53 24.99
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Table A9 (Contd.): Attributed Cost by Medical Conditions using different methods

Average Cost

Total Cost (in Billions)

Propensity Propensity
ID Multiple-CCS/Calibrated Conditions Claims Regression Score Claims Regression Score
7-Diseases of the circulatory system
49 Hypertension $883 $2,619 $1,347 $22.33 $68.86 $35.42
50 Undiagnosed Hypertension 840 445 -897 0.18 0.37 -0.81
51 Acute myocardial infarction (AMI) 4,680 459 1,142 4.63 1.98 4.71
52 Coronary Athero. and other heart diseag 2,524 1,371 1,687 24.64 13.40 16.49
112 Atrial Fib. and Flutter, Other Arrhythmia 1,293 486 1,114 11.41 5.63 12.97
55 Cardiac Arrest (includes VF) 4,407 1,384 2,400 1.64 1.50 2.63
56 Congestive Heart Failure 2,009 375 2,514 10.18 2.41 16.20
113 Acute hemorrhagic or Ischemic Stroke 2,473 452 1,593 5.09 1.46 5.06
59 Cerebrovascular Disease 1,470 514 1,341 7.60 3.46 9.01
60 Peripheral Vascular Disease 1,873 158 1,071 10.42 1.15 7.75
61 Other Cardiovascular Diseases 2,692 971 1,346 25.66 11.05 15.32
62 Other Vascular Diseases 1,848 552 1,137 20.81 7.30 15.07
63 Pulmonary embolism 2,993 486 1,593 1.30 0.70 2.31
64 Deep Vein Thrombosis (DVT) 2,259 - 1,200 222 - 2.68
8-Diseases of the respiratory system
65 Pneumonia (non-TB, non-STD) 2,909 285 2,318 8.01 1.14 9.31
66 Influenza 958 897 170 0.29 1.13 0.21
67 Chronic Obstructive Pulmonary Diseasg 1,373 1,079 1,477 9.16 7.22 9.88
68 Asthma 1,178 411 817 3.37 1.99 4.07
69 Acute respiratory infection 604 331 83 4.67 3.29 0.82
70 Respiratory symptoms 1,033 901 1,669 12.39 12.45 23.05
71 Other Respiratory Diseases 2,073 877 1,592 15.55 8.27 15.05

40



Table A9 (Contd.): Attributed Cost by Medical Conditions using different methods

Average Cost

Total Cost (in billions)

Multiple-CCS/Calibrated Propensity Propensity
ID Conditions Claims Regression Score Claims Regression Score
9-Diseases of the digestive systt
Reflux/Ulcer Disease, Biliary
Tract Disease, Liver Disease,
Gastrointestinal Bleeding,
Other Gastrointestinal
114 Disorders $1,747 $1,588 $1,370 $28.06 $33.09 $28.52
10-Diseases of the genitourinary system
77 Acute Renal Failure 3,738 3,080 774 - 10.65
115 Chronic Renal Failure & ESRL 2,449 601 1,757 8.39 3.32 9.74
UTI, Urinary Incontinence,
116 Other Genitourinary Diseases| 1,096 891 1,020 18.12 17.60 20.14
82 Hyperplasia of the Prostate 813 1,369 187 3.85 7.65 1.05
11-Complications of menopause, pregnancy
childbirth, and the puerperium
Menopause, Pregnancy and
117 Childbirth, Contraception and | 563 130 -45 1.43 0.46 -0.16
Procreation
12-Diseases of the skin and
subcutaneous tissue
87 Dermatologic Diseases 912 817 509 12.61 12.70 7.91
13-Diseases of the musculoskeletal system
and connective tissue
88 Rheumatoid Arthritis 2,130 399 843 2.66 1.26 2.71
89 Osteoarthritis 1,774 66 277 17.96 1.22 5.05
90 Back Pain 1,260 601 349 13.32 7.58 4.40
91 Osteoporosis 1,053 236 307 5.11 1.57 2.08
92 Other Rheumatic Diseases 1,149 1,406 1,024 23.14 29.98 21.83
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Table A9 (Contd.): Attributed Cost by Medical Conditions using different methods

Average Cost

Totals Cost (in Billions)

Multiple-CCS/Calibrated Propensity Propensity
ID Conditions Claims Regression Score Claims Regression Score
14 -Congenital Anomalies & Certain
conditions originating in the perinatal period
Congenital Disorders, Newborn
118 conditions $2,237 $654 1,272 $4.63 $2.38 $4.64
15-Injury and poisoning
Trauma, Fractures, Poisoning ar
other injury, Motor vehicle
119 accident 2,033 1,520 2,163 25.83 25.46 36.25
96 Hip Fracture 3,293 425 456 1.63 0.66 0.73
16-Other conditions
99 Signs and Symptoms 829 3,747 2,305 22.13 102.37 62.97
Residual, unclassified, all other
101 codes 1,182 1,051 1,146 19.20 18.76 20.46
17-Cancer Screening
102 Screening: Breast Cancer 243 61 -350 1.79 0.50 -2.89
103 Screening: Colon Cancer 231 177 -561 0.67 0.52 -1.67
104 Screening: Prostate Cancer 90 157 -945 0.34 0.77 -4.67
105 Screening: Cervical Cancer 103 41 -691 0.21 0.13 -2.23
Other covariates (including
intercept) N/A 1,566 N/A N/A 57.68 N/A

Note: Cost attribution in the “claims based approacHjased on health conditions reported in 2009 MGBSt attribution in Regression and Propensity Score
Method is based on calibrated health conditionfert® data section for details on calibrated lreatinditions). Regression coefficients are negatial five
imputed data set for Acute Renal Failure and Deeijm Whrombosis (DVT). No spending is attributedttese conditions in regression based approach=N/A

Not applicable
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