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1 Introduction

Suppose a researcher is interested in the average causal effect of a binary treatment in a setting

where the population of interest is partitioned into a number of subpopulations, clusters or

strata. The potential outcome distributions, both marginal and conditional on observed pre-

treatment variables, as well as the marginal and conditional treatment assignment probabilities,

may differ between the strata. The researcher has available a random sample of units from a

randomly selected subset of clusters. A popular estimation strategy in such settings is fixed

effect regression where the differences between the strata are assumed to be fully accounted

for by additive stratum-specific components in the regression function. Under this approach,

all clusters are assumed to be comparable once these additive stratum-specific components are

removed. However, especially in settings with additional covariates (pretreatment) variables,

the additivity and linearity assumptions imposed by such fixed effect methods impose strong,

possibly undesirable, conditions on the relationship between the potential outcome distributions

in the different strata.

In this paper, we develop methods for this setting that allow for heterogeneity between clus-

ters beyond the additive component. This will imply that we cannot simply compare treated

and control units in any pair of clusters once we remove the additive component. Instead only

treated and control units in “similar” clusters are comparable. The key will be in constructing

measures of similarity between clusters. If we wish to be very flexible in the amount of hetero-

geneity between clusters we allow for, we end up in the extreme case where only units within the

same cluster are comparable. However, if there are few units per cluster in the sample we may

in that case not be able to adjust flexibly for differences between treated and control units in

terms of fixed pretreatment variables. We, therefore, may need to balance the desire to compare

treated and control units in similar clusters and the desire to compare only treated and control

units with similar covariates.

To relax the functional assumptions, we start by first noting that, by omitted variable bias

arguments, biases arise from differences in the conditional distributions of the potential outcomes

in different strata only if the conditional assignment probabilities differ by stratum. In fact, it is

obvious that, if the treatment is completely randomly assigned, one need not be concerned with

systematic differences in potential outcome distributions between strata, additive or not. One

can, therefore, remove biases from comparisons between treated and control units in the same or
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different clusters by ensuring that treatment/control comparisons are between units with iden-

tical assignment probabilities (identical values for the propensity score). We propose to exploit

this idea, well known in the evaluation literature since Rosenbaum and Rubin [1983] by mod-

eling and estimating the conditional assignment probabilities in the different strata. Using this

strategy, we can relax the functional form assumptions on the potential outcome distributions

substantially. The complication in following this approach is that in settings with few sampled

units per cluster we cannot consistently estimate the population assignment probabilities for

each unit. We address this problem by imposing an exponential family structure on the joint

distribution of treatments and covariates within a cluster to achieve consistency of the estimator

for the average treatment effect under asymptotic sequences with a fixed number of sampled

units per cluster.

In the fixed effect approach units in different clusters are directly comparable once we remove

the additive fixed component. In our approach, the differences are more complex, and we rely

on comparing units in similar clusters, requiring us to define smooth measures of the distance

between clusters. Another alternative that also allows for heterogeneity between clusters beyond

additive components is to assume that sets of clusters are similar and use the data to identify

such sets, e.g., Bonhomme and Manresa [2015].

Although we focus in the current paper on a cross-section setting with clusters, as in Altonji

and Mansfield [2014], the issues raised here are also relevant to proper panel or longitudinal data

settings (Hsiao et al. [2012], Chamberlain [1984], Pesaran [2006], Arellano and Honoré [2001],

Abadie [2005], Bertrand et al. [2004], as we discuss in Section 6. In that literature the paper

fits into a recent set of studies Abadie et al. [2010], de Chaisemartin and D’Haultfœuille [2018],

Bonhomme and Manresa [2015], Imai and Kim [2016], Athey and Imbens [2018] that connects

more directly with the causal (treatment effect) literature than the earlier panel data literature

by allowing for general heterogeneity beyond additive effects.

2 Fixed Effect versus Propensity Score Methods

In this section we set up the problem and introduce the notation. We then discuss fixed effect

regression, and state assumptions on the potential outcome distributions that justify this esti-

mation strategy. Next, we contrast these with estimation methods from the program evaluation
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literature under unconfoundedness.

2.1 The Set Up

Using the potential outcome set up (e.g., Imbens and Rubin [2015]), we consider a set up with

a large, possibly infinite, population of units, characterized by a pair of potential outcomes

(Yi(0), Yi(1)), and a K-component vector of pretreatment variables Xi. The population is par-

titioned into strata or clusters, with Ci indicating the stratum or cluster unit i is a member of.

The number of strata in the population is large, and so is the number of units per cluster. We

are interested in the average treatment effects. Ideally we might wish to estimate the population

average effect,

τ = E[Yi(1)− Yi(0)],

but this may be challenging, and we may need to settle for some other average of Yi(1) −
Yi(0), e.g., the average over some subpopulation defined in terms of clusters, covariates and

assignments. Unit i receives treatment Wi ∈ {0, 1}. We first randomly sample C clusters, and

then draw a random sample of size N from the subpopulation defined by the sampled clusters.

For the sampled units we observe the quadruple (Yi,Wi, Xi, Ci), i = 1, . . . , N , where Yi = Yi(Wi)

is the realized outcome, that is, the potential outcome corresponding to the treatment received,

and Ci ∈ {1, . . . , C} is the cluster label for unit i. Also define Cic = 1Ci=c as the binary cluster

indicators, and let Nc =
∑N

i=1Cic be the number of sampled units in stratum c. For any variable

Zi, let Zc =
∑

i:Ci=c
Zi/Nc be the corresponding cluster average in cluster c.

In the settings we are interested in the number of strata or clusters in the sample, C, may

be substantial, on the order of hundreds or even thousands. The dimension of Xi may be

modest. The number of units in the population in each cluster is large, but we observe only

few units in each stratum, possibly as few as two or three. As a result methods that rely on

accurate estimation of features of the population distribution of potential outcomes or treatments

conditional on covariates within clusters may have poor properties.
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2.2 Fixed Effect Regression

A common approach to estimating the causal effect of Wi in this setting is to use a fixed effect

regression (e.g., Hsiao [2014], Arellano [2003], Chamberlain [1984], Angrist and Pischke [2008],

Wooldridge [2010]). Here the regression function is specified as

Yi = αCi
+Wiτ +X>i β + εi =

C∑
c=1

Cicαc +Wiτ +X>i β + εi, (2.1)

with τ the object of interest, and β and the αc nuisance parameters. The parameters (β, τ) and

the fixed effects αc, for c = 1, . . . , C, are then estimated by least squares:

(
α̂fe
c , β̂

fe, τ̂ fe
)

= arg min
αc,τ,β

N∑
i=1

(
Yi −

C∑
c=1

Cicαc −Wiτ −X>i β
)2
. (2.2)

This set up is the starting point of the discussion in this paper. The fixed effect specification and

corresponding estimator are widely used in the empirical literature. In the absence of the fixed

effects the concern is that comparisons of treated and control units, say based on least squares

regression using the same specification of the regression function other than the omission of the

fixed effects,

Yi = α +Wiτ +X>i β + εi,

would not have a credible causal interpretation.

In typical applications the number of strata is substantial, the dimension of the covariates is

modest, and the number of sampled units per stratum is modest. Asymptotic approximations

are often based on the number of strata increasing proportional to the number of sampled units,

so that the average number of sampled units per stratum converges to a finite limit. This leads

to the incidental parameters problem (Neyman and Scott [1948], Bonhomme [2012], Bonhomme

and Manresa [2015], Arellano and Hahn [2006], Hsiao [2014], Hahn and Newey [2004]). However,

the incidental parameter problem does not create complications for estimators of all parameters,

and in this case it does not compromize our ability to get a consistent estimator for τ .

To motivate the paper, we first present a set of assumptions that justify the fixed effects

estimator τ̂ fe as an estimator for the causal effect τ , and then discuss some concerns with these
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assumptions. Note that we are not concerned with the properties of α̂fe
c or β̂fe, solely with

the estimator τ̂ fe for the treatment effect. In fact there are no consistent estimators for αc

under asymptotic sequences of the type we consider where the number of units per stratum

remains finite. To formally justify the fixed effect estimator for τ we can make the following

assumptions. First, unconfoundedness, which implies that the comparison of treated and control

units within the same stratum, and with the same value for the pretreatment variables, has a

causal interpretation:

Wi ⊥⊥
(
Yi(0), Yi(1)

) ∣∣∣ Xi, Ci. (2.3)

The second assumption adds functional form restrictions. Define the within-stratum conditional

expectation of the potential outcomes given Xi:

µw(x, c) = E[Yi(w)|Xi = x,Ci = c]. (2.4)

Then assume

µw(x, c) = αc + x>β + wτ. (2.5)

Both the unconfoundedness assumption and the functional form assumption are strong and

often controversial. In the current discussion however, we focus on the functional form assump-

tion and maintain the unconfoundedness assumption. For discussions of the unconfoundedness

assumption the reader is referred to the general treatment effect literature, e.g., Imbens and

Rubin [2015], Morgan and Winship [2014]. There are multiple concerns with the functional

form assumption. First, the strata may differ not only in the level of the outcome, but also in

the response to the treatment, so that the constant treatment effect assumption is violated. The

strata may also differ in the association between other covariates and the outcome, so that the

additivity and linearity assumptions are violated. Under the fixed effect assumptions treated

units in a cluster with 90% of the units treated can be compared to control units in a cluster

with 10% of the units treated, as long as we remove the corresponding αc. Such strong im-

plications may be unrealistic, and it may be more reasonable to compare treated and control

units in clusters that are similar. The question is how to define and operationalize the notion
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of similarity of clusters in a setting with few sampled units per cluster.

Note that in the case without pretreatment variables these functional form assumption matter

substantially less. In the absence of covariates, the fixed effects estimator is no longer unbiased

for the average effect of the treatment if the effects of the treatment differ between strata.

Nevertheless, the fixed effects estimator does estimate a weighted average of the within-stratum

average effects, with the weights equal to the inverse of the within-stratum variances, and so that

it has a meaningful causal interpretation (e.g., Angrist and Pischke [2008]). However, this result

does not extend to the case with covariates that enter into a nonlinear or interactive way if the

specification of the regression function is linear. In that case the fixed effect estimators may have

substantial bias if the functional form assumption is violated, and the sign of the probability

limit of the fixed effect estimator can be of the opposite sign, even if all the within-cluster

average treatment effects are the same sign.

Relaxing the functional form is not straightforward. Even parametric extensions, by, for

example, allowing for separate τ and β by stratum may be difficult to implement with com-

monly available data. For example, Chernozhukov et al. [2013] develop methods that allow the

unobserved component αc to enter the conditional expectation of Yi in a nonlinear manner.

2.3 Propensity Score Methods

In contrast to the fixed effect literature, functional form assumptions are often avoided in the

treatment effect literature (see Abadie and Cattaneo [2018] and Imbens and Wooldridge [2009]

for recent surveys), by using more flexible estimators. Many of the recommended estimators in

that literature go beyond estimating the conditional expectation of the outcomes given treat-

ment and covariates. The concern with estimators that rely only on estimating the conditional

expectation of the outcomes is that they are often sensitive to the specific estimation method

employed, in particular in settings where the covariate distributions differ substantially between

treatment groups. In the current setting, this would correspond to a concern that the probability

of receiving the active treatment may differ substantially by both strata and covariates. The es-

timators that are recommended in that literature involve in some fashion or another estimating

the propensity score,

e(x, c) = pr(Wi = 1|Xi = x,Ci = c).
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Estimators in this literature include weighting on the inverse of the propensity score (Hirano

et al. [2003]), matching on the propensity score (Abadie and Imbens [2016]), or blocking on

the propensity score, often of them in combination with direct regression adjustment through

doubly robust methods (Robins and Rotnitzky [1995]). One specific approach is to use the

influence function (Bickel et al. [1998], Chernozhukov et al. [2016]). In the current case that

would correspond to estimating e(·) and µw(·), and then estimate τ as

τ̂ eif =
1

N

N∑
i=1

{
µ̂1(Xi, Ci)− µ̂0(Xi, Ci) +Wi

Yi − µ̂1(Xi, Ci)

ê(Xi, Ci)
− (1−Wi)

Yi − µ̂0(Xi, Ci)

1− ê(Xi, Ci)

}
.

In settings with a substantial number of units per cluster, we can directly implement these ideas

(e.g., Yang [2016]).

The main issue with this approach in the current setting is that it relies on the number

of sampled units per cluster being sufficiently large so that we can estimate the conditional

potential outcome means and the propensity score with sampling error going to zero. This is

not in the spirit of the fixed effects literature where, by differencing out the fixed effects, one

can obtain consistent estimates of the parameters of interest in settings with a small number

of units per cluster, sometimes as few as two. One approach would be to use some of the

recent methods that allow for high-dimensional covariates (e.g., Farrell [2015], Athey et al.

[2016], Chernozhukov et al. [2016]), and use the cluster indicators simply as additional control

variables. The structure of the control variables, with the cluster indicator partitioning the

population in many subpopulations, may prevent such methods from being effective.

In this paper we propose a new approach that allows us to exploit insights from the propensity

score literature in settings with a finite number of sampled units per cluster. In fact, this number

may be as small as two. We do so by imposing structure on the joint distribution of the treatment

assignment and covariates in the clusters, so that we can characterize the propensity score as

function of only a small number of individual characteristics.

2.4 An Alternative Representation of the Fixed Effect Estimator

To motivate our approach it is useful to observe is that we can characterize the fixed effect

estimator in an alternative way. Using the notation for cluster averages of Yi, Wi, and Xi
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respectively,

Y c =
1

Nc

∑
i:Ci=c

Yi, W c =
1

Nc

∑
i:Ci=c

Wi, Xc =
1

Nc

∑
i:Ci=c

Xi,

we can write the fixed effect estimator in a different way.

Lemma 1. (An Alternative Representation of the Fixed Effect Estimator -

Mundlak [1978]) Consider the regression

Yi = α +Wiτ +X>i β +WCi
δ +X

>
Ci
γ + εi, (2.6)

with the least squares estimates defined as

(
α̂ca, δ̂ca, γ̂ca, τ̂ ca, β̂ca

)
= arg min

α,δ,γ,τ,β

N∑
i=1

(
Yi − α−Wiτ −X>i β −WCi

δ −X>Ci
γ
)2
,

(where the superscript “ca” stands for cluster averages). Then:

τ̂ ca = τ̂ fe.

The proof can be found in Appendix B.1.

Comment 1: This alternative representation of the fixed effects estimator, mentioned in passing

in Mundlak [1978], can be derived easily using omitted variable bias expressions. We state it as a

formal result merely to facilitate the interpretation of the novel results below. The intuition for

the equivalence of the two regressions is that bias from omitting cluster indicators comes from a

non-zero effect of the stratum indicator, in combination with a correlation between the stratum

indicator and the treatment indicator. If we have two clusters with the same distribution of

conditional treatment probabilities, there is no bias from combining them into a single cluster.

�

Comment 2: Altonji and Mansfield [2014] also use cluster averages as a method for controlling

for unobserved cluster differences. Their focus is on linear methods and the identifying power

of such regressions in the context of structural models. �

Comment 3: These two representations show that the adjusting for differences between the
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clusters takes a very simple form, exploiting the additivity of the regression function. Instead of

including indicators Cic for the cluster, we can include the cluster average covariates, or subtract

cluster averages from outcomes and covariates. Suppose we view (2.6) as a regression version

of an attempt to compare treated and control units after adjusting for all differences between

the cluster in (Xi,WCi
, XCi

). Then the program evaluation literature under unconfoundedness

would suggest that if the distribution of these variables were substantially different for treated

and control units, simple least squares regression might not be a reliable way of adjusting

for these differences. Instead, more sophisticated methods of adjusting for such differences,

involving the propensity score, and relaxing linearity and additivity of the regression function

in (Xi,WCi
, XCi

), might be more effective. �

Comment 4: In addition (2.6) suggests that the differences between clusters are fully captured

by differences in the values of the pair of averages (W c, Xc). In many cases, there may be

concerns that the differences between clusters are more complex, and would require accounting

also for differences in XW c, the cluster average of the product of Wi and Xi, or in the average

value of higher order moments of Xi. Given the representation in (2.6) it would be natural to

include averages of such functions in the regression function. �

Our proposed approach addresses these last two comments. It provides a formal justification

for an unconfoundedness condition given sample cluster averages of functions of the covariates

and treatment indicators, which motivates adjusting for those in a flexible, nonlinear way. It

also suggests when it would be appropriate to include averages of additional functions of the

covariates and treatment indicators beyond (W c, Xc).

3 An Alternative to the Fixed Effect Estimator

In this section we present our main results, We propose a new estimator for average treatment

effects in the setting with clustered data. The estimator has features in common with the

efficient influence function estimators from the program evaluation literature, as well as with

the fixed effect estimators from the panel data literature. Unlike fixed effect estimators, it

can accommodate differences in potential outcome distributions between clusters that are not

additive. There are two issues involved in our approach. First, we have to be careful in defining

the estimand to account for the fact that there may be few units in a cluster. In general, we can

9



not consistently estimate the overall average causal effect, because there are likely to be clusters

with no treated or no control units. To take this into account, we define a subset of units for

which we estimate the average effect. This subset will depend on fixed characteristics of units as

well as on realizations of the sampling and assignment processes in a somewhat unusual manner.

Of course, this is not new to our approach: standard fixed effect estimators do not estimate the

average effect of the treatment if there is systematic variation in treatment effects by strata.

Second, we need to adjust for features of the clusters that cannot be estimated consistently

under the asymptotic sequences we consider.

3.1 Some Preliminary Assumptions

The set up we consider has a large population of clusters. In the population, each cluster has a

large number of units. We randomly sample a finite number of clusters and then sample a finite

number of units from the subpopulation of sampled clusters. Large sample approximations to

estimators are based on the number of sampled clusters increasing, with the average number of

sampled units per cluster converging to a constant.

Assumption 3.1. (Balanced clustered sampling) There is a super-population of clusters,

we randomly sample n of them and for each cluster we randomly sample Nc = |c| units, with

N =
∑n

c=1Nc the total sample size. Nc is the same for all clusters

This assumption describes the sampling process, it is not the only possible sampling scheme

that we can allow for, but this is the simplest one. In particular, it is possible to generalize our

results to the settings with variation in the number of sampled units for each cluster.

For each unit in the population the (unobserved) data tuple is given by {(Yi(0), Yi(1),Wi, Xi, Ui, Ci)}Ni=1.

The variable Ui is a cluster-level variable that varies only between clusters, so that it is equal to

its cluster average for all units, UCi
= Ui for all i.

Our second assumption imposes restrictions on the treatment assignment process:

Assumption 3.2. (Unconfoundedness within Clusters)

Wi ⊥⊥
(
Yi(0), Yi(1)

) ∣∣∣ Xi, Ci. (3.1)
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This assumption implies that we can always compare individuals with the same characteris-

tics within the cluster.

The second assumption imposes restrictions on the fixed effects.

Assumption 3.3. (Random effects)

For the unobserved cluster-level variable UCi
we have the following:

(
Yi(1), Yi(0), Xi,Wi

)
⊥⊥ Ci

∣∣∣ UCi
(3.2)

This assumption essentially turns the problem into a random effects set up: the labels of the

clusters Ci are not important, only the cluster-level characteristics UCi
are. Conceptually, this

assumption allows us to conceptualize similarity of clusters.

Since UCi
is measurable with respect to cluster indicator variable, an implication of the

previous pair of assumptions is:

Wi ⊥⊥
(
Yi(0), Yi(1)

) ∣∣∣ Xi, UCi
. (3.3)

Now we can also compare treated and control units in different clusters, as long as the clusters

have the same value for UCi
.

3.2 Identification results

For the first identification result we need some additional notation. For each cluster c define

define Pc to be the empirical distribution of (Xi,Wi) in cluster c. In the case with discrete

Xi this amounts to the set of frequencies of observations in a cluster for each pair of values

(Wi, Xi).
1

Proposition 1. (Unconfoundedness with empirical measure) Suppose Assumptions

3.1-3.3 hold. Then:

Wi ⊥⊥
(
Yi(0), Yi(1)

) ∣∣∣ Xi,PCi
(3.4)

For the proofs of the results in this section see Appendix A.

1For the formal definition of this object including continuous Xi see Appendix A.
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Comment 1: This result states that as long as units have the same characteristics, and they

come from clusters identical in terms of PCi
, they are comparable. This is a propensity score

type result in the sense that subpopulation with the same value for (Xi,PCi
) are balanced: the

distribution of treatments is the same for all units within such subpopulations. �

Comment 2: One can view this result as a statement that PCi
captures all the information

about UCi
from the data and thus it is enough to condition on it. While intuitive, this statement

is not entirely correct. Clusters can be different in terms of empirical distribution of Yi, and

this can potentially help in predicting UCi
, but we are not utilizing this for the identification.

Instead, we are using the fact that the conditional distribution of UCi
given (Xi,PCi

) and Wi

does not depend on Wi, and thus we are averaging over the same distribution for control and

treated units. �

Comment 3: Proposition 1 can be directly used for identification only in cases where the dis-

tribution of Xi is discrete and supported on the small number of points. Otherwise, we would

never observe clusters with the same value of PCi
.Thus this result is more important from the

conceptual point of view, rather than a basis for an actual algorithm for estimation. Neverthe-

less, it shows how adjusting for features of the cluster that are not estimated consistently (the

empirical distribution of (Wi, Xi), not the population distribution) can still lead to consistent

estimates of causal effects. �

In order to get an operational identification result, that is, one that works even with multi-

valued Xi, we impose additional structure:

Assumption 3.4. (Exponential family) Conditional on Ui distribution of (Xi,Wi) belongs

to an exponential family with a known sufficient statistic:

fXi,Wi|Ui
(x,w|u) ∝ h(x,w) exp

{
ηT (u)S(x,w)

}
, (3.5)

with potentially unknown carrier h.

Define Si := S(Xi,Wi), and let Sc be the cluster average of Si for cluster c.

Comment 4: This assumption restricts the statistical model for (Xi,Wi)|UCi
but not for

Yi|Xi,Wi, UCi
. We also do not put any restrictions on the carrier h(·), which can be a gen-

eral function of its arguments. This makes this model quite flexible. �
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Theorem 1. (Unconfoundedness with sufficient statistic) Suppose Assumptions 3.1–

3.4 hold. Then:

Wi ⊥⊥
(
Yi(0), Yi(1)

) ∣∣∣ Xi, SCi
. (3.6)

Theorem 1 can be viewed as essentially a direct consequence of Proposition 1, but it is

substantially more operational. It reduces the potentially high-dimensional object PCi
to a

lower dimensional average SCi
. It is also unusual in that one of the conditioning variables,

SCi
, is not a fixed unit-level characteristic. Instead, it is a characteristic of the cluster and the

sampling process. If we change the sampling process, say to sampling twice as many units per

cluster, the distribution of SCi
changes. Nevertheless, this conceptual difference in the nature

of SCi
relative to the unit-level characteristic Xi does not affect how it is used in the estimation

procedures.

There is another key difference between the unconfoundedness condition in Theorem 1 and

in Proposition 1. With continuous covariates, the latter essentially makes it impossible to have

overlap. Indeed, unless we have individuals with the same value of covariates within the cluster,

the distribution of Wi given Xi and PCi
is degenerate. It is well known that overlap is crucial in

the semiparametric estimation of treatment effects and without it, the identification is possible

only under functional form assumptions.

The result in Theorem 1 is more useful because it allows us to control the degree of overlap

as well. With |c| being fixed the higher is the dimension of S(·) the closer we are to controlling

for PCi
, and thus the smaller is the region for which we have overlap. It would be interesting to

balance this effect with other statistical effects that arise from having higher-dimensional S(·),
but we leave this for future work. In this paper, we will assume that S(·) is known, fixed and

there is a known region of the covariate space where we have overlap.

In particular, define propensity score:

e(x, s) := E[Wi|Xi = x, SCi
= s] (3.7)

We are making the following assumption:

Assumption 3.5. (Known overlap) We assume that there exists η > 0 and a nonempty

known set A, such that for any (x, s) ∈ A we have η < e(x, s) < 1− η.
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Comment 5: This assumption has two parts: the first part restrict e(x, s) to be non-degenerate

on a certain set. This is necessary if we want to identify treatment effects without relying on

functional form assumptions. The second part is different: we assume that the set is known to a

researcher. This is a generalization of the standard overlap assumption, where we assume that

the set A is equal to the support of the covariate space. See Crump et al. [2009]. �

3.3 An Example

As a natural example of the density that satisfies Assumption 3.4 consider the following family:

E[Wi|Ui] = π(Ui)

Xi|Ui,Wi ∼ N (µ(Wi, Ui), σ
2(Wi, Ui))

(3.8)

It is easy to see that the conditional distribution of (Xi,Wi) given Ui has exponential family

representation:



f(Xi,Wi|Ui) ∝ exp{η1(Ui)X2
i + η2(Ui)WiX

2
i + η3(Ui)Xi + η4(Ui)WiXi + η5(Ui)Wi}h(Xi,Wi)

η1(Ui) := 1
σ2(0,Ui)

η2(Ui) := 1
σ2(1,Ui)

− 1
σ2(0,Ui)

η3(Ui) := −2 µ(0,Ui)
σ2(0,Ui)

η4(Ui) := 2
(
µ(0,Ui)
σ2(0,Ui)

− µ(1,Ui)
σ2(1,Ui)

)
η5(Ui) := log

(
π(Ui)

1−π(Ui)

)
+ µ2(1, Ui)− µ2(0, Ui)

(3.9)

Thus in this case the sufficient statistics is 5-dimensional: Sc =
(
X2

c, Xc, X2W c, XW c,W c

)
.
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4 Estimating Average Treatment Effects

In this section, we discuss two ways to exploit the results in Theorem 1. In the first, we

use a linear model approach, where we depart from the fixed effect specification in (2.1) by

using additional sufficient statistics, and by adjusting for those in a more general way, though

maintaining much of the linear model structure. This is a straightforward approach that may

be reasonable when the covariate and sufficient statistic distributions do not differ much by

treatment status. In the second we use a general doubly robust approach that is more likely to

be appropriate when the distributions differ substantially by treatment status.

4.1 A Linear Model Approach

First we select a set of sufficient statistics. Whereas implicitly the fixed effect approach uses

Xc and W c, we may wish to include in addition the average of the product of Xi and Wi,

XW c =
∑

i:Ci=c
XiWi/Nc. Given Sc = (Xc,W c, XW c), we can estimate a linear model with

Yi = α + τWi +X>i β + S
>
Ci
δ +Wi(Xi −X)>θ +Wi(SCi

− S)>γ + εi,

where X and S are the sample averages of Xi and SCi
respectively. This allows for more general

associations between the potential outcomes and the covariates and sufficient statistics, as well

as for interactions with the treatment.

We estimate the parameters by least squares:

(α̂, τ̂ , β̂, δ̂, θ̂, γ̂) =

arg min
α,τ,β,δ,θ,γ

N∑
i=1

(
Yi − α− τWi −X>i β − S

>
Ci
δ −Wi(Xi −X)>θ −Wi(SCi

− S)>γ
)2
.

Additionally define the following parameters:

(α̂p, β̂p, δ̂p, θ̂p, γ̂p) =

arg min
αp,βp,δp,θp,γp

N∑
i=1

(
Wi − αp −X>i βp − δ>p SCi

−Wi(Xi −X)>θp −Wi(SCi
− S)>γp

)2
.
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and let (αp, βp, δp, θp, γp) be the corresponding population parameters.

Define Di :=
(
1,Wi, Xi, SCi

,Wi(Xi −X),Wi(SCi
− S)

)
. We make the following standard

assumptions about Di and εi:

Assumption 4.1. (Projection assumptions) The following restrictions are satisfied for Di

an εi:
E[DiD

T
i ] is invertible

E[ε4i ] <∞

E[‖Di‖42] <∞

(4.1)

Assumption 4.2. (Linearity) The conditional expectation satisfies

E[Yi(w)|Xi, SCi
] = α + τw +X>i β + δ>SCi

+ w(Xi −X)>θ + w(SCi
− S)>γ.

The proofs of the next lemmas can be found in Appendix B.1.

Lemma 2. Suppose Assumptions 3.1–3.4, and 4.1-4.2 hold with sufficient statistic SCi
. Then

the least squares estimator τ̂ls is consistent for the average treatment effect τ = E[Yi(1)− Yi(0)].

Define the asymptotic variance and its empirical analog:


V :=

E
[
(
∑

i:Ci=c uiεi)
2
]
/Nc

E[u2i ]

V̂ :=
∑n

c=1(
∑

i:Ci=c ûiε̂i/Nc)
2
/n∑n

c=1(
∑

i:Ci=c û
2
i /Nc)/n

(4.2)

where
ui := Wi − αp −X>i βp − S

>
Ci
δp −Wi(Xi −X)>θp −Wi(SCi

− S)>γp

ûi := Wi − α̂p −X>i β̂p − S
>
Ci
δ̂p −Wi(Xi −X)>θ̂p −Wi(SCi

− S)>γ̂p

ε̂i := Yi − α̂−X>i β̂ − S
>
Ci
δ̂ −Wi(Xi −X)>θ̂ −Wi(SCi

− S)>γ̂

(4.3)

We have the following result:
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Lemma 3. Suppose Assumptions 3.1–3.4,4.1 hold with sufficient statistic SCi
. Suppose in

addition that

E[Yi|Wi, Xi, SCi
] = α + τWi +X>i β + δ>SCi

+Wi(Xi −X)>θ +Wi(SCi
− S)>γ.

Then

√
n(τ̂ls − τ)

d−→ N (0,V),

and

V̂ = V + op(1).

4.2 The General Case

In this subsection we collect several inference results for the general semiparametric estimator.

All proofs can be found in Appendix B.2.

For the further use we use following notation for the conditional mean, propensity score and

residuals:
µ(Wi, Xi, SCi

) := E[Yi|Wi, Xi, SCi
]

e(Xi, SCi
) := E[Wi|Xi, SCi

]

εi(w) := Yi(w)− µ(w,Xi, SCi
)

(4.4)

Note that these expectations are defined conditional on Assumption 3.1, which determines the

distribution of SCi
.

We will use µ̂i(·) and êi(·) for generic estimators of µ(·) and e(·). Subscript i is used to allow

for cross-fitting (Chernozhukov et al. [2016]). Define {Ai} := {(Xi, SCi
) ∈ A}, where A is the

(known) set with overlap in the distribution of (Xi, SCi
). Define true and estimated share of
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observations with overlap:π(A) := E[{Ai}]

π̂(A) := 1
n

∑
c

1
Nc

∑
i:Ci=c

{Ai}
(4.5)

We assume the generic estimators êi and µ̂i satisfy several high-level consistency properties.

These restrictions are standard in the program evaluation literature.

Assumption 4.3. (High-level conditions) The following conditions are satisfied for êi and

µ̂i:

η < êi(Xi, SCi
) < 1− η a.s.

1
n

∑n
c=1

[
1
Nc

∑
i:Ci=c

{Ai}(e(Xi, SCi
)− ê(Xi, SCi

))2
]

= op(1)

1
n

∑n
c=1

[
1
Nc

∑
i:Ci=c

{Ai}(µ(Wi, Xi, SCi
)− µ̂i(Wi, Xi, SCi

))2
]

= op(1)

1
n

∑n
c=1

[
1
Nc

∑
i:Ci=c

{Ai}(e(Xi, SCi
)− êi(Xi, SCi

))2
]

× 1
n

∑n
c=1

[
1
Nc

∑
i:Ci=c

{Ai}(µ(Wi, Xi, SCi
)− µ̂i(Wi, Xi, SCi

))2
]

= op
(
1
n

)
(4.6)

We also restrict moments of the residuals:

Assumption 4.4. (Moment conditions)

E[ε2i (k)|Xi, SCi
] < K a.s.

E[ε4i (k)] <∞
(4.7)

For arbitrary (subject to appropriate integrability conditions) functions (µ(·), e(·)) define the

following functional:

ψ(y, w, x, s, µ(·), e(·)) := µ(1, x, s)−µ(0, x, s)+

(
w

e(x, s)
− 1− w

1− e(x, s)

)
(y−µ(w, x, s)). (4.8)

We focus on the following causal estimand:

τ̃A =
1

π̂ (A)

1

n

n∑
c=1

(
1

Nc

∑
i:Ci=c

{Ai}
(
µ(1, Xi, SCi

)− µ(0, Xi, SCi
)
))

(4.9)
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This is a quantity that is random because of its dependence on {Ai}.2

Theorem 2. (Consistency) Suppose Assumptions 3.1–3.4 and Assumption 4.3 hold. Then:

τ̂dr :=
1

π̂(A)

1

n

n∑
c=1

(
1

Nc

∑
i:Ci=c

{Ai}ψ(Yi,Wi, Xi, SCi
, µ̂(Wi, Xi, SCi

), ê(Xi, SCi
))

)
, (4.10)

satisfies τ̂dr − τ̃A = op(1).

For inference results we need to use µ̂i with cross-fitting. We also need to take account of

the clustering. Define

ρ(c, µ(·), e(·)) :=
1

Nc

∑
i:Ci=c

{Ai}ψ(Yi,Wi, Xi, SCi
, µ(Wi, Xi, SCi

), e(Xi, SCi
)),

so that

τ̂dr =
1

n

n∑
c=1

ρ(c, µ̂(·), ê(·))/π̂(A).

Theorem 3. (Inference for semiparametric case) Suppose Assumptions 3.1–3.4 and

Assumption 4.3 hold. Assume that µ̂i is estimated using cross-fitting with L folders. Then:

√
n(τ̂dr − τ̃A)

d−→ N (0,V), where V =
E [ξ2c ]

π2(A)
,

where ξc is defined in the following way:

ξc :=
∑
i∈c

1

Nc

{Ai}
(

Wi

e(Xi, SCi
)
− 1−Wi

1− e(Xi, SCi
)

)
(Yi − µ(Wi, Xi, SCi

))

Finally, we address the estimation of variance. For this define the following empirical version

of ξc:

ξ̂c :=
∑
i∈c

1

Nc

{Ai}
((

Wi

ê(Xi, SCi
)
− 1−Wi

1− ê(Xi, SCi
)

)
(Yi − µ̂(Wi, Xi, SCi

))

)
(4.11)

2It is straightforward to extend our inference results to a more standard target τA, in which case we will have
a different (larger) variance.
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The proposed variance estimator is just the variance of ξ̂c:

V̂ :=
1

π̂2(A)

1

n

n∑
c=1

(
ξ̂c −

1

n

n∑
c′=1

ξ̂c′

)2

. (4.12)

The following proposition says that asymptotically variance of the estimated influence func-

tion is equal to the variance of the true influence function:

Proposition 2. (Variance consistency) Suppose the assumptions of Theorem 3 hold. Then

the variance estimator is consistent:

V̂ = V + op(1). (4.13)

5 Applications

5.1 Empirical Illustration

We consider data from Das et al. [2016], in this paper authors want to estimate the differences

in quality between public and private healthcare providers in rural India. To achieve this,

they sent 15 standardized (fake) patients, each with three different cases to both private and

public providers in 100 villages in 5 districts. For each provider the authors also observe several

covariates, in our analysis, we will use gender and age.

In this setup, W is the indicator for a public/private healthcare provider, X is (gender, age).

We define clusters by interacting patient, the case, and the district. This leads to potentially

15× 3× 5 = 225 clusters, but in the data, only a fraction of this is observed. The distribution

of the cluster sizes is summarized in Table 1.

We use a 5-dimensional sufficient statistic in this setup:
(
WCi

, XCi
,WXCi

)
, where Xi =

(agei, genderi). We use A = {i : 0 < WCi
< 1}. We are left with 520 observations out of 635.

In order to construct the doubly-robust estimator we estimate a simple logit model. The results

for the logit model are presented in Table 2. While none of the sufficient statistic is significant

on its own, the LR test strongly rejects the model without them (LR = 44.09 at 5 degrees of

freedom).

Estimation results are presented in Table 3. We report the standard fixed effect estimator
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along with a simple OLS estimator based on (Xi, Si). We report these estimators for the full

and restricted sample. For the restricted sample we also compute the doubly-robust estimator.

We use cluster-bootstrap to compute the standard errors.

Results for all five estimators are qualitatively similar, which is expected because the data

come from an experiment. We view this exercise as a proof of concept.

5.2 Simulations

For the simulation we consider the following DGP:



Ui ∼ Bern(0.5)

Wi|Ui ∼ Bern(π(Ui))

Xi|Wi, Ui ∼ N (µ(Wi, Ui), 1)

Yi|Xi,Wi, Ui ∼ N (α(Ui) + β(Ui)Xi + τ(Ui)Wi, 1)

(5.1)

Parameters (π(Ui), µ(Wi, Ui), α(Ui), β(Ui), τ(Ui)) are provided in Table 4. In this case, the

sufficient statistic is given by (XCi
,WCi

,WXCi
, X2

Ci
).

For the simulation, we consider a situation with small clusters (4 units per cluster) and a

large number of them (200 clusters). For each simulation, we consider two sets of estimators.

The first set includes the standard fixed effect estimator, OLS estimator with (Xi, Si, (XS)i)

as covariates and the residual-adjusted OLS estimator, with weights based on logit propensity

score. For the second set of estimators, we restrict the sample and consider only clusters with

0 < WCi
< 1. For this sample, we again run the standard fixed effects model, OLS model

with (Xi, Si, (XS)i) as covariates and three residual-adjusted estimators, with propensity score

model estimated by a simple logit model, flexible tree model, and random forest.

Results averaged over 500 simulations are presented in Table 5 and Table 6. In both full and

restricted samples, the fixed effect estimator performs very poorly: the average result is equal

to 7.51 which is outside of the convex hull of possible treatment effects (given by the interval

[4, 6]). In both cases, the OLS estimator performs significantly better, and the doubly-robust

estimator performs better in terms of RMSE. The best RMSE is achieved using a combination

of OLS and a random forest estimator for the propensity score. The resulting estimator is nearly
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unbiased and has only a slightly higher standard deviation. Note that the restricted sample is

80% of the original one.

6 The Setting with Panel Data

In this section we briefly consider the case with panel data. The ideas developed in the current

paper for the cluster setting extend readily to the panel case, although the assumptions that

would justify them might be more controversial in this setting. In the panel case the current

paper fits into a recent literature that connects more explicitly the panel data literature with the

causal treatment effect literature by allowing for general heterogeneity beyond additive effects.

For example, in an influential paper Abadie et al. [2010] develops a synthetic control approach

that focuses directly on estimating counterfactual outcomes for units exposed to the treatment

of interest as a weighted average of outcomes for units exposed to the control treatment. Xu

[2017] and Athey et al. [2017] build on Bai and Ng [2002, 2017] to develop matrix completion

methods for this setting. Bonhomme and Manresa [2015] and Bonhomme et al. [2017] consider

a set up where the units form clusters such that within clusters the units are homogenous, but

between clusters there may be heterogeneity beyond additive components. Which cluster a unit

belongs to is is estimated using methods similar to k-means. de Chaisemartin and D’Haultfœuille

[2018] focus on the staggered adoption case where, once a unit is exposed to the treatment, it

remains exposed in all periods after the initial one. They investigate the interpretation of the

two-way fixed effects estimator under general heterogeneity, but maintaining the assumption

that the adoption date has no effects beyond the effect of being exposed in the current period.

Athey and Imbens [2018] also focus on the staggered adoption case and consider randomization

inference, allowing for general treatment effects of the adoption date. Imai and Kim [2016]

discusses models that take the dynamic aspects of the panel setting more seriously than the

simple two-way fixed effects set up, using graphical models of the type advocated by Pearl

[2000]. De Chaisemartin and DHaultfŒuille [2017] study a two-group and two-period difference-

in-differences setting where only some units in the second period treatment group receive the

treatment, again allowing for general treatment effect heterogeneity. Borusyak and Jaravel

[2016] study the staggered adoption case within a model with additive time and unit effects, but

allowing for general dynamic treatment effects.
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Now let us consider the generalization of the set up in the current paper to the panel case.

Suppose we have N observations on C individuals, and T time periods, so that N = C×T . We

observe Yi for all units and a binary treatment Wi. Let Ti ∈ {1, . . . , T} denote the time period

observation i is from, and let Ci ∈ {1, . . . , C} denote the individual it goes with.

For any variable Zi, define the time and individual averages:

Z ·t =
1

C

∑
i:Ti=t

Yi, Zc· =
1

T

∑
i:Ci=c

Yi,

and the overall average

Z =
1

N

N∑
i=1

Zi,

and the residual

Żi = Zi − Z ·t − Zc· + Z

Let τ̂fe be the least squares estimator for the regression

Yi = αTi + βCi
+ τWi +X>i γ + εi (6.1)

Compare this to the least squares regression

Yi = τWi +X>i γ + δW ·Ti + µWCi· + ψX ·Ti + ϕXCi· + εi

The two least squares estimators for τ are numerically identical. This suggests that we can view

the standard fixed-time effects approach in (6.1) as controlling for time and individual level

sufficient statistics. This view opens a road to generalizing the standard estimators.

At the same time, this type of generalization is not completely satisfactory. For one, con-

trolling for future values of Xit and Wit seems controversial. Also, it seems that the outcome

information should be used to control for individual-level heterogeneity. Finally, in the panel

case, the definition of treatment effects is inherently more complex, because of the dynamic

structure of the problem. For these reasons, we think that the approach of this paper while
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insightful should be refined to make it appropriate for the panel data settings. We leave this for

future research.

7 Conclusion

In this work, we proposed a new approach to identification and estimation in the observational

studies with unobserved cluster-level heterogeneity. The identification argument is based on the

combination of random effects and exponential family assumptions. We show that given this

structure we can identify a specific average treatment effect even in cases where the observed

number of units per cluster is small. From the operational point of view, our approach allows

researchers to utilize all the recently developed machinery from the standard observational

studies. In particular, we generalize the doubly-robust estimator and prove its consistency and

asymptotic normality under common high-level assumptions. We also show that the standard

fixed effects estimation is a particular case of our procedure.

As a direction for future research, it will be interesting to see whether it is possible to

utilize machine learning methods to learn sufficient statistics from the data. Additionally, it is

essential to understand the statistical trade-off between the dimension of the sufficient statistic,

cluster size and estimation rate for the propensity score. Finally, we view this work as a first

step towards understanding a more challenging and arguably more practically important data

design, where we observe panel data.
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A Identification results

First, we need to formally define Pc. For this fix an arbitrary linear order % on X ×{0, 1} (e.g.,

a lexicographic order). For any cluster c consider a tuple Ac = {(Xi,Wi)}i∈c, order elements

of Ac with respect to % and define Pc =
(
(X(1),W(1)), . . . , (X(c),W(c))

)
∈ (X × {0, 1})c. Under

Assumption 3.1 this construction ensures that Pc is a well-defined random vector. It is clear that

there is a one-to-one relationship between this vector and the empirical distribution of (Xi,Wi)

within the cluster which makes the notation appropriate.

Below we will use the following definition of conditional independence. Let X, Y, Z be three

random elements and A,B be the elements of the σ(X)- and σ(Y )-algebras, respectively. The

X ⊥⊥ Y |Z if the following holds:

E[{X ∈ A}{Y ∈ B}|Z] = E[{X ∈ A}|Z]E[{Y ∈ B}|Z] (1.1)

In the proofs below we are using A and B as generic elements of the appropriate σ-algebras,

without explicitly specifying them.

We start stating several lemmas that are important for the first identification result (Propo-

sition 1). The first lemma says that given the (Xi,Wi, Ui) other covariates cannot help in

predicting (Yi(0), Yi(1)).

Lemma A1. (Statistical exclusion) Under Assumptions 3.1, 3.3 the following is true:

(Yi(1), Yi(0)) ⊥⊥ {(PCj
, Xj,Wj)}Ni=1|Xi,Wi, Ui (1.2)

Proof. From the repeated application of the iterated expectations and Assumptions 3.1, 3.3 we

have the following:

E[{(Yi(1), Yi(0)) ∈ A}{{(PCj
, Xj,Wj)}Nj=1 ∈ B}|Xi,Wi, Ui] =

E[E[{(Yi(1), Yi(0)) ∈ A}{{(PCj
, Xj,Wj)}Nj=1 ∈ B}|{Xi,Wi, Ui, Ci}ni=1]|Xi,Wi, Ui] =

E[{{(PCj
, Xj,Wj)}Nj=1 ∈ B}E[{(Yi(1), Yi(0)) ∈ A}|{Xi,Wi, Ui, Ci}ni=1]|Xi,Wi, Ui] =

E[{{(PCj
, Xj,Wj)}Nj=1 ∈ B}E[{(Yi(1), Yi(0)) ∈ A}|Xi,Wi, Ui]|Xi,Wi, Ui] =

E[{{(PCj
, Xj,Wj)}Nj=1 ∈ B}|Xi,Wi, Ui]E[{(Yi(1), Yi(0)) ∈ A}|Xi,Wi, Ui] (1.3)
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Equality between the first and the last expression implies the independence result.

The second lemma states that only PCi
are useful in predicting Ui.

Lemma A2. (Statistical sufficiency) Under Assumption 3.1 the following holds:

Ui ⊥⊥ {Wj, Xj}Nj=1|PCi
(1.4)

Proof. The proof follows from the following equalities:

E[{Ui ∈ A}{{Wj, Xj}Nj=1 ∈ B}|PCi
] =

E
[
E[{Ui ∈ A}{{Wj, Xj}Nj=1 ∈ B}|PCi

, {Wj, Xj}Nj=1, {Cj = Ci}Nj=1]|PCi

]
=

E
[
{{Wj, Xj}Nj=1 ∈ B}E[{Ui ∈ A}|PCi

, {Wj, Xj}Nj=1, {Cj = Ci}Nj=1]|PCi

]
=

E
[
{{Wj, Xj}Nj=1 ∈ B}E[{Ui ∈ A}|PCi

, {Wj, Xj}j:Cj=Ci
]|PCi

]
=

E
[
{{Wj, Xj}Nj=1 ∈ B}E[{Ui ∈ A}|PCi

]|PCi

]
=

E
[
{{Wj, Xj}Nj=1 ∈ B}|PCi

]
E [{Ui ∈ A}|PCi

] (1.5)

The third equality holds by random sampling (observations in different clusters are independent),

the fourth equality holds by exchangeability of data within the cluster.

Proof of Proposition 1: We start with the following equalities:

E[{(Yi(1), Yi(0)) ∈ A}|Wi, Xi,PCi
] =

E[E[{(Yi(1), Yi(0)) ∈ A}|Wi, Xi,Pn,Ci
, Ui]|Wi, Xi,PCi

] =

E[E[{(Yi(1), Yi(0)) ∈ A}|Wi, Xi, Ui]|Wi, Xi,PCi
] (1.6)
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The last equality follows from Lemma A1. As a next step we have the following result:

E[E[{(Yi(1), Yi(0)) ∈ A}|Wi, Xi, Ui]|Wi, Xi,PCi
] =

E[E[{(Yi(1), Yi(0)) ∈ A}|Xi, Ui]|Wi, Xi,PCi
] =

E[E[{(Yi(1), Yi(0)) ∈ A}|Xi, Ui]|Xi,PCi
] =

E[E[{(Yi(1), Yi(0)) ∈ A}|Xi,PCi
, Ui]|Xi,PCi

] = E[{(Yi(1), Yi(0)) ∈ A}|Xi,Pn,Ci
] (1.7)

The first equality follows directly from Assumption 3.2, the second equality follows from Lemma

A2. Combining the two chains of equalities we get the following:

E[{(Yi(1), Yi(0)) ∈ A}|Wi, Xi,PCi
] = E[{(Yi(1), Yi(0)) ∈ A}|Xi,PCi

] (1.8)

which proves the conditional independence. �

Corollary A1. (Exclusion in exponential families) Under the assumptions of Lemma

A1 the following is true:

(Yi(1), Yi(0)) ⊥⊥ {(SCj
, Xj,Wj)}Nj=1|Xi,Wi, Ui (1.9)

Proof. Because SCi
is a function of PCi

the result follows from Lemma A1.

Lemma A3. (Sufficiency in exponential families) Under Assumptions 3.1 and 3.4 the

following holds:

Ui ⊥⊥ {Wj, Xj}Nj=1|SCi
(1.10)

Proof. The proof is exactly the same as in Lemma A2 with SCi
used instead of Pn,Ci

. The fourth

equality now holds directly by the exponential family assumption.

Proof of Theorem 1: The same as for Proposition 1, use Corollary A1 and Lemma A3 instead

of Lemmas A1 and A2. �

31



Corollary A2. For any function f such that E[|f(Y (k))|] <∞ the following is true:

E[f(Yi)|{Wj, Xj, SCj
}Nj=1] =

{Wi = 0}E[f(Yi(0))|Xi, SCi
] + {Wi = 1}E[f(Yi(1))|Xi, SCi

] (1.11)

Proof. The proof follows from the following equalities:

E[f(Yi)|{Wj, Xj, SCj
}Nj=1] = E[E[f(Yi)|{Wj, Xj, SCj

}Nj=1, Ui]|{Wj, Xj, SCj
}Nj=1] =

E[E[f(Yi)|Wi, Xi, Ui]|{Wj, Xj, SCj
}Nj=1] = E[f(Yi)|Wi, Xi, SCi

] =

{Wi = 0}E[f(Yi(0))|Xi, SCi
] + {Wi = 1}E[f(Yi(1))|Xi, SCi

] (1.12)

where the third equality follows from Corollary A1, the fourth from Lemma A3 and the final

one from Proposition 1.
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B Inference results

Notation: We are using standard notation from the empirical processes literature adapted to

our setting. For any cluster-level random vector Xc: Pn(Xc) := 1
n

∑n
c=1Xc and Gn(Xc) :=

√
n (Pn(Xc)− E[Xc]). Define Bi = (Xi, SCi

) and Di := (Wi, Bi).

B.1 Linear case

We have the standard linear projection expansion:

β̂ls =

(
1

n× c

n∑
c=1

∑
i:Ci=c

DiD
T
i

)−1
1

n× c

n∑
c=1

∑
i:Ci=c

YiDi =

β +

(
1

n× |c|

n∑
c=1

∑
i:Ci=c

DiD
T
i

)−1
1

n× |c|

n∑
c=1

∑
i:Ci=c

Diεi =

β +
(
E[DiD

T
i ]
)−1 1

n

n∑
c=1

1

|c|
∑
i:Ci=c

Diεi + op

(
1√
n

)
=

β +
(
E[DiD

T
i ]
)−1 1

n

n∑
c=1

φc + op

(
1√
n

)
(2.1)

where φc := 1
|c|
∑

i:Ci=c
Diεi. This implies consistency and asymptotic normality.

For the variance of τ̂ls we have the following expression:

Vls =

E
[(

1
|c|
∑

i:Ci=c
uiεi

)2]
E[u2i ]

(2.2)

We are using the plug-in estimator:

V̂ls =
Pn
(

1
|c|
∑

i:Ci=c
ûiε̂
)2

Pn
(
1
c

∑
i:Ci=c

û2i
) (2.3)
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By construction we have:ûi = ui + (γ − γ̂)T Bi

ε̂i = εi +
(
β − β̂

)T
Di

(2.4)

For the numerator we have the following

Pn

(
1

|c|
∑
i:Ci=c

ûiε̂i

)2

= Pn

(
1

|c|
∑
i:Ci=c

εiui

)2

+

2Pn

(
1

|c|
∑
i:Ci=c

εiui

)(
1

|c|
∑
i:Ci=c

uiR1i +
∑
i:Ci=c

εiR2i +
∑
i:Ci=c

R1iR2i

)
+

Pn

(
1

|c|
∑
i:Ci=c

uiR1i +
1

|c|
∑
i:Ci=c

εiR2i +
1

|c|
∑
i:Ci=c

R1iR2i

)2

(2.5)

which implies the following bound:

∣∣∣∣∣∣Pn
(

1

|c|
∑
i:Ci=c

ûiε̂i

)2

− Pn

(
1

|c|
∑
i:Ci=c

εiui

)2
∣∣∣∣∣∣ ≤

2

√√√√Pn

(
1

|c|
∑
i:Ci=c

εiui

)2

Pn

(
1

|c|
∑
i:Ci=c

uiR1i +
∑
i:Ci=c

1

|c|
εiR2i +

1

|c|
∑
i:Ci=c

R1iR2i

)2

+

Pn

(
1

|c|
∑
i:Ci=c

uiR1i +
1

|c|
∑
i:Ci=c

εiR2i +
1

|c|
∑
i:Ci=c

R1iR2i

)2

(2.6)

Jensen’s inequality implies the following bounds:
Pn
(

1
|c|
∑

i:Ci=c
uiR1i

)2
≤ Pn

∑
i:Ci=c

(uiR1i)
2

Pn
(

1
|c|
∑

i:Ci=c
εiR2i

)2
≤ Pn

∑
i:Ci=c

(εiR2i)
2

Pn
(

1
|c|
∑

i:Ci=c
R1iR2i

)2
≤ Pn

∑
i:Ci=c

(R1iR2i)
2

(2.7)
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CS inequality implies:R
2
1i ≤ ‖β̂ − β‖22‖Di‖22

R2
2i ≤ ‖γ̂ − γ‖22‖Bi‖22

(2.8)

This implies the following bound for the averages:
Pn 1
|c|
∑

i:Ci=c
R2

1iu
2
i ≤ ‖β̂ − β‖22Pn 1

|c|
∑

i:Ci=c
‖Di‖22u2i = op(1)

Pn 1
|c|
∑

i:Ci=c
R2

2iε
2
i ≤ ‖γ̂ − γ‖22Pn 1

|c|
∑

i:Ci=c
‖Bi‖22ε2i = op(1)

Pn 1
|c|
∑

i:Ci=c
R2

1iR
2
2i ≤ ‖β̂ − β‖22‖γ̂ − γ‖22Pn 1

|c|
∑

i:Ci=c
‖Bi‖22‖Di‖22 = op(1)

(2.9)

Combining all these together we have the following:∣∣∣∣∣∣Pn
(

1

|c|
∑
i:Ci=c

ûiε̂i

)2

− Pn

(
1

|c|
∑
i:Ci=c

εiui

)2
∣∣∣∣∣∣ ≤ op(1) (2.10)

The same argument implies the following bound:

Pn

(
1

|c|
∑
i:Ci=c

û2i

)
= Pn

(
1

|c|
∑
i:Ci=c

(
u2i + 2uiR2i +R2

2i

))
= Pn

(
1

|c|
∑
i:Ci=c

u2i

)
+ op(1) (2.11)

Finally, combining all bounds together we have the following:

Pn
(

1
|c|
∑

i:Ci=c
ûiε̂
)2

Pn
(

1
|c|
∑

i:Ci=c
û2i

) =
Pn
(

1
|c|
∑

i:Ci=c
uiε
)2

Pn
(

1
|c|
∑

i:Ci=c
u2i

) + op(1) = V + op(1) (2.12)
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Proof of Lemma 1: There are two well known preliminary results we use. First, consider the

two regression functions

Yi = XiβX + ZiβZ + εi,

Yi = XiγX + ηi,

Zi = Xi∆X + νi,

with the corresponding least squares estimators β̂X , β̂Z , γ̂X , and ∆X . Then, the omitted variable

bias formula states that

γ̂X = β̂X + ∆̂X β̂Z .

Second, consider the two regression functions

Yi = XiβX + ZiβZ + εi,

and,

Yi = (Xi − ZiΓ)βX + ZiβZ + εi.

The least squares estimators for βX based on the two regression functions are identical.

Next, consider the regression function

Yi =
S∑
s=1

αsSis +Wiτ +Xiβ + ε, (2.13)

with the least squares estimators α̂s, β̂ and τ̂ . Because W Si
and XSi

are linear combinations of

the indicators Sis, it follows by the second preliminary result that the least squares coefficients

(τ̂ , β̂) are the same as those based on the regression function

Yi =
S∑
s=1

αsSis + (Wi −W Si
)τ + (Xi −XSi

)β + ε, (2.14)
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Because Sis is uncorrelated with Wi − W Si
and Xi − XSi

it follows by the first preliminary

result that the least squares coefficients (τ̂ , β̂) are also identical to those based on the regression

function

Yi = (Wi −W Si
)τ + (Xi −XSi

)β + ε, (2.15)

Because the means of Wi−W Si
and Xi−XSi

are zero, it follows by the first preliminary result

we get the same estimates for τ and β if we estimate by least squares the regression function

Yi = α + (Wi −W Si
)τ + (Xi −XSi

)β + ε. (2.16)

Because W Si
and XSi

are both uncorrelated with both Wi−W Si
and Xi−XSi

it follows by the

first preliminary result that the least squares coefficients (τ̂ , β̂) are also identical to those based

on the regression function

Yi = α +W Si
δ +XSi

γ + (Wi −W Si
)τ + (Xi −XSi

)β + ε. (2.17)

Finally, using the second preliminary result again it follows that the least squares estimators for

τ and β are the same if based on the regression function

Yi = α +W Si
δ +XSi

γ +Wiτ +Xiβ + εi. (2.18)
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B.2 Semiparametric case

We start with a reminder on notation:

µ(Di) := E[Yi|Di]

e(Bi) := E[Wi|Bi]

ε(k) := Yi(k)− µ(k,Bi)

ψ(y, w, x, s, µ(·), e(·)) := µ(1, x, s)− µ(0, x, s) +
(

w
e(x,s)

− 1−w
1−e(x,s)

)
(y − µ(w, x, s))

ρ(c, µ(·), e(·)) := 1
|c|
∑

i:Ci=c
{Ai}ψ(Yi,Wi, Xi, SCi

, µ(Wi, Xi, SCi
), e(Xi, SCi

))

ξc :=
∑

i∈c
1
Nc
{Ai}

(
Wi

e(Xi,SCi
)
− 1−Wi

1−e(Xi,SCi
)

)
(Yi − µ(Wi, Xi, SCi

))

(2.19)

In order to prove Theorem 2 we consider a more general case that allows for misspecification.

First we prove Lemma B4 which states that we get identification if either the propensity score

or the conditional mean is potentially misspecified. Then we prove Proposition B1 which is a

general consistency result under possible misspecification. Theorem 2 follows as a special case.

After that we prove Theorem 3 and Proposition 2.
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Lemma B4. Assume that at least one of the following statements is true:µ̃(Wi, Xi, SCi
) = µ(Wi, Xi, SCi

)

ẽ(Xi, SCi
) = e(Xi, SCi

)

(2.20)

If the assumptions of Theorem 1 hold then we have the following result:

E[ρ(c, m̃, ẽ)] = E

[∑
i∈c

1

|c|
{Ai}τ(Bi)

]
(2.21)

where τ(Bi) := µ(1, Bi)− µ(0, Bi).

Proof. By construction we have the following:

E[ρ(c, µ̃, ẽ)] = E

[∑
i∈c

1

|c|
{Ai}

(
µ̃(1, Bi)− µ̃(0, Bi) +

(
Wi

ẽ(Bi)
− 1−Wi

1− ẽ(Bi)

)
(Yi − µ̃(Di))

)]
=

E

[∑
i∈c

1

|c|
{Ai}(µ̃(1, Bi)− µ̃(0, Bi))

]
+
∑
i∈c

1

|c|
E
[
{Ai}

(
Wi

ẽ(Bi)
− 1−Wi

1− ẽ(Bi)

)
(Yi − µ̃(Di))

]
(2.22)

For the second part we have the following (using unconfoundedness):

E
[
{Ai}

(
Wi

ẽ(Bi)
− 1−Wi

1− ẽ(Bi)

)
(Yi − µ̃(Di))

]
=

E
[
E
[
{Ai}

(
Wi

ẽ(Bi)
− 1−Wi

1− e(B̃i)

)
(Yi − µ̃(Di))|Bi

]]
=

E
[
{Ai}

(
e(Bi) (µ(1, Bi)− µ̃(1, Bi))

ẽ(Bi)
− (1− e(Bi) (µ(0, Bi)− µ̃(0, Bi))

1− ẽ(Bi)

)]
(2.23)

This implies that if either µ̃(Di) = µ(Di) or ẽ(Bi) = e(Bi) then E[ρ(c, m̃, ẽ)] = E
[∑

i∈c
1
|c|{Ai}τ(Bi)

]
.
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Proposition B1. (Consistency with wrong specifications) Assume that the following

conditions hold for (ˆ̃e, ˆ̃µ):



Pn
(∑

i∈c
1
|c|{Ai}

(
ˆ̃µ(1, Bi)− µ̃(1, Bi)

)2)
= op(1)

Pn
(∑

i∈c
1
|c|{Ai}

(
ˆ̃e(Bi)− ẽ(Bi)

)2)
= op(1)

η < ẽ(Bi) < 1− η a.s.

η < ˆ̃e(Bi) < 1− η a.s.

E[ε̃2i (k)] <∞

(2.24)

where ε̃i(k) : Yi(k)− µ̃(k,Bi). Additionally assume that the conditions of Lemma B4 hold. Then

we have the following:

Pnρ(c, µ̃, ẽ) = Pnρ(c, µ̃, ẽ) + op(1) = E[ρ(c, µ̃, ẽ)] + op(1) (2.25)

Proof. To prove the consistency result we need to separate the functional into two parts:

ρ(c, µ̃, ẽ) =
∑
i∈c

1

|c|
{Ai}

(
µ̃(1, Bi) +

Wi

ẽ(Bi)
(Yi − µ̃(1, Bi))

)
−

∑
i∈c

1

|c|
{Ai}

(
µ̃(0, Bi) +

1−Wi

1− ẽ(Bi)
(Yi − µ̃(0, Bi))

)
= ρ1(c, µ̃, ẽ)− ρ0(c, µ̃, ẽ) (2.26)

In what follows we are working only with the first part of the functional, the second can be

analyzed in the exactly the same way. Define the empirical version:

ρ1(c, ˆ̃µ, ˆ̃e) :=
∑
i∈c

1

|c|
{Ai}

(
ˆ̃µ(1, Bi) +

Wi

ˆ̃e(Bi)
(Yi − ˆ̃µ(1, Bi))

)
(2.27)
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We can decompose this expression into three parts:

ρ1(c, ˆ̃µ, ˆ̃e) =
∑
i∈c

1

|c|
{Ai}

(
µ̃(1, Bi) +

Wi

ẽ(Bi)
(Yi − µ̃(1, Bi))

)
+

+
∑
i∈c

1

|c|
{Ai}

((
ˆ̃µ(1, Bi)− µ̃(1, Bi)

)(
1− Wi

ˆ̃e(Bi)

))
+

∑
i∈c

1

|c|
{Ai}(Yi − µ̃(1, Bi))Wi

(
1

ˆ̃e(Bi)
− 1

ẽ(Bi)

)
= ρ1(c, µ̃, ẽ) + R1c + R2c (2.28)

The result will follow once we prove two approximations:PnR1c = op (1)

PnR2c = op (1)

(2.29)

We start with the second one. Observe that we have the following:

|PnR2c| ≤ Pn|R2c| ≤ Pn
∑
i∈c

1

|c|
{Ai}|ε̃i(1)|

(
{Ai}Wi

ẽ(Bi)ˆ̃e(Bi)

)
{Ai}

∣∣∣ẽ(Bi)− ˆ̃e(Bi)
∣∣∣ ≤

max
i

(
{Ai}Wi

ẽ(Bi)ˆ̃e(Bi)

)√
Pn
∑
i∈c

1

|c|
{Ai}ε̃2i (1)

√
Pn
∑
i∈c

1

|c|
{Ai}

(
ẽ(Bi)− ˆ̃e(Bi)

)2
=

Op(1)
√
Op(1)

√
op(1) = op(1) (2.30)

For the first term we have the following:

R1c =
∑
i∈c

1

|c|
{Ai}

((
ˆ̃µ(1, Bi)− µ̃(1, Bi)

)(
1− Wi

ˆ̃e(Bi)

))
=

∑
i∈c

1

|c|
{Ai}

((
ˆ̃µ(1, Bi)− µ̃(1, Bi)

)(
1− Wi

ẽ(Bi)

))
+

∑
i∈c

1

|c|
{Ai}

((
ˆ̃µ(1, Bi)− µ̃(1, Bi)

)
Wi

(
ˆ̃e(Bi)− ẽ(Bi)

ẽ(Bi)ˆ̃e(Bi)

))
= R11c + R12c (2.31)
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The first part can be bounded in the following way:

|PnR11c| ≤ Pn |R11c| ≤

max
i

∣∣∣∣{Ai}(Wi − ẽ(Bi))

ẽ(Bi)

∣∣∣∣×
√√√√Pn

(∑
i∈c

1

|c|
{Ai}

(
ˆ̃m(1, Bi)− µ̃(1, Bi)

)2)
=

Op(1) × op (1) = op (1) (2.32)

The second part can be bounded in the following way:

|PnR12c| ≤ Pn |R12c| ≤ max
i

(
{Ai}Wi

ẽ(Bi)ˆ̃e(Bi)

)
×√√√√Pn

(∑
i∈c

1

|c|
{Ai}

(
ˆ̃µ(1, Bi)− µ̃(1, Bi)

)2)√√√√Pn

(∑
i∈c

1

|c|
{Ai}

(
ˆ̃e(Bi)− ẽ(Bi)

)2)
=

Op(1) × op (1) op (1) = op (1) (2.33)

Combining all the results together we have the proof.
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Proof of Theorem 2: Observe that ê and µ̂ satisfy the assumptions of Proposition B1 with

µ̃ and ẽ equal to m and e. As a result, combining Proposition B1 and Lemma B4 we get the

following:

1

π̂(A)
Pnρ(c, µ̂, ê) =

1

π̂(A)
(E[ρ(c, µ, e)] + op(1)) =(

1

π(A)
+ op(1)

)
(E[ρ(c, µ, e)] + op(1)) =

1

π(A)
E[ρ(c, µ, e)] + op(1) =

1

π(A)
E[{Ai}τ(Xi, SCi

)] + op(1) (2.34)
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Proof of Theorem 3: The start of the argument is the same as in proof for the consistency

result. We decompose the empirical version of ρ1(c, m̂, ê):

ρ1(c, m̂, ẽ)−
∑
i∈c

1

|c|
{Ai}µ(1, Bi) =

∑
i∈c

1

|c|
{Ai}

(
Wi

e(Bi)
(Yi − µ(1, Bi))

)
+

+
∑
i∈c

1

|c|
{Ai}

(
(µ̂(1, Bi)− µ(1, Bi))

(
1− Wi

ê(Bi)

))
+

∑
i∈c

1

|c|
{Ai}(Yi − µ(1, Bi))Wi

(
1

ê(Bi)
− 1

e(Bi)

)
= ξ1c + R1c + R2c (2.35)

The result will follow once we prove the following:PnR1c = op

(
1√
n

)
PnR2c = op

(
1√
n

) (2.36)

In exactly the same way as before we can decompose R1c into R11c and R12c. For R12c we have

the following:

|PnR12c| ≤ Pn |R12c| ≤ max
i

(
{Ai}Wi

e(Bi)ê(Bi)

)
×√√√√Pn

(∑
i∈c

1

|c|
{Ai} (µ̂(1, Bi)− µ(1, Bi))

2

)√√√√Pn

(∑
i∈c

1

|c|
{Ai} (ê(Bi)− e(Bi))

2

)
=

Op(1) × op
(

1√
n

)
= op

(
1√
n

)
(2.37)
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For R11c we use the following argument:

E
[
(PnR11c)

2] = E

∑
l∈L

∑
c:l(c)=l

1

n

∑
i∈c

1

|c|
(
µ̂−l(c)(1, Bi)− µ(1, Bi)

)(
1− Wi

e(Bi)

)2 ≤
|L|
∑
l∈L

E

 ∑
c:l(c)=l

1

n

∑
i∈c

1

|c|
(
µ̂−l(c)(1, Bi)− µ(1, Bi)

)(
1− Wi

e(Bi)

)2 =

|L|
∑
l∈L

∑
c:l(c)=l

1

n
E

 1

n

(∑
i∈c

1

|c|
(
µ̂−l(c)(1, Bi)− µ(1, Bi)

)(
1− Wi

e(Bi)

))2
 ≤

|L|
∑
l∈L

∑
c:l(c)=l

1

n
E

[
1

n

∑
i∈c

1

|c|

((
µ̂−l(c)(1, Bi)− µ(1, Bi)

)(
1− Wi

e(Bi)

))2
]

=

|L|
∑
l∈L

∑
c:l(c)=l

1

n
E

[
1

n

∑
i∈c

1

|c|

((
µ̂−l(c)(1, Bi)− µ(1, Bi)

)2(e(Bi)(1− e(Bi)

e2(Bi)

))]
≤

K
1

n
E

[
Pn

(∑
i∈c

1

|c|
(
µ̂−l(c)(1, Bi)− µ(1, Bi)

)2)]
(2.38)

Using this we get the following:

E [|PnR11c|] ≤
√

E
[
(PnR11c)

2] ≤
K√
n
E

[
Pn

(∑
i∈c

1

|c|
(
µ̂−l(c)(1, Bi)− µ(1, Bi)

)2)]
= o

(
1√
n

)
(2.39)

This implies (by Markov’s inequality) that PnR11c = op

(
1√
n

)

E[R2
2c|{Di}Ni=1] ≤

∑
i∈c

1

|c|
E[ε2i |Di]

(
{Ai}Wi

e2(Bi)ê2(Bi)

)
{Ai} (e(Bi)− ê(Bi))

2 ≤

max
i

(
{Ai}E[ε2i |Di]Wi

e2(Bi)ê(Bi)

)∑
i∈c

1

|c|
{Ai} (e(Bi)− ê(Bi))

2 (2.40)

We also have the following:

E[R2c|{Di}Ni=1] = 0 (2.41)
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Using these two things we get the following:

E[(PnR2c)
2 |{Di}Ni=1] ≤ max

i

(
{Ai}E[ε2i |Di]Wi

e2(Bi)ê(Bi)

)
×

1

n
Pn
∑
i∈c

1

|c|
{Ai} (e(Bi)− ê(Bi))

2 ≤ K × op
(

1

n

)
= op

(
1

n

)
(2.42)

This implies that E[(PnR2c)
2] = o

(
1
n

)
(because (ê−e)2 is bounded by 1) and thus R2c = op

(
1√
n

)
.
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Proof of Proposition 2: Similarly to all other proofs we can divide ξc into two parts ξ1c and

ξ0c. We will analyze ξ1c, analysis for ξ0c is the same. We have the following decomposition:

ξ̂1c − ξ1c =
∑
i∈c

1

|c|
{Ai}

(
(µ(1, Bi)− µ̂(1, Bi))

Wi

ê(Bi)

)
+

∑
i∈c

1

|c|
{Ai}(Yi − µ(1, Bi))Wi

(
1

ê(Bi)
− 1

e(Bi)

)
= R11c + R12c (2.43)

For the first term we have the following bound:

PnR2
11c ≤ Pn

1

c

∑
i∈c

{Ai}
(

(µ(1, Bi)− µ̂(1, Bi))
2 Wi

ê2(Bi)

)
≤

(
max
i

{Ai}Wi

ê2(Bi)

)
× Pn

(
1

c

∑
i∈c

{Ai} (µ(1, Bi)− µ̂(1, Bi))
2

)
= Op(1)op(1) = op(1) (2.44)

For the second term we have the following bound:

PnR2
12c ≤ Pn

1

c

∑
i∈c

{Ai}{Wi}ε2i (1)
(ê(Bi)− e(Bi))

2

ê2(Bi)e2(Bi)
≤√√√√(Pn1

c

∑
i∈c

{Ai}
{Ai}(ê(Bi)− e(Bi))4

ê4(Bi)e4(Bi)

)(
Pn

1

c

∑
i∈c

{Ai}{Wi}ε4i (1)

)
≤

K

√√√√(Pn1

c

∑
i∈c

{Ai}(ê(Bi)− e(Bi))2

)(
Pn

1

c

∑
i∈c

{Ai}{Wi}ε4i (1)

)
=

op(1)Op(1) = op(1) (2.45)

Putting these results together we have the following:

Pn(ξ̂1c + ξ̂2c)
2−Pn(ξ1c + ξ2c)

2 = Pn(ξ1c + ξ2c +R11c +R12c +R01c +R02c)
2−Pn(ξ1c + ξ2c)

2 =

Pn(ξ1c + ξ2c)(R11c +R12c +R01c +R02c) + Pn(R11c +R12c +R01c +R02c)
2 ≤√

Pn(ξ1c + ξ2c)24Pn(R2
11c +R2

12c +R2
01c +R2

02c) + Pn(R2
11c +R2

12c +R2
01c +R2

02c) =√
Op(1)op(1) + op(1) = op(1) (2.46)
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This argument also implies that Pn(ξ̂1c) = Pn(ξ1c) = op(1) and thus we have the final result:

1

π̂2(A)

(
Pn(ξ̂1c + ξ̂2c)

2 −
(
Pn(ξ̂1c + ξ̂2c)

)2)
− 1

π2(A)
Pn(ξ1c + ξ2c)

2 =

1

π̂2(A)

(
Pn(ξ̂1c + ξ̂2c)

2 − Pn(ξ1c + ξ2c)
2
)

+

(
1

π̂2(A)
− 1

π2(A)

)
Pn(ξ1c + ξ2c)

2 +Op(1)op(1) =

Op(1)op(1) + op(1)Op(1) + Op(1)op(1) = op(1) (2.47)
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Table 1: Distribution of cluster sizes

Min. 1st Qu. Median Mean 3rd Qu. Max.
1 6 9 9.6 13 24

Table 2: Logit model

Estimate s.e.

Intercept -2.60 2.64

age 0.03 0.01

gender -1.12 0.46

W 5.17 5.01

age -0.02 0.03

(age×W ) 0.00 0.09

gender 0.50 2.28

W × gender 0.71 3.93
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Table 3: Estimates of causal effect

τ̂fe τ̂ols τ̂fe(A) τ̂ols(A) τ̂dr(A)

Est. -1.62 -1.60 -1.60 -1.55 -1.44
s.e. 0.23 0.25 0.24 0.25 0.30

Table 4: Parameters for the simulation

π(Ui) µ(0, Ui) µ(1, Ui) α(Ui) β(Ui) τ(Ui)

0 0.4 -1 2 2.59 1 4
1 0.6 1 -2 2.71 -1 6

Table 5: Simulation results: full sample

τ τ̂ fe τ̂ ols τ̂ drlogit

Mean 5.00 7.53 5.23 5.16
SD 0.08 0.15 0.18 0.18
RMSE 2.53 0.28 0.24

Table 6: Simulation results: restricted sample

τ τ̂ fe τ̂ ols τ̂ ols−adlogit τ ols−adtree τ ols−adrf

Mean 5.00 7.51 5.21 5.19 4.87 5.03
SD 0.08 0.15 0.18 0.19 0.31 0.19
RMSE 2.51 0.26 0.26 0.33 0.17
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