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Let 4,7 and k index three independent random draws from some network of agents (i.e.,
a population of potentially connected sampling units). Together these agents constitute a
triad. Let D;; = 1 if agents ¢ and j are connected and zero otherwise. Links are undirected,

such that D;; = Dj; for all pairs ij, and self-ties are ruled out, so that D;; = 0 for all i.

A triad can be wired in one of four ways (see Figure 1). Consider the probability of the
observing the wiring where all three pairs, 75, ¢k and jk, are connected conditional on at

least two of the pairs being connected:
pcc = PI‘(Dij = 1| Dzk = 1, Djk = 1) (1)

The sample analog of (1) is called the transitivity index or global clustering coefficient in
the networks literature (Graham, 2015). In real world social and economic networks pcc
is generally higher than pp = Pr(D;; = 1), the unconditional frequency at which agents
link (Jackson, 2008). It is often substantially higher. Links are clustered. Networks exhibit
transitivity: agents are more likely to link if they share links in common (“the friend of my

friend is also my friend”).

Figure 1: Triad configurations in undirected networks
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High levels of transitivity are found in friendship networks, industrial supply-chains, inter-

national trade flows, and alliances across firms and nations (Gulati and Gargiulo, 1999; Choi
and Wu, 2009; Maoz, 2012; Matous and Todo, 2016; Davis et al., 1971; Kossinets and Watts,
2009).! In his classic paper on weak ties, Granovetter (1973), in honor of their supposed

infrequent occurrence, even calls the intransitive two-star a “forbidden triad” (see Figure 1).2
Transitivity in links may arise for two distinct reasons. First agents may have a struc-
tural taste for transitive ties. The returns to link formation between any two agents may

be increasing in the number of neighbors they share in common. Coleman (1990) argues

! Jackson (2008) gives many other examples and references.
ZDavis et al. (1971), in another classic reference, claim that transitivity of social ties is the “central
proposition in structural sociometry” (p. 309).



that closed networks facilitate the formation of social and human capital.®> This might pro-
vide an impetus for agents to form transitive relationships. Jackson et al. (2012) provide
a game-theoretic foundation for transitivity, arguing that common friends, by monitoring
transactions between agents, help to sustain cooperation. More mundanely socializing may

be easier and more enjoyable when individuals share friends in common.

Second transitivity in social ties may reflect assortative matching on an unobserved attribute.
That is, the returns to linking may be greater across similar agents, leading to dense ties
among them. The tendency for individuals to assortatively match on gender, race, age
and other observed characteristics, called homophily by network researchers, is widely doc-
umented (McPherson et al., 2001).

Distinguishing between a structural taste for transitivity and homophily as drivers of clus-
tering in networks is of considerable scientific interest and policy relevance. In the presence
of a structural taste for transitivity outside interventions can have long run effects on net-
work structure. If clustering primarily reflects assortative matching on unobserved agent

attributes, interventions are less likely to lead to durable changes in network structure.

Figure 2: The effects of link deletion when agents prefer transitive ties

t=10 t=1

Notes: The vertical dashed lines partition nodes into three distinct communities. Agents may

only form ties with agents in their own and adjacent communities. The thick “Berkeley Blue”
lines correspond to edges that form regardless of network structure. The thinner “Lawrence”
colored lines correspond to edges that form only when the two agents share another link in
common. The thin “Rose Garden” colored edge its targeted for deletion by the policy-maker.

3For example both parents and teachers interact with a student, but if parents and teachers also consult
with each other about the student, forming a triangle, the student’s rate of learning may increase.



Figure 2 provides one illustration of these claims. Agents are divided into three communities
according to the vertical dashed lines in the figure. Links can only arise between agents
in the same or adjacent communities (i.e., there exists locational homophily). There are
two types of links, “strong ties”, which are sustainable regardless of network structure (thick
darker edges) and “weak ties”, which require the support of a link in common (thin lighter
edges). The initial network structure is given in the upper-left-hand ¢ = 0 graph. This

network consists of a single “giant component”.

Now consider a policy-maker who deletes the link between agents 2 and 3 (the thin “Rose
Garden” colored edge). The immediate effect of this deletion is depicted in the ¢ = 1 graph
in the upper-right-hand corner of the figure. Once this link is deleted pairs 1 and 3 and
3 and 4 no longer share a friend in common. Since these edges require a common link for
sustenance, they dissolve, leading to the t = 2 graph depicted in the lower-left-hand corner
of the figure. However, since now agents 4 and 5 no longer share a link in common, their
tie also dissolves leading to the ¢ = 3 network configuration depicted in the lower-right-hand
corner of the figure. The architecture of the final graph is very different from the initial one,

consisting of two separate components.

The presence of a structural taste for transitivity creates interdependencies in link formation,
whereby the surplus agents ¢ and j get from linking may vary with the presence of absence of
edges elsewhere in the network. The presence of such interdependencies means that a local
manipulation may have global consequences for network structure. Removing or adding a

single link may initiate a cascade of edge removals and/or additions.

When interdependencies are absent, the effect of deleting a link would be entirely local. In
the example, the final state of the network in such a case would be given by the ¢t = 1 graph
in the upper-right-hand corner of Figure 2. This graph does not appreciably differ from its
pre-policy ¢t = 0 version.

In this paper I introduce an empirical model of dynamic network formation and formally
study its identifiability. I am particularly interested in circumstances under which it is possi-
ble to attribute clustering in ties, a central feature of real world networks, to a structural taste

for transitivity versus assortative matching on an unobserved attribute (i.e., homophily).

The motivation for my question is twofold. First, networks are ubiquitous and their structure
is evidently important for a variety of social and economic outcomes (Jackson et al., 2016).
Second, as argued using the example in Figure 2, the manipulability of network structure
hinges on the degree to which current (local) network structure influences future (global)
network structure. While the homophily versus transitivity identification problem has been

informally articulated in the networks literature (e.g., Gulati and Gargiulo, 1999; Goodreau



et al., 2009) it has not been systematically analyzed.

There is a useful analogy between my research problem, both in terms of scientific and
policy motivation and technical content, and that of discriminating between state dependence
and unobserved heterogeneity in single-agent dynamic binary choice analysis (Cox, 1958;
Heckman, 1978, 1981a,b,c; Chamberlain, 1985). The multi-agent aspect of my problem
makes it more challenging, nevertheless I will utilize intuitions and proof strategies from
this earlier research as well as from Manski’s semiparametric analysis of discrete choice
(Manski, 1975, 1985), especially as extended to static (Manski, 1987) and dynamic (Honoré
and Kyriazidou, 2000) panel data models .

Although network analysis has a rich empirical history in sociology and other disciplines,
there are, as yet, few empirical models of strategic network formation.* In strategic models
agents form, maintain, or sever links with each other in order to maximize utility (Jackson
and Watts, 2002; Jackson and Wolinsky, 1996; Watts, 2001). This approach to economet-
rically modeling network formation follows that pioneered by McFadden (1974) for single

agent discrete choice problems.

The multi-agent nature of networks complicates structural model-building. At the risk of
some simplification and omission, recent work in econometrics has taken one of three differ-

ent, albeit complementary, approaches.?

The first approach ignores interdependencies in link formation, focusing instead, on the in-
troduction of rich forms of correlated heterogeneity into dyadic models of link formation
(Dzemski, 2014; Graham, 2014; Krivitsky et al., 2009; van Duijn et al., 2004). This corre-
sponds to the network analog of studying identification and estimation in single agent static
binary choice models (Chamberlain, 1980; Manski, 1987).

The second approach ignores heterogeneity, focusing instead, on interdependencies in link
formation. This approach borrows from earlier work on the econometrics of games, but
introduces new insights to handle the combinatoric complexity of the many player network
formation game (Christakis et al., 2010; Sheng, 2014; de Paula et al., 2015; Mele, 2015;
Menzel, 2015).

A third approach, and the one also adopted here, explores the identifying value of multiple
observations of network structure (Snijders, 2011; Goldsmith-Pinkham and Imbens, 2013;
Graham, 2013).

I assume that the econometrician observes a single network over multiple periods. In each

4Graham (2015), de Paula (2016) and Chandrasekhar (2016) provide recent reviews of the econometric
literature on network formation. Goldenberg et al. (2010) is a recommended review of the statistics and
machine learning literature.

For example Chandrasekhar and Jackson (2015) does not fit easily into this typology.



period agents form, maintain, or sever links taking the structure of the network in the
preceding period as fixed. The systematic component of link utility varies with current
network structure. Agents are not forward-looking, rather they treat the current structure
of the network as fixed when deciding whether to maintain, sever or form a link. This is
analogous to the simple best-reply dynamic used to explore issues of existence and stability
in theoretical work (Jackson and Watts, 2002; Jackson and Wolinsky, 1996; Watts, 2001),
and also parallels the empirical approach taken in Christakis et al. (2010), Snijders (2011)
and Goldsmith-Pinkham and Imbens (2013).

My treatment of unobserved heterogeneity in this setting is innovative. I divide the unob-
served component of link utility into a time-invariant pair-specific component and a time-
varying ‘idiosyncratic’ component. The latter is independently and identically distributed
over time within pairs of agents and independently, although not necessarily identically, dis-
tributed across pairs. The distribution of the pair-specific component is left unrestricted. In
a network with N agents there will be a total of n = %N (N — 1) pair-specific heterogeneity
terms. This is a high-dimensional latent variable. My set-up leaves its joint distribution
unrestricted. Furthermore I leave its relationship with the initial network condition unre-
stricted. Put differently, in contrast to all prior work of which I am aware, my identification
analysis is of the ‘fixed effects’, as opposed to ‘random effects’, type (cf., Chamberlain, 1985;
Honoré and Tamer, 2006).

The upshot of these innovations is the first empirical model of strategic network formation
that incorporates both interdependencies in link formation and rich forms of correlated
heterogeneity. This setting, in turn, allows for the first precise articulation of, and test for,

the homophily versus transitivity hypothesis.

The next section introduces a semiparametric model of dynamic network formation. Section
2 considers identifiability of the model’s parameters. Section 3 presents estimation results,
including large sample theory. Section 4 summarizes the results of some Monte Carlo ex-
periments. Section 5 discusses possible extensions. Proofs and some supplemental results
are collected in Appendices A, and B. Replication code for the Monte Carlo experiments is

available in the supplementary materials.

Notation

In what follows various sets of agents and dyads will play a prominent role. In defining these
sets it is useful to recall that “V” denotes the non-exclusive “or”, “V” denotes the exclusive

“or”, “3!I” denotes “there exists exactly one”.

Random variables are denoted by capital Roman letters, specific realizations by lower case



Roman letters and their support by blackboard bold Roman letters. That is YV, y and Y
respectively denote a generic random draw of, a specific value of, and the support of, Y. I
use ¢ty to denote a N x 1 vector of ones, Iy the N x N identity matrix, and Ao B denotes the
Hadamard (i.e., entry-wise) product of the conformable matrices A and B. A “0” subscript
on a parameter denotes its population value and may be omitted when doing so causes no

confusion.

1 A dynamic model of network formation

Consider a group of N, potentially connected individuals indexed by ¢. Individuals may be
equivalently referred to as agents, players, nodes or vertices depending on the context. We
observe all ties across members in each of ¢ = 0,...,7T periods. Recall that D;;; = 1 if agents
1 and 7 are linked in period ¢ and zero otherwise. Links may be equivalently referred to as

friendships, connections, edges or arcs depending on the context.

Let Ry = fo:l DDy equal the number of links ¢ and j have in common in period ¢.

Individuals ¢ and j form a link in period t = 1,...,T according to
Diji = 1(BoDsji—1 + Yo Rije—1 + Ay — Uijy > 0), (2)

where 1 (o) is the indicator function, A;; is a pair-specific, time invariant, unobserved het-
erogeneity term, and U,;; a time-varying shock. Since links are undirected A;; = A;; and
similarly for U;;;. We can think of the term inside the indicator function as the net surplus
associated with an ¢j link. Rule (2) implicitly conceptualizes utility as being transferrable
across agents (cf., Graham, 2011). Goldsmith-Pinkham and Imbens (2013) specify a related

data generating process that assumes non-transferable utility.

Rule (2) implies a link between 7 and j is more likely if (i) they were linked in the previous
period (D;j;—1 = 1), (ii) they shared many links in common last period (R;j;—; is large) or
(iii) there are unobserved pair attributes which generate large surplus from linking (i.e., A;;
is large).b

Let D; be the N x N matrix with D;;; as its ¢ 5t element. Note that D, is symmetric and has
a diagonal consisting of zeros. This matrix is called the period t network adjacency matrix.
Let A be the N x N matrix of pair heterogeneity terms (i.e., the matrix with ij"* element
A;j). Rule (2) only applies to periods 1 to T I leave the joint distribution of (Dg, A), the

6Here, as well as in what follows, I assume, for expository purposes, that both 3 and v are positive.



initial condition of the network sequence, unrestricted:
(Do, A) ~ Ho. (3)

The density function evaluated at Dy = dgy, A = a is denoted by mq (dy, a).

To close the model we assume that (i) U;;; is independently and identically distributed over

time and (ii) independently, although not necessarily identically, distributed across pairs’:

T
F (Ui, ..., Urar, . Un—int, - Uncant) = HHFU,ij- (4)

i<j t=1

Throughout T assume that Fy; (u) is strictly increasing on R!. Here, and in what follows, I
use the notation [[;_; to indicate Y, ij:,url and similarly >, ; to indicate SV Zé\;iﬂ.
Rule (2) parsimoniously captures three forces hypothesized by researchers as important for
link formation (cf., Snijders, 2011, 2013). First, there is state dependence in links; all things
equal the returns to linking for ¢ and j are higher in the current period if they were also
connected in the prior period. Second, there are returns to ‘triadic closure’; my utility is
higher if the “friends of my friends are also my friends”. Third, links may form because of

unobserved good ‘fundamentals’ (i.e., A;; is high).

One source of ‘good fundamentals’ is that the pair 75 might be similar in some salient unob-
served dimension. The tendency for individuals to assortatively match on various observed
characteristics is well documented (McPherson et al., 2001). Here A;; might reflect utility
from assortative matching on unobserved attributes. To make this idea concrete let &; be
a vector of latent individual-specific characteristics and g (&;,§;) a measure of the distance
between i and j in £ (i.e., g (e, o) is a distance function). If A;; = —g¢(&;,&;), then rule (2)
implies that a link between ¢ and j is more likely if they are similar in terms of £. Note A;;

could reflect more than just homophily. For example setting

Aij :Vi+yj_g(€i7§j)v (5)

allows for the possibility that certain individuals may generate high friendship surplus. Put
differently v;, and hence A;;, might be high because individual 7 is a ‘good friend’. Effects
of this type give rise to degree heterogeneity or variation in the number of links maintained
by different individuals (cf., Krivitsky et al., 2009; Graham, 2014).

Both a structural taste for transitivity in relationships, here parameterized by ~, and ho-

"In what follows I will generally suppress the potential dependence of Fy; on ij.



mophily on unobserved attributes, can generate high levels of clustering in networks.

Likelihood

Equations (2), (3) and (4) specify a dynamic model of network formation. The joint prob-
ability density of a specific sequence of network configurations D! = (Dg, Dy, ..., D7) and

realization of A is
p (dg’aa 6) = W(do,&)

T
X H H F(Bdije—1 + yrije—1 + az‘j)dijt

i<j t=1

X [1 —F (ﬁdijt—l —+ VTijt—1 + aij)]lfdijt (6)

Let mpyja (dola) = Pr(Dg = dg| A = a) denote the distribution of the initial network given
A = a. Let ma (a) denote the marginal density function for A. The integrated likelihood for
the observed data is then

T
p(dg.0) =/ .. /H 1T {FU (Bije—1 + yrije—1 + az;) ™"
t=1 i<j

x [1 = Fy (Bdiji—1 4+ yrije-1 + az‘j)]l_dijt}

><7TD0|A(CI()|a) TA (a) dagl,...,daNN_l. (7)

Even if Fiy (o) and ma (e) are parametrically specified, using (7) as a basis for estimation

and inference is problematic. Three issues arise.

The first is familiar from prior work on dynamic discrete choice analysis: rule (2) provides
no guidance on how to specify mpja (do|a) (Heckman, 1981c; Honoré and Tamer, 2006). In
analogy I call this the initial network problem. Rule (2) does suggest that the probability of
the event Dy = dy should vary with the realized value of A, but little else. One approach,
again inspired by single agent models, would involve assuming that mp,a (do|a) coincides
with the steady state distribution implied by (2) (e.g., Heckman, 1981a; Card and Sullivan,

1988). Even if this is empirically plausible, operationalizing it would be non-trivial.

A second problem is that even if 7p,ja (do|a) were correctly specified, evaluating (7) requires
computing a very high-dimensional integral. Since it seems reasonable, at the very minimum,
to choose a specification for ma (a) which allows A;; and A;;, to covary, there is no obvious way
to factor (7) to reduce the dimensionality of the required integration. Goldsmith-Pinkham
and Imbens (2013) assume that A;; = a¢|§ — ;| with & binary, independent of ¢;, and

8



Pr (§; = 1) = p. Directly evaluating the integrated likelihood in this case involves a weighted

sum of the likelihood given A over its 2V possible realizations.®

A third problem, related to the second, and emphasized by Goldsmith-Pinkham and Imbens
(2013) , is that even if the maximum likelihood estimate could be computed, it would not be
clear how to conduct large sample inference using (B MLy VM L) ; at least with data drawn from
a single network. This motivates their recourse to Bayesian methods, which are attractive
for computational reasons and also for providing a principled approach to inference. The

approach to inference developed below, in contrast, is frequentist.

2 Fixed effects identification

With Fy (e) and 7 (e) (semi-) parametrically specified, an approach to estimation and infer-
ence based on the integrated likelihood (7), whether frequentist or Bayesian, is a so called
random effects one. The discussion above indicates that the random effects approach to net-

work analysis involves delicate modeling issues as well as serious computational challenges.

In this section I explore the fized effects identifiability of (3,7). That is I explore what
can be learned about these two parameters when the joint distribution of (Dg, A) is left
completely unrestricted. The fixed effects framework is a natural one in which to begin any
formal analysis of identification, since adding restrictions to the model, as the random effects

approach does, can only improve identifiability.

Nevertheless one might question the fruitfulness of a fixed effects analysis at the outset. The
random variable (Dg, A) is of very high dimension, consisting of N (N — 1) components.
This suggests that leaving its joint distribution unspecified may lead to serious identification
problems. A key contribution of this paper is to show that a fixed effect approach to dynamic

network analysis is feasible and fruitful.

In single agent models fixed effects identification of true state dependence in the presence of
unobserved heterogeneity is based on the frequency of observing certain sequences of choices
relative to other sequences (e.g., Cox, 1958; Heckman, 1978; Chamberlain, 1985; Honoré and
Kyriazidou, 2000). For example, in the absence of state dependence the binary sequences
0101 and 0011 are equally likely. In the presence of state dependence, the relative frequency

of the latter sequence will be greater (under certain assumptions).

The approach to identification developed below is similar, being based on the relative fre-

quency of certain ¢j friendship histories. However the analysis is more complicated than

8van Duijn et al. (2004) introduce MCMC methods that also might be adapted in order to evaluate (7)
in special cases.



in the single agent case. This is because the effect of the pair 75 forming or terminating a
link in period t cascades through the period t 4+ 1 portion of the likelihood. Such an effect
was implicit in the discussion accompanying Figure 2 above. For example if ik are linked in
period ¢, then the addition of an 45 link increases the probability of a jk link in period ¢ + 1.
Local changes in the network can have widespread effects on the structure of the network in

subsequent periods.

The high level of interdependence across different pairs of agents’ link decisions makes the
mapping from the frequency of relative friendship histories to the model parameters less di-
rect than in the single agent case. My approach is to consider pairs of agents that are embed-
ded in a stable neighborhood (defined below). The relative frequencies of different friendship
histories, when pairs are themselves embedded in different types of stable neighborhoods,
provides information about the model parameters. Intuitively my approach involves making
comparisons ‘holding other features of the network fixed’. This is not straightforward to
do. The likelihood functions associated with two network histories, identical in all respects
except that the 75 friendship history in one is a permutation of that in the other, may be

very different due to the interdependent nature of linking in the model.

Stable neighborhoods

I consider the T" = 3 case. This corresponds to four network observations, with the initial
network receiving a ‘0’ subscript (this is the minimal number of observations needed for
a positive result). As will become apparent shortly, the extension to the general case is
straightforward (cf., Charlier et al., 1995)

The period t neighbors of dyad ij are given by the index set
ng (i) = {k|di, =1V djx =1} \ {i, j}.

Dyad ij’s neighborhood consists of all agents to which it is directly connected; excluding

each other.

Definition 1. (NEIGHBORHOOD STABILITY) ij is embedded in a stable neighborhood if
(1) m1 (i5) = n2 (ij) = n3 (ij),
(ii) for all k € nq (ij) and I =1,...,N; I # i,7 we have dy;; = dya.

A stable neighborhood has two features. First, with the exception of possible link formation
and dissolution between themselves, the set of links maintained by agents ¢ and j is constant

across periods 1, 2 and 3. Constancy in ¢ and j’s links across periods 0 and 1 is not required.

10



To the contrary, some inter-period variation in these links is required for identification.
Second, the links maintained by neighbors of players ¢ and 7 do not change between periods
1 and 2.

Neighborhood stability imposes some time constancy of links up to two degrees away from the
reference dyad. Examples of dyads embedded in stable neighborhoods are given in Figures
3 to 5 below.

Definition 2. (STABLE DYAD) Dyad ij is stable if (i) it is embedded in a stable neighborhood

and (ii) ¢ and j revise their link status between periods 1 and 2 such that d;;; # d;jo.

A basic implication of Definition 2 is that two stable dyads are separated in a certain sense,

a fact that will prove helpful below.

Lemma 1. (SEPARATION) Let ij and kl denote two stable dyads, then the distance between

i and k (or equivalently i and l or j and k) is at least two degrees in periods 1 and 2.

Proof. Suppose ¢ and k are distance one apart, then the second condition for neighborhood
stability in Definition 1 is violated for both ij and kl. m

Appendix B outlines how to construct an indicator for dyad stability. A Python 2.7 function
for this purpose is included in the supplemental materials. This program makes extensive
use of the broadcasting rules embedded in the Numpy module. It can efficiently find all

stable dyads in networks consisting of tens of thousands of agents on a desktop computer.

In what follows the binary variable Z;; will equal one if 5 is a stable dyad and zero otherwise.
It is also helpful to have an index notation for dyads. Recall that ¢ = 1,2, ... indexes the N
agents in the network. Let the boldface indicesi = 1,2, ... index the n = (];) = %N (N —1)
dyads among them (in arbitrary order). In an abuse of notation, also let i denote the set
{i1,i2}, where i; and iy are the indices for the two agents which comprise dyad i. Using this
notation we have, for example, Z; = Z,,,,.
Finally the arguments presented below involve various partitions of the N agents and n
dyads in the network into different sets. Let Ny = {i| 3!j, Z;; = 1} denote the set of all
nodes that are part of a stable dyad. Let N = N \ N, denote the absolute complement of
N in V; or the set of all nodes which are not part of a stable dyad. Let Dy = {i| Z;,:, = 1}
denote the set of all stable dyads, D,s = {i| i1 € N Vis € N} the set of all dyads that are
not stable, but include a node who is part of a stable dyad, and D,y = D \ (Ds U D,,) the

set of all dyads where both nodes are not part of Ny (i.e., “all other dyads”).

Finally, let D denote the set of all valid binary undirected adjacency matrices.

11



Main identification result

Consider the set of network sequences

NAREES {Vg = (vo, V1, Vs, V3) | v; € Dfort =0,...,3,
vo =do, v1 + vy =d; +do, vz =ds,
Vij1 = dijl&vijz = dijQ leZ] = O, fOI‘i,j = 1, . ,N} . (8)

The set V® contains all network sequences constructed by permutating the period 1 and 2
link decisions of the my Y |Ds| dyads embedded in stable neighborhoods. All other link
decisions are held fixed at their observed values. The set V* therefore contains 2/Psl = 2mw
elements. To restate, it consists of all network sequences generated by permutating the
observed of period 1 and 2 link decisions of dyads that (i) revise their linking behavior across
periods 1 and 2 and (ii) are embedded in stable neighborhoods. All other link decisions

coincide with the observed ones.

The main result is a conditional likelihood expression.

Theorem 1. (CONDITIONAL LIKELIHOOD) Under the data generating process specified in
Section 1 the conditional likelihood of the event D3 = d3 given that d3 € V?,

p(dg,a,0)
1°(d3,a,0) = , 9
( 0 ) ngvsp(vgaaa 0) ( )
equals
. 1 1(3i1i2:1) 1 1(82'11‘2:—1)
I°(d3, a,0) = [ } { , (10)
( 0 ) igs 1+ 00, (i, aij, 0) L+ 00, (g3, aij, 0)

where Qi; = (Dijo, Dijs, Rijo, Rijl)la Sij = Dijo — Dij1 and

U
®
~

1 — F (Bdijo +rijo + aiy)  F (Bdijs + yripn + aij)
F (Bdijo + yrijo + aij) 1 — F(Bdijs + yriji + aij)
F(Bdijo + yrijo + aij) 1= F (Bdijz +yrijn + ayy)

1 — F(Bdijo + yrijo + aij)  F (Bdijs +yrijn + aij)

b3y (g iz, 0)

U
@
~

bij (dijs i, 0)

Observe that the denominator in (9) is a summation over 2™~ elements, where my is the
number of stable dyads in the network. The remarkable feature of Theorem 1 is that this sum,
unlike in many other similar contexts (e.g., Blitzstein and Diaconis, 2011; Chatterjee and

Diaconis, 2013), is not intractable. Indeed the ratio (9) can be expressed as a simple product
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of just my terms. Given the interdependencies across dyads embedded in the (unconditional)
likelihood, that such a factorization is possible hinges critically on the choice of conditioning
set. The proof of this result, which is given below, requires careful bookkeeping and some
counting /permutation arguments.

Two corollaries follow from Theorem 1 directly. The first is a semiparametric maximum-score

type identification result.

Corollary 1. (SEMIPARAMETRIC IDENTIFICATION) Under the data generating process
specified in Section 1

Pr( Dy =0, Dijp =11 Qi = ¢, Ziy = 1) = Pr(Dijg =1, Dijp = 0| Q = ¢, Z;j =1) S 0

according to whether
B(ds —do) + v (r1 —10) S 0.

Proof. Follows from Theorem 1 and Manski (1987) or Honoré and Kyriazidou (2000). [

Because R;j; is integer-valued semiparametric point identification of 6 = (8, 7)" is not possible
(even after normalization). However if R;j; — R;;o has a large number of support points, the

identified set will be quite small.

The second corollary to Theorem 1 shows that point identification (up to scale) is possible

under logistic errors.

Corollary 2. (LOGISTIC IDENTIFICATION) When, additionally, Uy is standard logistic

/ (s=1) ’ 1(s=—1)
exp (2/0) \" exp (2'0)
Pr(D;j1 = dy, Dijo = do| Qi = ¢, Zij = 1) = (—1 T exp (33’9)) T+ exp (0)

with Xij == (Dijg — Dij07 Rijl — RijO)/ .
Proof. Follows from Theorem 1 and direct calculation. O]

As in the single agent dynamic binary choice case (e.g., Cox, 1958; Chamberlain, 1985;
Honoré and Kyriazidou, 2000), Theorem 1 follows from an implication of the model that is
invariant to the value of A. In the single agent case a comparison of the relative frequencies
of the link sequences d;;o01d;;3 and d;;o10d;;3 provides information about the strength of
state-dependence. Consequently all agents who revise their choice between periods ¢t = 1

and t = 2 contribute.

In the present context, the relative frequencies of the link sequences d;;001d;;3 and d;;010d;;3

also provides information about the signs and magnitudes of 5y and 5. However we must
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confine analysis to dyads who, in addition to revising their linking decision between periods
t =1 and t = 2, are also embedded in stable neighborhoods. We specifically learn about 5,
versus 7 from the link histories of dyads embedded in stable neighborhoods with different
types of network architecture. The need to condition on neighborhood stability arises because

of interdependencies in link decisions.

Consider two network sequences, tdentical every respect, except that in the first one dyad ¢5’s
link history is d;;o01d,3, while in the second it is d;j010d;;3. The second network sequence
can be derived by permuting the period t = 1 and ¢t = 2 link decisions of just a single dyad. If
linking decisions were conditionally independent across dyads, then the likelihoods associated
with these two network sequences would differ by only a single term (corresponding to the
direct likelihood contribution of the ij dyad). When linking decisions are interdependent,
however, these two likelihoods may have many terms different, even though the two network
sequences are nearly identical. That two nearly identical network sequences may have very
different likelihoods attached to them is a consequence of the interdependence in linking

decisions across dyads induced by a structural taste for transitivity.

To see this consider the effect, on the form of the likelihood, of changing d;;; from zero to
one. The effect of such a small change on the structure of the likelihood is complicated.
First, due to state dependence, this change alters the incentive for 7 and j to form a link in
period t = 2. Second, the period t = 2 incentives for other agents to link with either 7 or j
may change. This occurs if 7;; changes in value when d;;; does, as would occur if [ and j
are linked in period ¢ = 1. In that case the presence of a period ¢t = 1 link between ¢ and
j creates an opportunity for ¢ and [ to engineer triadic closure in period ¢ = 2 by linking.
Introducing a ¢j link in period ¢t = 1 therefore increases the incentives for certain links to
form in period ¢ = 2. Finally, the change in d;;; does not affect pairs that do not include

either 7 or j. This is because a change in d;j; does not alter 74 for such pairs.

The insight of Theorem 1 is that we can control these cascading effects on the likelihood
by restricting how the neighborhood surrounding 75 evolves. If 75 is embedded in a stable
neighborhood then a permutation of d;;; and d;;» will leave the net contribution of all non
1j pairs to the likelihood unchanged. Specifically while many terms in the two likelihoods
will be nominally different, it turns out that after permuting terms they can be shown to
be identical up to the contribution from ¢5 alone. The balance of the argument then follows
from ideas introduced in the study of single agent discrete choice models (Chamberlain, 1985;
Manski, 1987; Honoré and Kyriazidou, 2000).
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Figure 3: Identification: transitivity versus homophily

t=10 t=1 t=2 t=3

Notes: Number agents 1, 2 and 3 clockwise from the top in each network. The top and

bottom rows depict two network sequences. In the top one agents 1 and 2 link in period 2, but
not in period 1 (Rose Garden colored edge). In the bottom row they link in period 1, but not
in period 2. Observe (i) agents 1 and 2 constitute a stable dyad (since di31 = dy30 = dy33 = 1
and da3; = dazs = dagz = 1) and (ii) while they share a link in common in period t = 1, they
do not in period ¢ = 0. Consequently forming a link has a higher return in period 2 than
in period 1. In period 2 the link generates utility from ensuring ‘triadic closure’, no such
utility gain is generated by a period 1 link. Therefore, the top network sequence arises more
frequently than the bottom in the presence of a structural taste for transitivity in links.

Examples of stable neighborhood

Before presenting the proof of Theorem 1 it is helpful to review a view examples illustrating

how Corollary 1 works in practice.

The two rows in Figure 3 depict two network sequences. Numbering agents 1, 2 and 3
clockwise from the top, we can see that agents 1 and 2 (the two Berkeley blue nodes)
constitute a stable dyad. Further observe that while these two agents share agent 3 (the
California gold node) as a common friend in period ¢ = 1, they do not in period ¢t = 0.
Therefore the returns to linking in period t = 2, where agents 1 and 2 reap the returns from
engineering triadic closure, are higher than the corresponding returns from linking in period
t = 1. In the presence of a structural taste for transitivity, v > 0, we will observe the top

sequence more frequently than the bottom sequence.

Figure 4 develops an example of how the relative frequency of two different network sequences

provides information about the state dependence parameter 3,. Here the intuition parallels
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that familiar from the single agent binary choice case (e.g., Cox, 1958; Heckman, 1978;
Chamberlain, 1985).

Figure 4: Identification: state dependence versus heterogeneity

t=0 t=1 t=2 t=3

Notes: See the notes to Figure 3. In this example 7199 = 7121, so agents 1 and 2 will accrue
returns from transitivity by linking in both periods 1 and 2. However, di53 = 1 and di59 = 0,
suggesting that, in the presence of state dependence (S, > 0), the top sequence will occur
more frequently than the bottom. The intuition in this case is very similar to that underlying
the results of Cox (1958), Heckman (1978) and Chamberlain (1985).

As a final example consider the two network sequences depicted in Figure 5. The two
Berkeley blue nodes constitute a stable dyad. Both blue nodes maintain the same links in
periods t = 1,2, 3 (except with each other) and it is also the case that the links maintained
by their friends remain constant in periods ¢ = 1,2. Since the two blue nodes are neither
linked in the initial ¢ = 0 period or the final ¢ = 3 period, state dependence does not play
a role in their linking decisions. However, observe that the two agents share no links in
common in period ¢ = 0, while sharing two in common in period ¢ = 1. Consequently the
returns to the two agents linking in period ¢ = 2 will be higher than those in available in
t = 1. Consequently we should observe the top sequence more frequently than the bottom

sequence in the presence of a structural taste for transitivity.
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Figure 5: Identification: transitivity versus homophily in a more complex stable neighborhood

t=0 t=1 t=2 t=3
t=0

= t=1 t=2

Notes: The two Berkeley blue nodes constitute a stable dyad in both the top and bottom sequences. Both blue nodes maintain

the same links in periods ¢t = 1,2,3 (except with each other) and it is also the case that the links maintained by their friends
remain constant in periods ¢t = 1,2. See text for additional narrative.




Proof of Theorem 1

Readers uninterested in the proof of Theorem 1 can skip directly to Section 3, which discusses

estimation and inference.

The proof of Theorem 1 relies on the following Lemma.

Lemma 2. (PERMUTATION ) Consider the network sequence formed by permuting the period
1 and 2 link decisions of any subset of the set of all stable dyads, D,. Let (R}, Rj,) denote
the values of (Ry1, Rua) after such a permutation for i € Ny and | € N¢. Let ij be the stable
dyad to which i belongs. If ij’s link histories where changed as part of the permutation, then

(R, Rij) = (Rao, Ran), otherwise (Rj, Rjj,) = (R, Riz).

Proof. From the definition of R;; we have, for all [ = 1,..., N not equal to i or 7,

N N
Rip— Ripn = ZDik2le2] - [Z Diklelkl]
k=1 k=1
N
= Y Dia1(Duz — Dir) + DijaDyja — Diji Dijy
k=1,k#£]
N
= Z D1 (Dika — Dig1) + (Dijo — Dij1) Dijn
k=1,k#]

with the second equality coming from rearrangement and the stability of all of 7’s links, other
than those with j, across periods 1 and 2 (which implies D1 = Dy for all k& # j). The third

equality comes from the corresponding stability of j’s links (which implies Djjo = Dyj1).

Now observe that chv:l’k#j D1 (Diga — Dig1), the first term to the right of the last equal-
ity above, equals zero since if D;,; = 1, then k is a neighbor of ¢ and the definition of

neighborhood stability then implies that D;.; = Djo. Rearranging we have shown that
Ris = Rin + (Dijo — Dij1) Diji. (11)

Now consider R}, the number of friends in common between agents 7 and [ after permuting

17’s period 1 and 2 link statuses:

1 = R+ DijpDij1 — DijiDijy
= Rin+ (Dij2 — Dij1) Diji

which coincides with R;2 by (11) above. A similar argument gives R}, = Ry;. O
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To show the main result it is convenient to partition the likelihood (6) into four components:

P (dg, a, 9) = 7 (do,a) (12)
3
X H H F (/Bdilizt—l + /yrilizt—l + a‘i1i2)di112t (13)
i€D,g t=1
X [1 — F (Bdiyigt—1 + VTiyigt—1 + ailig)]l_diliQt
3
X H H F (6di1i2t*1 + VTiviot—1 + ai1i2)di1i2t (14)
i€Dys t=1
X (L= F (Bdiyiyi—1 + Vriyigt—1 + @iygy)] 120
3
X TT TLF Bdiiat—1 + risimir + @iiy) 2" (15)

ieD; t=1

X [1 = F (Bdiyigt—1 + Viyigt—1 + aiu’z)]l_d

iyint
Line (12) contains the likelihood contribution corresponding to the joint density of the initial
network condition and pair-specific heterogeneity terms. Line (13) contains the contributions
of all dyads where neither agent is embedded in a stable neighborhood. Line (14) contains
the contribution from all dyads where one agent, but not the other, is embedded in a stable
neighborhood. Finally line (15) contains the contribution of dyads embedded in stable
neighborhoods.

We can use this partition of the likelihood to evaluate the conditional likelihood of observing
D} = dj conditional on the event that d3 € V*

p(d a,0)
ZvGVS p (Vga aa 9) '

I°(dj,a,0) = (16)
In order to simplify (16) it is convenient to analyze its inverse , which consists of the sum of

2™~ ratios of the form 5
p (V07 a, 9) (17)
p(dj,a,0)’

for v € V5. We can use the likelihood decomposition given by (12) to (15) above to derive

an explicit expression for this ratio.

First, since the initial condition is held fixed across the two network sequences, the 7 (vg, a)
and 7 (dg,a) terms in, respectively, the numerator and denominator of (17) cancel. Second,
observe that any permutation of the period 1 and 2 link decisions of dyads in Dy leaves the
utility associated with links across dyads in D,; unchanged. Therefore the period t = 1,2,3

likelihood contributions associated with all dyads in D,4, the terms in line (13) above, also
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cancel in (17).

Third, consider dyad il with i € N and [ € NE. Let 73,5, and r}, denote the number of
friends 7 and [ have in common in periods ¢t = 0,¢t = 1 and ¢t = 2, respectively, under network
sequence vi € V&, Since i is part of a stable dyad (and [ is not), it must be the case that
Vg1 = Uge = vy = 1 or vy = vy = vyz = 0 (by the first part of Definition 1). Note also
that, by the definition of V* | v, = 740, vio = dio, Vi = dinn, vaz = dy2 and vy3 = dys. First
assume that v;; = vy = vz = 1. In this case the period t = 1, 2, 3 likelihood contributions

of the il dyad under v} are

F (Bvao +7ri +aa) F (B+riy +au) F(B+rie +au) = F(Bduo+ yrio + ai)
XF (B 4 yri2 + ai)
XF (B4 vyra1 + ai) ,

where the equality follows from the fact that r};; = r;2 and 7};, = 71 by Lemma 2 above. Now
observe that the expression to the right of the equality, after re-ordering, is identical to the
t = 1,2, 3 likelihood contributions of the il dyad under dj. Using an analogous observation
for the v;0 = v;2 = vy3 = 0 case implies that the net period t = 1, 2, 3 contributions of dyad
il to the likelihoods of d and v{ are identical (up to a re-ordering of terms). This this leads
to a cancellation of the terms corresponding to lines (14) above. This is a key step of the
argument.

All that remains of (17) is the ratio of the my components in line (15), one for each stable
dyad, under v versus d. If (vjj1,vij2) = (dij1,dij2), then the contributions of dyad ij € Dj
to the numerator and denominator of (17) cancel. If (vjj1,vi2) = (dij2, dij1) = (1,0), then

dyad ij € D; contributes the term

F (Bdijo + yrijo + aij) 1= F(B+7rij + ay)

1 — F(Bdijo + yrijo + aij) F(yrijn + ag)
F(yrigp+ai)™ [ = F (yrijpn + a;)]

F (B 49142 + ay)™ [L= F (B + 72 + ayy)]
F(Bdijo +rijo +aij) 1 —F(B+9rij + ay)
1= F(Bdijo + yrijo + aij) F(yriji + aij)
F(yrin +ay)™  [1=F (i + ay)]

F (B +9ri1 + ay)™ [L= F (B + 71 + ay)]

by (va.0)

1—dij;3

17dij3

1—dyj3

1—dij3’

to (17), which, following Honoré and Kyriazidou (2000), can be shown to equal

F (Bdijo + yrijo + aij) 1 — F (Bdijs + yrij1 + aij) def 4
= by (¢, ai5,0)  (18)
1 — F (Bdijo + yrijo + aij)  F (Bdijz + yriji + aij)

by (vo0) =

20



if dij3 = 1 and also if d;;3 = 0. In the logit case
bij (4, aij, 0) = exp (=5 (digs — dijo) — 7 (rijg = 7450)) »

which is invariant to the value of a;;. Recall that ¢;; denotes the conditioning vector ¢;; =

(dijo, dijz, Tijo,Tij1) and @ = (B,7)" the parameter vector of interest.

If (Uijh Uijg) = (dijQ, dz‘jl) = (0, ].), then dyad Z] € DS contributes

1 — F (Bdyjo + yrijo + aij) F (yrijn + ag)
F (Bdijo +yrijo + aij) 1 —F (B8 +rija + aij)
(Bt ymips )™ [L = F (B4 7 + ay)]' ™
F (yrij + ag)™ [1— F (yrijo + a)] 4
1 — F (Bdijo + yrijo + aij) F (yrij + ai;)
F (Bdijo+ yrijo+ aij) 1 —F (B4 yrij + aij)
vl (B + yrijn + ai) ™ [1 = F (B +rijn + ag;)]' 4
F (yrijn + ag)™” [1— F (yriji + ag)] 4

b (vi9) =

which, again follows following Honoré and Kyriazidou (2000), equals

1-F (5dij0 + yrijo + a;;)  F(Bdijs+ yrij + a’ij) def

4 (VO ) F(ﬁdijo—i")/’f’ijo—i—aij) 1 —F(,Bdijg +’)/7’Z'j1 —i—aij) “ (q] ij ) ( )

if d;j3 = 1 and also if d;;3 = 0. In the logit case
by (gij, aig, 0) = exp (B (dijs — dijo) + 7 (rij1 — ri50)) -

For all v§ € V¢ we therefore have that the contributions of dyad ij € D, to the numerator
and denominator of (17) either cancel or equal (18) or (19) according to whether (d;;1, d;j2) =
(0,1) or (dijladiﬂ) = (1,0).

Let S;j = D;jo — D;j1, using the above calculations, we can write,

ZV s p (V3’ a’ 9) 1 Siligzl 1 Sili2:71
?Edg aoe) = H [1 + bzollig (Qim@ij,@)} ( ) [1 + billoig (%‘j»aij?eﬂ ( )
) bl iEDs

Note that the product to the right of the equality above evaluates to a sum of 2™~ terms,
one for each element of V*, as required. Inverting yields a simplification of (16) equal to (10)

as claimed.
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In the logit case (10) simplifies further to

1(52-11-2:1) l(si1i2:—1)
iy exp (7,,0) exp (#7,,0)
wo) = H <1—i—exp( 0)) <1+exp( 0)) 7 (20)

i€eDyg ’122 21%2

recalling that X;; = (D3 — Dijo, Rij1 — RijO)/'

3 Estimation and inference

In this section I introduce an estimator for 6, based on Corollary 2. This corresponds to the
case where the model described in Section 1 is augmented with the assumption that U,j; is a
standard logistic random variable. The estimator is simply the maximizer of the conditional

likelihood presented in Theorem 1 (evaluated under the logit assumption):

L (0) = () 3D 0 (0). (21)

i=1 j<i

where

Zi; {55 X0 —In [1 4 exp (S:;X],0)] } - (22)

The stable neighborhood logit (henceforth SN logit) estimate of 6, is given by”

fOsn = arg max Ly (0) (24)
To derive the large sample properties of fsx it is helpful to first formalize some conditional
independence properties embedded in the conditional likelihood (10). Order dyads, without
loss of generality, so that i = 1,..., my indexes the my = |D;| dyads embedded in stable

neighborhoods.

Lemma 3. (INDEPENDENCE OF LINK HISTORIES AMONG STABLE DYADS) The events
S1 =5,...,%my = s are conditionally independent given 73 = --- = Z,,, = 1, Dy = dy,
D3:d3 and A = a.

9While I will not present formal results for it, a semiparametric maximum score estimator based on
Theorem 1 could be constructed by maximizing

oz\lg}%ﬁ( 1 ZZZU ij2 — Dij1) sgn {X{jﬂ}. (23)

=1 j<1

The set of maximizers of (23) would provide an estimate of the identified set.
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Proof. The conditional likelihood (10) evaluated at 6 = 6, gives the probability of all possible
permutations of period 1 and period 2 link histories between dyads embedded in stable

neighborhoods conditional on all other features of the network being held fixed. For any

i=1,..., my marginalizing gives
1 1(s;=1)
P Si: Z::Zm:]-adadv -
*(5=sl ords:2) (1+b911i2 (qij»aij790)>
1 1(sj=—1)
X 25
(1 + 010, (435, aij, 90)) (%)
= Pr(Si = S‘ Zi = 1,qi,ai)

the product of (25) fori=1,...,my gives (20). O

Lemma 3 implies that the stable neighborhood logit criterion function (20) consists of my =
|Ds| conditionally independent components. As long as my — oo and N — oo consistency
and asymptotic normality of by follows relatively directly. To state a formal result I require

some additional assumptions.

Assumption 1. (SAMPLING) The econometrician observes all agents and links between
them it =0,1,2,3.

Developing results for other sampling schemes, as when the researcher collects a set of ego-

centered graphs, would be an interesting topic for future search.

Assumption 2. (REGULARITY)
(i) 6y € int (O), with © a compact subset of R?,
(i1) for any two agents i and j, R;; is a bounded fort = 0,1

Part (i) of Assumption 2 is standard regularity condition. Given that most networks are
sparse, part (ii) is not especially restrictive. Specifically if each agent can maintain only a
finite number of links, then she can have at most a finite number of links in common with
any other agent. This assumption can also be relaxed by assuming that R;;; has, instead, a

sufficient number of finite moments.

Point identification further requires:

Assumption 3. (IDENTIFICATION)
(1) nay — oo with ay = Pr(Z;; =1)

(i) E [Xini’j‘ Zi; = 1] is a finite non-singular matriz
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Part (i) of Assumption 3 ensures that the number of stable dyads increases with the size of
the network. Although it allows the probability attached to the event “ij is a stable dyad”
to approach zero as the network grows, it does so at sufficiently slow rate such that the total

number of stable dyads nevertheless grows large as N — co. One way to ensure that part (i)

J=i+1l"
by the Monte Carlo design introduced below. The single agent binary choice analog of part

holds is to impose restrictions on the sequence {4;;} An example is implicitly provided
(i) of Assumption 3 is the requirement that the number of switchers or movers grows with
the sample size (Chamberlain, 1980).

Part (ii) of Assumption 3 is a standard identification condition for binary choice models,

albeit expressed conditionally on Z;; = 1 (e.g., Amemiya, 1985).

exp( X’.0 .
Let Dij (9) = % with Dij = Dij (90) and AO =K [p” (1 _pU)XUXZ/‘ Zij = 1:| The

J

large sample properties of éSN are summarized in the following theorem.

Theorem 2. (ASYMPTOTIC PROPERTIES OF fsy) Under the assumptions stated above
(i) Osx 2 o
(’L’l) \/Nan (éSN - 90) £> N (O,Aal)

The proof of Theorem 2 can be found in Appendix A. It is relatively straightforward.
Recall that my equals the number of conditionally independent components in the SN logit
criterion function. Therefore {my} is a sequence of integer-valued random variables. Part

(i) of Assumption 3 implies that
my p

— 1,
noyn
with nay — oo. Hence the number of components in the SN logit criterion function will
grow large with the network. This allows for the application of a central limit theorem for a

random number of summands. Theorem 1.9.4 of Serfling (1980) is sufficient for my purposes.

The upshot of Theorem 2 is that, in practice, estimation of, and inference on, 6, is very
straightforward. The main challenge is to quickly find all stable dyads in the network.
As mentioned above, a description of how to construct the Z;; indicator can be found in
Appendix B and a Python function for finding stable dyads is included in the supplementary

materials.

Once all stable dyads have been located, estimation and inference can be conducted us-
ing a standard logit maximum likelihood program. Specifically let Y;; = 1(S;; =1) =
1(Dij1 = 0, D51 = 1) and recall that X;; = (Dijz — Dijo, Riji — Rijo)’. A standard logit fit
of Y;; onto X;; across the subset of Z;; = 1 stable dyads coincides with the SN logit estimator.

The conventional standard errors reported by the program will be asymptotically valid.!®

10A constant should not be included in the design matrix. Most logit programs include a constant by
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4 Monte Carlo experiments

The Monte Carlo design uses a random geometric graph to construct an “opportunity graph”

for link formation. Specifically agents are scattered uniformly on the two-dimensional plane
[0, W} X [0, \/N} .
The initial network is then generated according to the rule
Dijo = 1 (Ayj — Usjo > 0),

with Ujjo logistic and A;jo taking one of two values. If the Euclidean distance between 7 and

0.75
1-0.75

This calibration means that, in the initial period, agents that are less than r apart link with

J is less than or equal to r, then A;jy = ln( ), otherwise A;jo equals negative infinity.

probability 0.75, while those greater than r apart link with probability zero.
The expected degree of a randomly sampled agent in ¢ = 0 is approximately 0.7577? (An

exact expression for average degree, which takes into account boundary effects, can be cal-
culated along the lines of Kostin (2010)). An implication of this set-up is that the initial
condition is sparse: average degree does not increase with network size. By varying the value
of r I can manipulate the average degree, and hence connectivity, of the initial condition. I
choose values of 7 such that in large networks average degree in period t = 0 is 2, 3 or 4.1
With an average degree of 2, the resulting initial condition consists of many small discon-
nected components. When average degree equals 3 a large giant component begins to form.
Finally when average degree equals 4 almost all agents are part of one giant component (see
Table 1). It is well-known that a phase-transition occurs at an average degree of 3 in random
geometric graphs (Penrose, 2003).

In period ¢t = 1,2, 3 links evolve according to rule (2) with 3 = v = 1.1? A key feature of this
design is that it generates homophilous link formation based on location (which is unobserved
by the econometrician). Although there are no network effects in operation in period t = 0,
measured transitivity of the initial network is quite high, with the clustering coefficient
exceeding 0.4 in all cases (see Table 1). In subsequent periods transitivity and average degree

increase as agents form additional links (on net) in response to state dependence and a taste

default, but also have an exclusion option.

1 As a point of reference McPherson et al. (2006) estimate the average size of adult Americans core
discussion networks (i.e., confidants with whom individuals discuss important matters) was about three in
1985 and two in 2004.

12Gince agents greater that r apart will never link, average degree in the network is bounded above by 72
in periods ¢ = 1,2,3. This corresponds to maximum average degrees of (approximately) 2.67, 4 and 5.33
across the three designs.

25



for triadic closure. Link clustering in these design therefore arises from both homophily and
a taste for triadic closure, making them an appropriate test case for evaluating the small

sample relevance of Theorem 2.

A typical sequence of networks, with N = 200 and average degree in the initial network set
equal to 4, is depicted in Figure 6. The figure indicates that stable dyads come in different
forms and can arise even in a strongly connected network. In the figure the larger Berkeley
blue nodes correspond to stable dyads, the California gold nodes are immediate neighbors,
while the Medalist colored nodes are indirect neighbors. Stable dyads arise in sparse regions

of the network, as might be expected, but also in relatively dense regions.

Table 1: Basic Properties of Simulated Network Sequences

Asymptotic Degree 2 3 4

Period ED, T GC|EDy] T GC|EDy T GC
t=0 1.98 044 0.01| 296 044 0.05| 3.94 044 0.58
t=1 241 0.58 0.01| 3.68 0.58 0.08| 498 0.58 0.83
t=2 249 059 0.01| 380 059 0.09]| 512 0.59 0.84
t=3 250 0.60 0.01| 382 059 0.09| 514 059 0.85

Notes: The table reports period-specific network summary statistics across the B = 1,000 Monte
Carlo simulations for each design (N = 5,000). See main text for other design details. The E [D;]
column gives the average degree, T the global clustering coeflicient or transitivity index and GC
the fraction of agents that are part of the largest giant component.

Table 2 summarizes the sampling properties of B and 4 across the different designs. In all
cases | set the number of agents equal to N = 5,000 and complete B = 1,000 Monte Carlo
replications. The network size was chosen through trial and error to ensure the presence of
a sufficient number of identifying stable dyads. With five thousand agents the number of
stable dyads averages between 100 and 250 for the designs considered here.

In all cases the SN logit estimator is approximately mean and median unbiased and the
associated Wald-based confidence intervals have actual coverage close to nominal 95 percent

coverage.

In empirical work it is common to fit simple dynamic logistic regression models to network
data. In this approach current linking decisions are modeled as a function of past network
structure (e.g., Gulati and Gargiulo, 1999; Kossinets and Watts, 2009; Almquist and Butts,
2013). In the Monte Carlo designs considered here, this approach resulted in highly biased
point estimates and nominal 95 percent confidence intervals with zero coverage in all cases

(results not reported).'

BWith B = 1,000 Monte Carlo replications the standard error of the coverage estimates are
1/0.95 (1 — 0.95) /1,000 ~ 0.007. Hence the null of actual coverage equaling 0.95 is accepted in all cases.
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Table 2: Sampling properties of B and 4

Asymptotic Degree 2 3 4

N = 5,000 p gl B gl B v
Mean 1.0138 1.0458 | 1.0314 1.0421 | 1.0438 1.0456
Median 1.0018 1.0187 | 1.0061 1.0064 | 1.0410 1.0133
Std. Dev. 0.2661 0.2888 | 0.3575 0.2832 | 0.4575 0.2976
Mean Std. Err. 0.2593 0.2791 | 0.3375 0.2717 | 0.4493 0.2917
Coverage 0.9600 0.9530 | 0.9480 0.9600 | 0.9620 0.9650
Avg. # of Stable Dyads 237.5 162.9 110.6

# of cvg. failures 0 0 1

Notes: The table reports period-specific network summary statistics across the B = 1,000 Monte
Carlo simulations for each design (N = 5,000). See the main text for other design details. The
E [D;;] column gives the average degree, T the clustering coefficient or transitivity index and GC
the fraction of agents that are part of the largest giant component.

5 Conclusion

This paper has introduced a simple model of dynamic network formation which incorpo-
rates, for the first time, both a structural taste for transitivity and arbitrary homophily
on time-invariant agent attributes. Transitivity and homophily are the two most widely
posited reasons for link clustering in real world networks (e.g., Snijders, 2011, 2013). The
model introduced here provides a means to assess the roles played by these two forces in
practice. Taste transitivity induces a strong dependence in link formation trajectories across
agents. By focusing on link histories across dyads embedded in stable neighborhoods, these
dependencies can be controlled, and positive identification results derived. Estimation and
inference is surprisingly simple, requiring a routine to find stable dyads, and a standard logit

maximum likelihood program.

Several different directions for future research suggest themselves. First, the application
of the methods proposed here to real world network data would be interesting. Second,
it is an open question whether the notion of neighborhood stability can be extended to
accommodate more complex surplus functions. In particular those with additional network
interdependencies beyond a taste for transitivity. Third, the fixed effects results presented
here provide justification for the further exploration of random effects approaches to dynamic

network analysis.
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A Proof of Theorem 2

This appendix presents a derivation of the large sample properties of the SN logit estimator
summarized in Theorem 2 of the main text. All notation is as defined in the main text
unless stated otherwise. The abbreviation TI refers to the Triangle Inequality, CSI to the
Cauchy-Schwartz Inequality, LLN to the Law of Large Numbers and CLT to the Central

Limit Theorem.

Consistency
To show part (i) of Theorem 2 consider the normalized SN logit criterion function
X
ay' L (0) = ay' (3) DD Uy (0). (26)
i=1 j<i
A dominating function for the “kernel” of (26) can be constructed as follows

exp (Si; X0
- ( J“ "y ,)_ SZJXfL/j 0
+ exp (SZ]XZJG)

lay'li; (0)] = ay'Z

— 1112 + (SZJXZ/j —

IN

ay' Zij 2| + ay' Z; (1 e (15”)%9—)) |Si;X,0)

a;,lZij [In2| 4+ on_VIZZ-j }SinZ{jé"

aN' Zi; IIn2| + ay' Zi; }X{]H‘

< ay' Ziy 2| + oy Zi; | Xy 101 (27)

IN

The first equality follows from a mean value expansion in 6, the second inequality by the
TI, the third inequality by the fact that [1 + exp (v)] " lies between zero and one, the fourth
equality by the fact that |S;;| = 1 if Z;; = 1 and zero otherwise, and the last inequality by
the CSI. By Assumption 2 the term to the right of the final inequality is bounded.

Taking expectations of both side of (27) therefore yields
E [|ay'li (0)]] < [In2] +E[[| Xyl Z; = 1][16] = O (1),

which allows for an application of a law of large numbers for U-statistics with sample-size
dependent kernels (e.g., Lemma A.3 of Ahn and Powell (1993)). This gives ay'Ly (0) =
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Q) = Elfay'l;(0)]
= —ay Pr(Zi; = D{E[Dxw (pil pij (0))| Zi = 1] + E[S (pi)| Zij = 1]}
= —E[Dxw (pijllpi; (9)| Zij = 1+ E[S (pi)| Ziy = 1]. (28)
exp(XZ{jG)

1+exp(X£j0)
pij = pij (6o) and S (p;;) is the binary entropy function. Clearly 6 is a maximizer of (28);

Here Dxy, (pijl| pij () equals the Kullback-Liebler divergence of p;; () = from
part (ii) of Assumption 3 implies that 6y is the unique maximizer. By concavity of Ly (6)
in § the convergence of ay'Ly () to @ (0) is uniform in § € ©. Since conditions A, B and
C of Theorem 4.1.1 of Amemiya (1985) hold, part (i) of the Theorem follows.

Asymptotic normality

To show part (ii) of Theorem 2 I begin with a mean value expansion of the first order condition

of the (normalized) SN logit criterion function (26). This gives, after some re-arrangement,

i=1 j<i

x [axt () D0 D Vil (90)] : (29)

i=1 j<i

where 8 lies “between” 6 and 0y, + denotes a Moore-Penrose generalized inverse and
exp (X!.0
1+ exp (X/,0)

exp (X{jﬁ) } ¥y
ij

+exp (X1,0)]° v

Volij (0) = —Zij{[l

By Assumption 2 and part (ii) of Assumption 3 E [sup | Voolij («9)||max} < 00 and continuous
9e®

in § € O so that, using part (i) of Assumption 3, ay'! (1;)_1 Zf\il ZKZ. Vooli (é) 2 Ao with

Ay as defined immediately before the statement of Theorem 2 in the main text. The matrix

A is finite and non-singular by part (ii) of Assumption 3.

Asymptotic normality follows by demonstrating that the second term in (29), suitably nor-
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malized, obeys a central limit theorem (CLT). To show this, start by calculating the variance

E [Volij (600) Vali; (60)] = Pr(Zi; = DE [g;; (1 — ¢ij) Xi; X};| Zij = 1]
= aNAO

= O(OéN>.

Note also that E [Vyl;; (60) Valir (6)] identically equals zero for any j # k because each
agent can belong to at most one stable dyad (so that Z;;Z;; = 0). This observation, and a
Hoeffding (1948) decomposition, gives

v <%‘v1(2V ) i >Vl <eo>> = a2 i () ) () A, x

i=1 j<i

for A; n the covariance between Vyl;; (6p) and Vyly (6y) when s = 0,1,2 indices are in
common. The second equality follows from the fact that Ay y = Ay x = 0 and the variance

calculation above. This suggests that 6 converges in mean square to 0y at rate 1/nay.

Now, without loss of generality, let i = 1,...,my index those dyads embedded in stable
neighborhoods. Here {my} is a sequence of integer-valued random variables. Part (i) of

Assumption 3 implies that
my »p
NPy
noan

with nay — oco. By Lemma 3 {Vyl; (6)};2) are i.i.d. with mean zero and finite variance
Ay (from the calculation above). A CLT for a random number of summands (e.g., Theorem

1.9.4 of Serfling (1980)) and Slutsky’s Theorem therefore give

ng O 7A07
MZZV (60) = N (0, Ao)

=1 j5<1

from which the result follows after another application of Slutsky’s Theorem.
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B Construction of a stable dyad indicator

It is helpful for computation to have an indicator for neighborhood stability. To construct

one first define the matrix
S=D;oDyoDs+ (t/ —Dy)o (1) —Dy) o (1 —D3).

The ij*" element of S equals 1 if the link status of dyad ij is the same across periods 1, 2
and 3 (i.e., either always linked or never linked) and zero otherwise. The diagonal elements
of S equal one by construction. Note that S;;, the 7 4" element of S, does not correspond to

S;; as defined in the main text and Appendix A.

To find dyads that (i) change link status across periods 1 and 2, but (ii) leave any remaining
links they may have unchanged in periods 1, 2 and 3 define the boolean matrix T with 4"

entry

oo |1 i Duj # Doy & S S =N-1& Y Sy =N-1
Y 0 otherwise '

To identify agents who do not form or sever any links during periods 1 and 2 define the

boolean vector V with it" element

V= 1 if Zjvzl D1ijDaij 4+ (1 = Duy) (1 = Daij) = N
’ 0 otherwise

Use T and V to construct an indicator for dyad stability:

Zij :ﬂj X

I (DunVie+ (1 - Dm))] X [H (DigiVe + (1= D)) |- (30)
k#i,j k#i,j

Note that Hk¢i7j (D1ix Vi + (1 — D)) = 1if for all k& # 4, j one of the following two condi-
tions hold: (i) agent i is linked to agent k and all of k’s links are stable across periods 1 and 2
or (ii) agent ¢ is not linked to k. Hence Tj; equals one if the first condition for neighborhood
stability applies and ¢ and j revise their link status across periods 1 and 2, while the two

terms in [e] equal one if the second condition for neighborhood stability holds holds.
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Figure 6: Illustrative network sequence for Monte Carlo Design
t=0 t=1

ol
Bas

7\‘7/

® Stable nodes —— Stable-to-Stable edges

o Direct neighbors —— Stable-to-Direct edges

e Indirect neighbors Direct-to-Indirect edges
Other nodes —— Other edges

Notes: A typical sequence of networks for the case where N = 200 and average degree in the
initial network is 4.
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