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1. Introduction

In almost every country in the world, the share of employment in agriculture is higher than

the share of value added coming from agriculture. As a simple matter of arithmetic, this im-

plies that value added per worker is higher in the non-agricultural sector than in agriculture.

According to data from national income and product accounts, this “agricultural productivity

gap” is around a factor three on average, and even higher in developing countries.

These large agricultural productivity gaps suggest important implications for understanding

aggregate productivity. With minimal assumptions on production technologies, they suggest

that labor is misallocated across sectors, and particularly so in developing countries. By real-

locating workers out of agriculture, where the value of their marginal product is low, and into

other activities, aggregate output would increase even without increasing the amount of in-

puts employed in production. These gains could be particularly large in developing countries,

where the agricultural productivity gaps and shares of employment in agriculture are largest.

In this paper, we take a step back and ask whether these gaps are still present when better mea-

sures of inputs and outputs are taken into consideration. In other words, we ask how much of

the agricultural productivity gaps are artifacts of mismeasurement, as opposed to real differ-

ences in output per worker. Several existing studies have argued that these measurement issues

may be first-order: Caselli and Coleman (2001), for example, argue that agriculture workers

have relatively lower human capital than other workers; Gollin, Parente, and Rogerson (2004)

suggest that agriculture output maybe underestimated due to home production; and Herren-

dorf and Schoellman (2013) claim that measurement error in agricultural value added data is

prevalent even across U.S. States. Despite these concerns, the literature does not offer a clear

answer to how important these measurement issues are in practice in developing countries.

To answer this question, we construct a new database from population censuses and household

surveys and use it to provide better measures of agricultural productivity gaps in 151 countries

of all income levels. We organize our analysis around possible biases that could affect value

added per worker in the denominator (employment) and in the numerator (value added). We

then use our new database to perform a sequence of adjustments to the data on agriculture’s

shares of employment and value added. In the first set of adjustments, we construct measures

of average hours worked and human capital per worker by sector. We consider several mea-

sures of human capital, including adjustments for sector differences in returns to schooling and

experience. We find that taking into consideration sector differences in hours and human capi-

tal per worker jointly reduces the size of the average agricultural productivity gap by roughly

one third overall and by one half in developing countries. We also find, however, that the

remaining gaps are still large and particularly so in developing countries.

1



We then construct alternative measures of value added by sector using household income sur-

veys from ten developing countries. Our data come from the World Bank’s Living Standards

Measurement Studies (LSMS), which are are designed explicitly to obtain measures of house-

hold income and expenditure. They allow us to compute, among other things, the market value

of all output—whether ultimately sold or consumed at home—produced by the households.

We find that the gaps in value added per worker by sector implied by these household income

surveys are similar in magnitude to those found in the national accounts. This suggests that

mismeasurement of value added in national accounts is unlikely to account for the agricultural

productivity gaps implied by national accounts data, at least in these developing countries.

We then consider a set of other potential explanations for the gaps, including sector differences

in labor’s share in production, potential discrepancies between income per worker and income

per household, and urban-rural differences in amenities. We conclude that the agricultural

productivity gap is unlikely to be completely explained by any of the measurement issues we

address in the paper. What this suggests, we argue, is that a better understanding is needed of

why so many workers remain in the agricultural sector, given the large residual productivity

gaps with the rest of the economy. Understanding these gaps will help determine, in particular,

whether policy makers in the developing world should pursue polices that encourage move-

ment of the workforce out of agriculture.

As a first step in this direction, we present correlations of the adjusted agricultural productiv-

ity gaps with a set of country characteristics that we expect may be linked to the the remaining

gaps. The measures that we focus on relate to geographical features, measures of institutional

quality, and measures of labor mobility. We find that the adjusted agricultural productivity gaps

are correlated with all these variables, and in ways that suggest possible avenues for future re-

search. For example, the adjusted gaps are larger, all else equal, when the quality of a country’s

institutions are low. This finding is consistent with the idea that the risk of expropriation might

make workers less inclined to leave behind the security of existing living and working arrange-

ments. While all we present are correlations, we feel that this evidence is suggestive of possible

mechanisms that may help explain the measured productivity gaps.

We are not the first to point out the existence of large agricultural productivity gaps. Lewis

(1955), for example, noted that in developing countries that “there is usually a marked differ-

ence between incomes per head in agriculture and in industry.” The fact that the agriculture

productivity gaps are most prevalent in poor countries was first shown by Kuznets (1971),

and was later documented in richer detail by Gollin, Parente, and Rogerson (2002). These

differences in sectoral productivity were viewed as critical by early development economists.

Rosenstein-Rodan (1943), Lewis (1955), and Rostow (1960) viewed the development process as

fundamentally linked to the reallocation of workers out of agriculture and into “modern” eco-

nomic activities. Recently, McMillan and Rodrik (2011) argue that reallocations of workers to
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the most productive sectors – taking the underlying productivity data at face value – would

raise aggregate output per worker substantially in many countries.

Our contribution is to attempt to account for the gaps using richer data on labor and value

added at the sector level than in any prior study. In particular, our paper is the first to make use

of household survey-based measures of schooling attainment by sector and hours worked by

sector in the cross-section of countries. Furthermore, we are the first to compare sector produc-

tivity levels computed from “macro” data, based on the national accounts, to those implied by

“micro” data, based on household surveys of income. Our work is similar in this regard to that

of Young (2012), who compares growth rates computed from national accounts data to those

computed from household survey data in a set of developing countries.

Our work complements a related literature trying to understand why there is more cross-

country variation in physical productivity in agriculture than in the non-agricultural sector

(Caselli, 2005; Restuccia, Yang, and Zhu, 2008; Chanda and Dalgaard, 2008; Vollrath, 2009). Pro-

posed theories include distortions that reduce farm size (Adamopoulos and Restuccia, Forth-

coming), selection of lower-ability workers into agriculture (Lagakos and Waugh, 2013), and

low intermediate usage in agriculture (Restuccia, Yang, and Zhu, 2008; Donovan, 2013). The

current paper differs in that it compares the value of output produced by sector within each

country.

The papers most closely related to ours are those of Young (2013) and Herrendorf and Schoell-

man (2013). Young (2013) uses cross-country, micro-level survey data to study urban-rural

consumption gaps and connects these measures with migration outcomes. While he focuses

on concepts that are distinct but related concepts to ours (real consumption vs. value added

output per worker) and sectoral definitions (urban/rural vs. agricultural/non-agricultural), he

finds gaps in consumption between urban and rural areas that are similar in magnitude to our

findings. Moreover, by connecting these gaps with migration outcomes, he builds on the model

of Lagakos and Waugh (2013) and provides compelling evidence suggesting that these gaps are

well explained by selection on unobservable skill. We view Young’s (2013) results as providing

an important path toward understanding the productivity gaps discussed in our paper.

Herrendorf and Schoellman (2013) study why agricultural productivity gaps are so large in

most U.S. states. A key difference in the conclusions of our paper and theirs is that Herrendorf

and Schoellman (2013) argue that systematic under-reporting of agriculture income (data that

are collected in the U.S. from farmers’ tax returns) is a major factor in accounting for the low

relative productivity of agriculture. Whether this type of mismeasurement is equally at play in

countries outside the United States, and developing countries in particular, is an open question.

The main similarity is that both studies find that sector differences in human capital per worker

explain a substantial fraction of the gaps.
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Finally, our work relates closely to the recent literature on misallocation and its role in explain-

ing cross-country differences in total factor productivity and output per worker. Seminal ex-

amples of this line of research are Restuccia and Rogerson (2008) and Hsieh and Klenow (2009),

who focus on the misallocation of capital across firms; or Caselli and Feyrer (2007) who study

the misallocation of capital across countries. In contrast, we focus on the potential misallocation

of workers across sectors. Our focus on the divide between the agricultural and non-agricultural

sectors is important because the vast majority of workers in developing countries are in agricul-

ture, suggesting that misallocation between these two sectors may be the most relevant source

of sectoral misallocation.

2. The Agricultural Productivity Gap—Theory

We begin by asking what standard neoclassical theory implies for the agricultural productivity

gap. Consider a neoclassical two-sector model featuring Cobb-Douglas production functions in

the agricultural and non-agricultural sectors, free labor mobility across sectors and competitive

labor markets. Assume further that the labor share in production is given by θ in each sector

(an assumption we view as reasonable, but discuss later in Section 6.4), so that the production

functions are:

Ya = AaL
θ
aK

1−θ
a and Yn = AnL

θ
nK

1−θ
n (1)

where subscripts a and n denote agriculture and non-agriculture, and variables Y , L and K

represent output, labor input and capital (and land) input.

The assumption of free labor mobility implies that the equilibrium wage for labor across the

two sectors is the same. The assumption of competitive labor markets implies that workers

are paid the value of their marginal product, and that firms hire labor up to the point where

the marginal value product of labor equals the wage. Thus, marginal value products are also

equalized. Combined with the production functions in (1), and letting pa denote the relative

price of Ya, the ratio of marginal value products, and average value products, is

V An/Ln

V Aa/La

=
Yn/Ln

paYa/La

= 1. (2)

We call this ratio of value added per worker in non-agriculture to agriculture the agricultural

productivity gap, or APG. If the condition in (2) is not met, then this suggests that workers are

misallocated relative to the competitive benchmark. For example, if the ratio of value added per

worker between non-agriculture and agriculture is larger than one, there would seem to be an

incentive for workers to move from agriculture to non-agriculture, simultaneously pushing up

the marginal product of labor in agriculture and pushing down the marginal product of labor

in non-agriculture. This process should tend to move the sectoral average products towards
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equality.

An important point to note in condition (2) is that it does not depend on any assumptions about

other factor markets. In particular, labor productivity should be equalized across sectors even in

the presence of market imperfections that lead to misallocation of other factors of production.

For example, capital markets could be severely distorted, but firm decisions and labor flows

should nevertheless drive marginal value products—and hence value added per worker—to

be equated. Thus, the model implies that if (2) does not hold in the data, the explanation must

lie in either measurement problems related to labor inputs or value added, or in frictions of

some kind in the labor market—nothing else.

Writing equation (2) in terms of agriculture’s share of employment and output gives:

(1− ya)/(1− ℓa)

ya/ℓa
= 1, (3)

where ya ≡ V Aa/(V Aa + V An) and ℓa ≡ La/(La +Ln). In other words, the ratio of each sector’s

share in value added to its share in employment should be the same in the two sectors.

The relationship in (3) is the lens through which we look at the data. Under the (minimal) con-

ditions outlined above, we first ask if the condition in (3) holds in cross-country data. One way

to think about this exercise is along the lines of the work of Restuccia and Rogerson (2008) and

Hsieh and Klenow (2009), who focus on the the equality of marginal products of capital across

firms; or the work of Caselli and Feyrer (2007), who study the equality of marginal products

of capital across countries. Here, in contrast, we focus on the value of the marginal product of

labor across sectors.

Later, in Section 6.4, we explore what happens when we allow labor shares to differ across

sectors. We argue there that equality in labor shares turns out not to be a bad assumption given

available estimates, and hence delay discussing this possibility until later.

3. The Agricultural Productivity Gap — Measurement and Data

In this section, we ask whether, in national accounts data, value added per worker is equated

across sectors, as predicted by the theory. We begin with a detailed—perhaps tedious—description

of how the national income and product accounts approach the measurement of agricultural

value added and how national labor statistics quantify the labor force in agriculture. We con-

clude that while there are some inevitable difficulties in the implementation of these measures,

there is no reason ex ante to believe that the data are flawed.

With these measurement issues clear, we then present the “raw,” or unadjusted, agricultural

productivity gaps using aggregate value added and employment data. We show that the gap
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is around a factor of three in the typical country, well above the prediction of the theory.

3.1. Conceptual Issues and Measurement: National Accounts Data

The statistical practices discussed below are standard for both rich and poor countries, but

there are particular challenges posed in measuring inputs and outputs for the agricultural sec-

tor in developing countries. A major concern is that aggregate measures of economic activity

and labor allocation in poor countries may be flawed—and may in fact be systematically biased

by problems associated with household production, informality, and the large numbers of pro-

ducers and consumers who operate outside formal market structures. Given these concerns,

we focus on the conceptual definitions and measurement approaches used in the construction

of national accounts data and aggregate labor measures.

To illustrate the potential problems, consider the example of Uganda, a country in which house-

hold surveys and agricultural census data show that as much as 80 percent of certain important

food crops (cassava, beans, and cooking bananas) may be consumed within the farm house-

holds where they are grown. Most households are effectively in quasi-subsistence; the gov-

ernment reports that even in the most developed regions of the country, nearly 70 percent of

households make their living from subsistence agriculture. In the more remote regions of the

country, over 80 percent of households are reported as deriving their livelihoods from subsis-

tence farming (Uganda Bureau of Statistics 2007b, p. 82).

Given these concerns, it is possible that value added measures will, by design or construction,

omit large components of economic activity. As we discuss below this is not the case. Although

value added may be measured with error, the conceptual basis for value added measurement

is clear and well-defined.

3.2. Measurement of Value Added in Agriculture

Perhaps surprisingly, the small scale and informality of agricultural production in poor coun-

tries does not mean that their output goes largely or entirely unmeasured in national income

and product accounts. At a conceptual level, home-consumed production of agricultural goods

does fall within the production boundary of the United Nations (UN) System of National Ac-

counts (SNA), which is the most widely used standard for national income and product ac-

counts. The SNA specifically includes within the production boundary “the production of all

agricultural goods for sale or own final use and their subsequent storage” (FAO (1996), p. 21),

along with other forms of hunting, gathering, fishing, and certain types of processing. Within

the SNA, there are further detailed instructions for the collection and management of data on

the agricultural sector.

How is the measurement of these activities accomplished? Accepted practice in developing
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countries is to measure the area planted and the yield of most crops, which can be surveyed at

the national level, and to subtract off the value of important purchased intermediate inputs.1

There are also detailed guidelines for estimating the value of output from animal agriculture

and other activities, as well as for the consideration of inventory. Specific procedures also gov-

ern the allocation of output to different time periods.2 Allowances are made for harvest losses,

spoilage, and intermediate uses of the final product (e.g., crop output retained for use as seed).

The final quantities estimated in this way are then valued at “basic prices,” which are defined as

“the prices realized by [farmers] for that produce at the farm gate excluding any taxes payable

on the products and including any subsidies.”

Although it is difficult to know how consistently these procedures are followed in different

countries, the guidelines for constructing national income and product accounts are clear, and

they apply equally to subsistence or quasi-subsistence agriculture as to commercial agriculture.

Furthermore, there is no reason to believe that national income and product accounts for poor

countries do an intrinsically poor job of estimating agricultural value added (as opposed to the

value added in services or manufacturing, where informality is also widespread). Nor is there

reason to believe that agricultural value added in poor countries is consistently underestimated,

rather than overestimated.3

3.3. Measurement of Labor in Agriculture

Potential mismeasurement of labor in agriculture is another key concern. Because agriculture

in poor countries falls largely into the informal sector, there are no detailed data on employment

of the kind that might be found in the formal manufacturing sector. There are unlikely to be

payroll records or human resources documentation. Most workers in the agricultural sector

are unpaid family members and own-account workers, rather than employees. For example, in

Ethiopia in 2005, 97.7 percent of the economically active population in agriculture consisted of

“own-account workers” and “contributing family workers,” according to a national labor force

survey made available through the International Labour Organization. A similar data set for

Madagascar in 2003 put the same figure at 94.6 percent.

1For some crops, only area is observed; for others, only production is observed. The guidelines provide detailed
information on the estimation of output in each of these cases.

2The national accounting procedures also provide guidance on the estimation of intermediate input data. In
the poorest countries, there are few intermediate inputs used in agriculture. But, conceptually, it is clear that
purchased inputs of seed, fertilizer, diesel, etc., should be subtracted from the value of output. Data on these
inputs can be collected from “cost of cultivation” or “farm management” surveys, where these are available , but
the FAO recommends that these data “should be checked against information available from other sources,” such
as aggregate fertilizer consumption data. Similar procedures pertain to animal products.

3Nevertheless, many development economists find it difficult to believe that national income accounts data
for developing countries can offer an accurate picture of sectoral production. We revisit these concerns later in
Section 5, where we construct alternative measures of value added by sector using household survey data from
ten developing countries. Although these data have their own limitations, as we discuss later, we find that the
large agricultural productivity gaps are present in these household survey data as well.
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The informality of the agricultural sector may tend to lead to undercounting of agricultural

labor. But a bigger concern is over-counting—which would lead to misleadingly low value

added per worker in the sector. Over-counting might occur in at least two ways. First, some

people might be mistakenly counted as active in agriculture simply because they live in rural

areas. In principle, this should not happen; statistical guidelines call for people to be assigned

to an industry based on the “main economic activity carried out where work is performed.”

But in some cases, it is possible that enumerators might count individuals as farmers even

though they spend more hours (or generate more income) in other activities. In rural areas in

developing countries (as well as in rich countries), it is common for farmers to work part-time in

other activities, thereby smoothing out seasonal fluctuations in agricultural labor demand. This

might include market or non-market activities, such as bicycle repair or home construction.

A second way in which over-counting might occur is if hours worked are systematically differ-

ent between agriculture and non-agriculture. In this situation, even if individuals are assigned

correctly to an industry of employment, the hours worked may differ so much between indus-

tries that we end up with a misleadingly high understanding of the proportion of the economy’s

labor that is allocated to agriculture. We explore this possibility directly in Section 4.1, below.

Note that this type of over-counting would affect sectoral productivity comparisons only if

hours worked differ systematically across sectors—so that workers in non-agriculture supply

more hours, on average, than workers in agriculture. At first glance, it might seem obvious that

this is the case, but much of non-agricultural employment in poor countries is also informal.

Many workers in services and even in manufacturing are effectively self-employed, and labor

economists often argue that informal non-agricultural activities represent a form of disguised

unemployment in poor countries, with low hours worked. To return to the Ethiopian data,

in 2005, 88.4 percent of the non-agricultural labor force consisted of own-account workers and

family labor. Thus, the predominance of self-employment and family business holds across

sectors. If there are important differences in hours worked across sectors, we cannot simply

assume that they result from differences in the structure of employment.

A final way in which over-counting of labor in agriculture might occur is if human capital

per worker were higher in non-agriculture than in agriculture. If this were true, we would be

overestimating the effective labor input in agriculture compared to non-agriculture. In this case,

the underlying real differences in sectoral productivity would be smaller than the measured

APGs. We address these possibilities directly in Section 4.4, to follow.

3.4. Raw Agricultural Productivity Gap Calculations

With these measurement issues clear, the following sections describe the sample of countries

and our data sources, and then presents the “raw,” or unadjusted, agricultural productivity
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gaps.

3.5. The Sample and Data Sources

Our sample includes all countries for which data on agriculture’s shares of employment and

value added are available. We restrict attention to countries with data from 1985 or later, though

the vast majority of countries have data from 2000 or later. We end up with a set of 151 countries

which have broad representation from all geographic regions and per-capita income levels. We

exclude any countries in which employment shares are not based on nationally representative

surveys, or in which agriculture’s employment share is less than one percent.4

Our data on agriculture’s share of employment come from the International Labour Organi-

zation (ILO). The underlying source for these data are censuses of population or labor force

surveys conducted by the countries’ statistical agencies. One advantage of using surveys based

on of samples of individuals or households is that they include workers in informal arrange-

ments and the self-employed. Surveys of establishments or firms, in contrast, often exclude

informal or self-employed producers from their sample.

Workers are defined as any individuals supplying labor for the production of goods within

the boundary of the national income accounts (FAO (1996)). There is no minimum threshold

for hours worked. This definition includes all workers who are involved in producing final

or intermediate goods, including home-consumed agricultural goods. In general, employed

workers are classified into sectors by their main industry of employment.

Our data on agriculture’s share of value added come from the United Nations (UN) National

Account Statistics. The underlying sources for these data are the national income and product

accounts from each country. Industry classifications are made using the International Standard

Industrial Classification System (ISIC). In all cases, these data are expressed in current-year

local currency units.5

3.6. Raw Agricultural Productivity Gaps

Table 1 reports summary statistics for the raw APGs for all 151 countries and broken down by

quartile of the income distribution. We refer to these as raw APGs because, unlike the calcu-

4For most countries, there are only a few years for which we can compute agricultural productivity gaps his-
torically. The reason is that nationally representative household surveys are conducted infrequently, particularly
in developing countries. Using the few countries for which data are available, the average APG in the years before
1985 is roughly similar in magnitude to the average APG in the period since 1985

5An alternative would be to use a single set of international comparison prices to value the agricultural output
of each country. This would be relevant if we were making comparisons of real (i.e., physical) agricultural output
per worker across countries, as in Caselli (2005), Restuccia, Yang, and Zhu (2008), Vollrath (2009) or Lagakos and
Waugh (2013). In the current paper, however, we are interested in comparing the value of output produced per
worker across sectors within each country.
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Table 1: Raw Agricultural Productivity Gaps

Quartile of Income Distribution

All Countries Q1 Q2 Q3 Q4

10th Percentile 1.3 1.0 1.3 1.0 1.2

Median 2.6 1.7 2.7 2.8 4.3

Mean 3.5 2.0 3.2 3.4 5.6

90th Percentile 6.8 4.0 6.6 7.1 12.5

Number of Countries 151 38 38 38 37

Note: Income quartiles are determined using 2005 PPP GDP per capita. Q1 is the richest quartile and Q4 is the
poorest quartile. The raw agricultural productivity gaps are defined as the ratio of value added per worker in
the non-agricultural sector to value added per worker in the agricultural sector, without any adjustments to the
underlying value added or employment data.

lations that follow, they do not incorporate any adjustments (e.g., for hours worked). The first

data column describes the APG distribution for the entire sample of 151 countries. Across all

countries, the mean APG is 3.5 and the median is 2.6, implying that value added per worker

is roughly three times higher in non-agriculture than in agriculture. Moreover, the gaps are

large for some countries: at the 90th percentile of the distribution, the gap is 6.8. These gaps are

consistent with the results of Young (2013), who finds urban-rural consumption gaps of around

four for a set of developing countries.

The remaining columns of Table 1 list the APGs by quartile of the distribution of 2005 PPP GDP

per capita, with Q1 being the richest quartile. Looking first at the means, one can see that the

APGs tend to be smaller in the richest countries than in the poorest; a similar pattern holds for

the median. The average gap in the richest quartile of the income distribution (Q1) is 2.0, and

the median is 1.7. In the poorest quartile (Q4), the average gap is 5.6, while the median is 4.3.

Other metrics show that APGs are systematically larger in the poorest countries of the world

than in the richest. A regression of log APGs on log GDP per capita yields a slope coefficient of

-0.3 and is precisely estimated. Thus, while APGs are, on average, large everywhere, they are

particularly large in the developing world.

Relative to the discussion in Section 2, it is abundantly clear that the data are not consistent with

equation (3), which would give an APG of one. The raw data suggest very large departures

from parity in sectoral productivity levels in all countries of the world, and particularly so in

the poorest countries of the world.

Differences of this magnitude are striking. If we take these numbers literally, they raise the pos-

sibility of large misallocations between sectors within poor countries. Are such large disparities
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plausible? Do these numbers reflect underlying gaps in real productivity levels and living stan-

dards? Or do they largely reflect flawed measurements of labor inputs and value added? In the

following sections, we discuss the new data that we bring to bear on the question, and consider

a number of ways in which mismeasurement may occur. We will also compare the magnitude

of these possible mismeasurements with the observed gaps in productivity.

4. Improved Measures of Labor Inputs by Sector

In this section, we report the results of efforts to adjust the productivity gaps to account for

potential differences in the quantity and quality of labor inputs across sectors. We base this

analysis on a new database that we constructed, which contains sector-level data on average

hours worked and average years of schooling for a large set of developing countries. We con-

struct our data using nationally-representative censuses of population and household surveys,

with underlying observations at the individual level.

One part of our data comes from International Integrated Public Use Microdata Series (I-IPUMS),

from which we use micro-level census data from 56 countries around the world. We also get

data on schooling attainment by sector from 51 countries from the Education Policy and Data

Center (EPDC), which is a public-private partnership of the U.S. Agency for International De-

velopment (USAID) and the Academy for Educational Development. From a number of other

countries we get schooling and hours worked from the World Bank’s LSMS surveys of house-

holds. For a number of developed countries we get data from the Cross-National Equivalent

File (Frick, Jenkins, Lillard, Lipps, and Wooden, 2007). The remainder of the data comes from

individual survey data and published tables from censuses and labor force surveys conducted

by national statistical agencies. Table 2 in the Online Appendix details the sources and data

used in each of the countries.

4.1. Sector Differences in Hours Worked

We now ask whether the sectoral productivity gaps are explained by differences across sec-

tors in hours worked. We find that in most of the countries for which we have data on hours

worked, there are only modest differences in hours worked by sector; on average, workers in

non-agriculture supply around 1.1 times more hours than workers in agriculture. Thus, hours-

worked differences are unlikely to be the main cause of the large APGs we observe.

We measure hours worked for all employed workers, whether they are self-employed, em-

ployed in wage work, or a mix of both. The typical survey asks hours worked in a reference

period of one to two weeks prior to the survey, although some report average hours worked

in the previous year. We classify people as workers in either agriculture or non-agriculture,

according to their main reported economic activity.
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Figure 1: Average Hours Worked by Sector

For some countries, we cannot obtain measures of hours by agricultural or non-agricultural

employment, but we are able, instead, to use hours worked by urban-rural status. Table 2 in

the Online Appendix lists the countries for which we use urban-rural status to construct our

hours measures.6 Using urban-rural status in some countries represents a potential limitation

of our data, as the non-agricultural (agricultural) workforce and urban (rural) workforce do

not correspond exactly to one another. However, in those countries for which we can measure

average hours by both urban-rural status and agriculture-non-agriculture status, the two give

similar average hours measures.

Figure 1 shows hours worked in non-agriculture, plotted against hours worked in agriculture,

for each of the countries with available data. The 45-degree line, marked 1.0, corresponds to a

situation in which average hours worked are identical in the two sectors. Similarly, the other

two lines represent a factor of 1.5 and 2.0 differences in hours worked. Most of the observations

are clustered closely around the 1.0 line, and the vast majority are below the 1.5 line, meaning

that differences in hours worked across sectors are generally modest. An arithmetic average

across all countries gives a factor 1.1 difference in hours worked in non-agriculture compared

to agriculture.

6Our results change very little when using average hours among both employed and unemployed workers,
classifying the latter according to their previous sector of employment or urban-rural status if previous sector is
unavailable.
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Hiding behind this result is a systematic relationship between the ratio of hours worked and the

level of development. In Figure 1, rich countries lie mostly below the 45-degree line, whereas

poor countries lie well above the 45-degree line. In countries in the top quartile of the income

distribution, hours in agriculture are on par with those in non-agriculture, on average. For

those in the bottom quartile of the income distribution, the ratio of hours worked is about 1.3.

As shown in Table 1, these poor countries also have relatively large APGs. So while hours-

worked differences overall do not seem to explain much of the APGs on average (as that would

require an average ratio of around 3.5), in some countries lower hours worked in agriculture

seem to be an important part of their large measured gaps.

4.2. Seasonality

One concern with these average-hours-worked statistics is potential bias due to seasonality.

Seasonality in agricultural work is well known to make average hours higher during some

months of the year (e.g., planting and harvesting) than others. If surveys systematically miss

these busy periods, they may bias downward the average hours worked by agricultural work-

ers. In contrast, if surveys are conducted systematically during harvest and planting times,

they may bias hours upward.

One way to address possible bias from seasonality is to take a closer look at hours-worked

data from the set of surveys for which survey dates are drawn representatively throughout the

calendar months of the year. We can then compute average hours by sector by month, to assess

the magnitude of seasonal fluctuations in hours worked. The challenge with this approach is

that there are very few countries for which the data allow this comparison.

Figure 2 below plots hours worked by sector in each month of the calendar year for the five

countries for which these calculations are feasible. Each subplot represents a country, and

for each country, the the dashed line shows average hours worked in non-agriculture, while

the solid line represents average hours worked in agriculture. In most countries, one can see

clear evidence of seasonality in agricultural hours worked. However, hours worked in non-

agriculture are almost always higher than those in agriculture throughout the year, as in the

conclusion of the previous section. Thus, for these countries at least, our results do not seem to

be driven by seasonality.

For most other countries, the data on hours worked come from single-day snapshots—a stan-

dard approach used in censuses and labor force surveys. These snapshot studies typically ask

people about hours worked during a reference period (often one or two weeks prior to the “cen-

sus day”), but the census day is the same for everyone in the country. An advantage of surveys

like this is that they minimize the potential for double-counting or under-counting people who

change address during the course of the year. Snapshot surveys might seem, at first glance, to

13
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Figure 2: Average Hours Worked By Month by Sector

be particularly susceptible to a bias in hours worked. If the reference period falls during the

harvest or planting period (or during a slow period in an agricultural off-season), we might ex-

pect these surveys to result in estimates of agricultural hours worked that are biased upwards

(or downwards).

To address this concern, we compile data on the cropping seasons of each of the 47 countries

for which we rely on snapshot surveys of hours worked (most of which are census data from

IPUMS). For each country, we take the two most important staple foods produced—defined

for our purposes as the vegetable-sourced foods that are the most important sources of calories

consumed in the country, taken from FAO Food Balance Sheets. We then turn to a variety of

sources to identify the key planting and harvesting dates for each staple food crop.7

We find that census days do not appear to be disproportionately located in seasons of peak

labor demand or slack labor demand. To make this point formally, we calculate that for the two

most important crops, the median country has either planting or harvest activities taking place

for 9 months of the year; the mean value is 8.6 months. On average, then, nearly three quarters

of the year is devoted to the planting or harvest of one of the two staple crops. After matching

7In identifying the two most important foods in each country, we ignore major staple foods that are largely
imported. In general, we focus on starch staples, whether grains or roots and tubers; but for some countries,
vegetable oils such as olive oil were important sources of calories, and in these cases, we treated these as food
staples.
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the census days to the crop calendars, we find that approximately three quarters of the census

days fall within a planting or harvest period (36 of 47 countries, or 78 percent). This suggests

that our findings regarding average hours worked are unlikely to be an artifact of seasonality.8

4.3. Hours Worked: A Further Breakdown

In the calculations above, we classify workers by their primary sector of employment and then

attribute all their labor hours to that sector. A potential concern is that individuals classified

as agricultural (non-agricultural) work a substantial fraction of their hours in non-agricultural

(agricultural) activities. For example, suppose that individuals in agriculture in fact devote a

large fraction of their hours to non-agricultural activities. In this case, we would be overcount-

ing their hours worked in agriculture, leading to an underestimate of average labor productiv-

ity in agriculture. For this to be quantitatively important, it would need to be the case that a

substantial fraction of hours is misallocated in this fashion.

To explore this possibility, we analyze individual-level data from LSMS household surveys

for six countries with the appropriate data. Table 2 shows the results of this analysis. In this

table, we show the hours worked in each sector by workers classified as agricultural or non-

agricultural. As noted above, the classification of workers is based on their primary sector

of employment. However, the LSMS data for these countries allow us to measure the hours

worked by individuals across sectors in each of their economic activities.

These measures of hours worked show that to an overwhelming degree, individuals classified

as working in agriculture do in fact allocate their time to agricultural activities; similarly, work-

ers classified as non-agricultural allocate almost all of their time to non-agricultural activities.

In all of these cases except that of the 1998 Ghana LSMS, we find that agricultural-classified

workers devote 95 percent or more of their hours to agriculture; and in every case, we find

that workers classified as non-agricultural devote at least 94 percent of their hours to non-

agricultural activities.9

Although we have not carried out these painstaking calculations for all the countries with avail-

able micro data, we feel comfortable on the basis of the available evidence that the procedure

we are using for calculating hours worked by sector accurately reflects the allocation of hours

8Of course, this does not imply that seasonality in agriculture is not important for individual households.
Instead, our results suggest that at the aggregate (national) level, seasonality in agricultural hours is likely to be
much less pronounced than seasonality at the household level due to the multiple planting and harvesting seasons
for different crops in different regions on the census day.

9At first glance, these numbers appear to be inconsistent with the stylized fact that non-farm income represents
an important source of earnings for rural households. In fact, our results are entirely consistent with that stylized
fact. The reason is simply that “rural” and “agricultural” are different categories. In all of the micro data sets that
we have examined, there are substantial fractions of rural households that are classified as non-agricultural. For
example, in the 1998 Ghana LSMS data, 29.2 percent of rural workers are classified as non-agricultural, and 44.5
percent of rural income was non-agricultural.
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Table 2: Hours Worked: A Further Breakdown

Sector of Hours Worked

Country Worker Classification Agriculture Non-agriculture

Cote d’Ivoire (1988) Agriculture 35.1 1.0

Non-agriculture 0.7 49.2

Ghana (1998) Agriculture 28.8 3.7

Non-agriculture 2.0 30.6

Guatemala (2000) Agriculture 47.6 1.3

Non-agriculture 0.8 49.1

Malawi (2005) Agriculture 26.4 1.4

Non-agriculture 2.3 38.2

Tajikistan (2009) Agriculture 39.5 0.1

Non-agriculture 0.1 39.3

Uganda (2009) Agriculture 18.7 2.1

Non-agriculture 1.8 43.3

Note: This table reports average hours worked by sector for workers classified as agricultural workers and
for workers classified as non-agricultural workers. Workers are classified by sector according to their primary
sector of employment. Hours are classified by sector of job for each of the workers’ jobs.

at the individual level.

4.4. Sector Differences in Human Capital

We next ask to what extent sectoral differences in human capital per worker can explain the ob-

served APGs. We show that while schooling is lower, on average, among agricultural workers,

the differences are not large enough to fully explain the measured gaps.

Our calculations in this section are related to those of Vollrath (2009), who also attempts to mea-

sure differences in average human capital between workers in agriculture and non-agriculture

based on school enrollment data. While both sets of calculations have their limitations, ours im-

proves on those of Vollrath (2009) in several dimensions. Most important, our calculations come

from nationally representative censuses or surveys with direct information on educational at-

tainment by individual. We also end up with estimates for a much larger set of countries.

Finally, we attempt to adjust for quality differences in schooling across sectors.

As before, we compute average years of schooling by sector using household survey and census

data. We measure hours worked for all individuals employed in either the agricultural or non-

agricultural sector, when the data allow; otherwise, we use all economically active workers or

classify workers by urban-rural status. In almost every country, we impute years of schooling

using data on educational attainment (such as “primary school completed”), which is what
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is available to us. Table 2 in the Online Appendix details the data source for each country.

These imputations are, of course, likely to yield noisy measures of years of schooling, since

a category such as “some secondary schooling completed” (for example) could correspond to

several values for years of schooling. However, in all countries where we impute schooling, we

do so in exactly the same way for non-agricultural and agricultural workers. Thus, the noise

should in principle not systematically bias our measures of average years of schooling by sector.

As a further check of the data, we compared our aggregate average years of schooling versus

Barro and Lee’s (2013) measure of educational attainment. The two measures are very similar,

with a correlation of 0.89. Moreover, the average level is quite similar; in the cross-section of

countries, average years of schooling is 8.25 in the Barro and Lee (2013) data set and 8.10 in our

data. Overall, we view this result as reassuring in that our measures match up with Barro and

Lee’s (2013) work.

Figure 3(a) shows our results for the 98 countries for which we constructed average years of

schooling by sector. Again, the 45-degree line, marked 1.0, indicates equality in schooling lev-

els, and the lines 1.5 and 2.0 represent those factor differences in years of schooling. As can

be seen in the figure, in literally every country, average schooling is lower in agriculture than

non-agriculture. Countries with the highest levels of schooling for individuals classified as

working in agriculture tend to be closest to parity between the sectors. For example, the for-

mer Soviet block countries of Armenia, Kazakhstan, Uzbekistan, Georgia, and Ukraine have

the highest schooling in agriculture and among the lowest ratios of non-agricultural to agri-

cultural schooling. The ratios are generally higher for countries with less schooling among

agriculture workers, with the lowest generally coming in francophone African countries. Mali,

Guinea, Senegal, Chad and Burkina Faso have the lowest schooling for agricultural workers

and among the highest ratios.

We are interested in the differences in human capital per worker that can be attributed to these

differences in schooling. To turn years of schooling into human capital, we consider several

different approaches. All of them assume that average human capital in sector j of country i

can be expressed as hj,i = exp(f(sj,i; i)), where f(sj,i; i) ≡ ri·sj,i, sj,i is average years of schooling

in sector j of country i, and ri is the return to each year of schooling in country i. Many macro

studies simply assign a constant value to ri across countries—assuming, for example, that each

year of schooling increases wages by around ten percent (see, e.g., Klenow and Rodrı́guez-Clare

(1997)). This assumption is based on the observation that Mincer returns to a year of schooling

are roughly ten percent in countries of all income levels.10

10See Banerjee and Duflo (2005). Another approach, used by Hall and Jones (1999) and Caselli (2005), is to
assume that there is some concavity in years of schooling, so that the first several years of schooling gives a higher
return than subsequent years. When we use their approach we find results that are very close to those presented
below.
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Figure 3: Schooling and Human Capital by Sector
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Figure 3(b) plots the results for human capital by sector using this approach. The resulting

estimates of human capital by sector suggest that in virtually all countries, the average non-

agricultural worker has between 1.0 and 1.5 times as much human capital as the average agri-

cultural worker. The biggest ratios are still for the countries with the lowest human capital in

both sectors, but the differences are less pronounced than those of schooling. This is simply

because having (say) twice as many years of schooling implies having considerably less than

twice as much human capital (see, e.g., the discussion of Mincer return estimates in Banerjee

and Duflo (2005) and Psacharopoulos and Patrinos (2002)). The average across countries is a

factor 1.3 difference in human capital of across the two sectors.

Similar to hours, this result masks some meaningful differences between rich and poor coun-

tries. For the countries in the top quartile of the income distribution, human capital is, on

average, just 1.1 times larger in the non-agricultural sector than in agriculture. In contrast, for

the countries in the bottom quartile, the difference between human capital is 1.4. Hence, in

the countries where the APGs are the largest, we find that sector differences in human capital

seems to be an important part of their large measured gaps.

4.5. Alternative Estimates of Returns to Schooling

One concern with the calculations in the previous section is that there are may be important

differences across countries in the rates of return to schooling, and hence in the human capital

accumulation of individuals with different years of schooling. To address this concern, we use

country-specific estimates of the returns to schooling that have been compiled in three previous

studies. Two of these sets of estimates can be traced to Psacharopoulos and Patrinos (2002),

who generated a large list of country-specific rates of return, based on Mincer-type regressions.

Based on these data, Banerjee and Duflo (2005) offered a modified set of estimates; an updated

data set from the World Bank also provides estimates for some additional countries and some

modifications to other numbers. Finally, a third set of country-specific estimates of returns

to schooling comes from the work of Schoellman (2012). Unlike the other two data sources,

Schoellman (2012) bases his estimates on the earnings of migrants to the United States, based

on census data. Earnings are observed for migrants with different levels of education, allowing

for estimates of country-specific rates of return to schooling.

We calculate sectoral differences in human capital per worker using all three sources of data on

country-specific returns to education. Because these three data sets are incomplete in terms of

country coverage, we can only calculate the sectoral differences for limited numbers of coun-

tries. The World Bank data and the Banerjee and Duflo (2005) data give essentially the same

results; as a result, we report only the former. The data of Schoellman (2012) show lower returns

to schooling in the poorest countries and thus generate different numbers for sectoral human

capital levels.
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Using the World Bank data, based on Psacharopoulos and Patrinos (2002), we find that sectoral

differences in years of schooling translate into a level of human capital per worker that is 1.5

times higher in non-agriculture than in agriculture; in other words, each worker has 50 percent

more human capital in non-agriculture. This compares to a figure of 1.3 when we use a constant

ten percent rate of return to a year of schooling for all countries, as in our benchmark estimates.

Using the estimates of Schoellman (2012), we find that the human capital per non-agricultural

worker is, on average, 1.3 times higher than human capital per worker in agriculture.

To summarize our findings in this section, we find that there are substantial differences in

human capital per worker across sectors arising through differences in schooling. Because ed-

ucation levels and educational attainment are almost universally lower in agriculture than in

non-agriculture, we estimate that workers in the non-agricultural sector have 1.3 to 1.5 times

as much human capital than those in agriculture, depending on the rate of return to school-

ing. This does appear to be an important source of differences in average labor productivity.

However, these differences alone cannot account fully for the raw gaps observed in the data.

4.6. Adjusting Human Capital Using Literacy Rates

One limitation of the above analysis is that our procedure treats agricultural and non-agricultural

workers with the same years of schooling as having the same levels of human capital. There

are several good reasons to think that non-agricultural workers have more human capital con-

ditional on the same amount of schooling. The quality of schooling in rural areas in many

countries is below that of schooling in urban areas (see, e.g., Williams (2005) and Zhang (2006)).

Children growing up in rural areas may have worse nutrition or worse health more generally,

which leads them to miss school or absorb less while at school. They may also get less input

from their parents, who may themselves be less educated, or devote fewer resources to educa-

tion for their children. All of these factors imply that our estimates above may tend to over-

estimate the human capital level of agriculture workers by looking just at years of schooling

completed.

To address this possible bias, we present a simple new method of measuring human capital

differences by sector, using literacy data in addition to schooling data. The basic idea is that

literacy, particularly in primary schools, is one of the main observable measures of human

capital. Thus, literacy rates for workers by years of schooling completed in the two sectors are

informative about how much human capital individuals have.

What we observe in our micro data are the literacy rates for non-agricultural and agricultural

workers in country i conditional on having completed s years of schooling, which we denote

ℓni (s) and ℓai (s) for s = 0, 1, 2.... If the amount of human capital by year of schooling were the

same for the two groups, then ℓni (s) and ℓai (s) would be the same (at least approximately) for
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Figure 4: Literacy Rates by Years of Schooling, Uganda

each s. Instead, we find that in almost every country in our sample, ℓni (s) > ℓai (s) for most or all

values of s. In other words, literacy rates are higher for non-agricultural workers at most or all

schooling levels.

Figure 4 illustrates the literacy data by sector for Uganda. The x-axis contains years of schooling

completed and the y-axis shows the literacy rates ℓni (s) and ℓai (s) for the two sectors by years of

schooling completed. Note that at each year of schooling completed, non-agricultural workers

have literacy rates that are at least as high as those of agricultural workers, with the biggest

difference coming for the lower years of schooling completed (particularly one year).

Our method is as follows. First we interpolate the literacy outcome data for agricultural work-

ers and create a continuous literacy function of schooling: ℓ̃ai (s). This function, which for the

case of Uganda is the dotted curve in Figure 4, allows us to evaluate literacy rates for agricul-

tural workers for non-integer years of schooling. We then posit that, in country i, s years of

schooling for agricultural workers are as effective as sγi years of schooling for non-agricultural

workers, and we set γi to the value that solves

min
γ

s̄
∑

s=1

(

ℓ̃ni (γs)− ℓ̃ai (s)
)2

(4)

where s̄ is the maximum years of schooling over which we minimize. In other words, we

pick the value of γ that equates as closely as possible the literacy rates between agricultural

workers with s years of schooling and non-agricultural workers with sγ years of schooling.

The limit s̄ is necessary because literacy rates in both sectors tend to be close to one hundred

21



percent for individuals with sufficiently high years of schooling, and thus literacy rates for these

individuals are not informative about human capital differences by sector. We set the value of

s̄ equal to five because literacy rates for all countries tend to be close to one hundred percent by

then (as in year six and beyond in Figure 4).

In the example of Uganda, we find that γUGA = 0.82, meaning that agricultural workers with s

years of schooling have the equivalent of 0.82 times as much human capital as non-agricultural

workers with s years of schooling. Available data allow us to make similar calculations for 17

other developing countries.11 The average estimate is 0.87. The range of all other estimates runs

from a low of 0.62 in Guinea to a high of 0.95 in Bolivia. Mexico, Venezuela and Vietnam have

other notably low estimates, all around 0.75. Only Tanzania has an estimate above one.

For the 17 countries, we make these adjustments to our human capital stocks, where hq
a,i =

exp(riγ̂isa,i) for each country i. After the adjustments, we find that human capital is between

1.2 and 1.7 times higher in non-agriculture, with an average of 1.6. For comparisons, in our

benchmark calculations, we find that on average human capital is 1.3 times higher in agricul-

ture. Thus, relaxing the assumption that workers with the same years of schooling have the

same amount of human capital in each sector makes a modest difference relative to the calcula-

tions of the previous section, at least using this methodology.

4.7. Human Capital from Experience

Human capital can be accumulated from experience, in addition to that arising from schooling.

This may matter for our calculations if workers in agriculture tend to accumulate less human

capital over their working years than workers in the non-agriculture sector. To address how im-

portant this may be in practice, we draw on estimates of wage returns to potential experience by

sector from Lagakos, Moll, Porzio, and Qian (2013). They estimate the returns to potential ex-

perience by sector by running Mincer regressions for agricultural and non-agricultural workers

in a set of twenty countries. They find that returns to potential experience are modestly lower

among agricultural workers than others in most countries.

We define the human capital from schooling and experience among workers in country i and

sector j as hj,i = exp(f(sj,i; i) + g(ej,i; i, j)) where f(sj,i; i) is (as before) the return to the average

level of schooling in country i and sector j, and g(ej,i; i, j) is the return to the average level of

experience in country i and sector j. The function f(sj,i; i) is computed for each country-sector

pair exactly as before. The functions g(·; i, j) are computed using the quintic polynomials in

potential experience estimated by Lagakos, Moll, Porzio, and Qian (2013), and the average

levels of experience, ej,i, that they compute.

11These countries, and their estimated γ values, are Argentina (0.87), Bolivia (0.95), Brazil (0.95), Chile (0.92),
Ghana (0.90), Guinea (0.62), Malaysia (0.93), Mali (0.89), Mexico (0.77), Panama (0.87), Philippines (0.80), Rwanda
(0.88), Tanzania (1.25), Thailand (0.90), Uganda (0.82), and Venezuela (0.78).
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What we find is that human capital stocks defined in this way are between 1.5 and 2.1 times as

large in the non-agricultural sector as in agriculture. The average ratio is 1.9. These ratios are

higher than those calculated before, reflecting the fact that returns to potential experience are,

on average, somewhat lower among agricultural workers than among workers in other sectors.

The average potential experience level is virtually identical in the two sectors and does play a

significant role.

We conclude that human capital from experience is likely to be an important factor in under-

standing sector productivity gaps. Nevertheless, the magnitudes are still not large enough to

explain the full size of the gaps. Our findings in this section parallel those of Herrendorf and

Schoellman (2013), who find that across U.S. States and a smaller set of countries, human cap-

ital differences from experience, in addition to schooling, are important determinants of sector

productivity gaps . The main caveat in our analysis is, of course, that we have evidence on

sector returns to experience from only twenty countries. Hence, in our adjustments that follow,

we stick to our human capital measures from schooling only.

4.8. Adjusted APGs

We now compute the “adjusted” agricultural productivity gaps, which take into consideration

the sector differences in hours worked and human capital. We are able to do adjustments for

both hours and human capital by sector for 72 countries. For each country, we construct the

adjusted APG by dividing the raw APG by the ratio of hours worked and the ratio of human

capital.

Figure 5 plots the adjusted APGs versus the raw APGs on the x-axis. The 45-degree line,

marked 1.0, indicates that the APGs after adjustments are the same as the raw APGs; the line

marked 0.50 indicates a 50 percent reduction in adjusted APGs relative to the raw APGs. For

nearly all countries, the adjusted APGs lie below the 45-degree line and just above the 0.50 line.

The first two columns of Table 3 provide more detail by reporting summary statistics of the raw

and adjusted APG for countries. After all adjustments, the mean gap is 2.2 while the median is

1.9. The 10th percentile is 1.0 and the 90th percentile is 6.4. Comparing these adjustments to the

raw APGs we see that the reductions reduced the gap by roughly one third, from around three

down to around two.

The final four columns of Table 3 report the adjusted APGs by quartile of the PPP GDP per

capita distribution. Comparing these results to those in Table 1 shows that our adjustments

had a relatively larger impact for the least developed countries. For example, both the median

and mean gap decreased by nearly 50 percent for those countries in the bottom quartile. In

contrast, the median and mean gap decreased by about 15 percent for those countries in the top

quartile. A result of the relatively larger reduction in APGs for poor countries is that there is
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Figure 5: Raw and Adjusted Agricultural Productivity Gap

a substantially weaker relationship between the adjusted APGs and level of development. A

regression of the log adjusted APGs on log GDP per capita yields a slope coefficient of -0.14 and

is precisely estimated. For comparison, without the adjustments, the slope coefficient is nearly

twice as large, at -0.26.

As can be seen in Table 3, even after adjustments for hours and human capital, the agricultural

productivity gaps are still large in most countries, and particularly so in the developing coun-

tries. In the richest quartile of countries (Q1), the average gap is 1.7 while the median gap is

1.4. For the middle-income groups, mean and median gaps are in the ballpark of 2.0. For the

poorest quartile (Q4), the median is 2.3 and the mean gap is 3.0.

We also compute a set of adjusted APGs for all 151 countries. For any country in which hours

or schooling data are missing, we impute them as the average values of those of other countries

in the same income quartile. We find very similar results to those in Table 3; after adjustments,

the median and mean gap are 1.7 and 2.3. For the poorest quartile, their gaps are relatively

larger, with a median and mean gap of 2.3 and 3.1.

Taken together, these numbers tell an important story: while our adjustments do help explain

a sizable fraction the raw productivity differentials by sector, the remaining gaps are still quite

large.
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Table 3: Agricultural Productivity Gaps and All Adjustments

All Adjustments by Quartile

Measure Raw APG All Adjustments Q1 Q2 Q3 Q4

10th Percentile 1.3 1.0 0.8 1.2 0.7 1.3

Median 3.1 1.9 1.4 2.0 2.1 2.3

Mean 3.5 2.2 1.7 2.1 1.9 3.0

90th Percentile 6.4 4.3 3.3 2.8 4.3 5.6

Number of Countries 72 72 18 16 18 20

Note: Income quartiles are determined using 2005 PPP GDP per capita. Q1 is the richest quartile and Q4 is
the poorest quartile. The raw APG is defined as the ratio of value added per worker in the non-agricultural
sector to value added per worker in the agricultural sector, without any adjustments to the underlying value
added or employment data. The adjusted APG is defined as the the ratio of value added per worker in the
non-agricultural sector to value added per worker in the agricultural sector after adjusting for average hours
worked per worker and average human capital per worker.

5. Measures of Value Added by Sector from Micro Data

We now ask to what extent the agricultural productivity gaps implied by national accounts

data are an artifact of mismeasurement of agricultural value added in national accounts data in

practice. Mismeasurement may manifest itself in several ways. First, while national accounts

data should, in theory, measure home production, agricultural output may in practice be under-

estimated due to home production, as argued by Gollin, Parente, and Rogerson (2004). Second,

national accounts data may feature other types of bias disproportionately affecting agriculture.

For example, Herrendorf and Schoellman (2013) argue that the agricultural productivity gaps

present in the majority of U.S. states arise largely from mismeasurement due to the treatment

of land and proprietors’ income.

To answer this question, we use household survey data for a set of developing countries to

construct new alternative measures of value added by sector. We focus on developing coun-

tries primarily because, as we’ve shown thus far, the gaps are largest there even after all of our

adjustments. Moreover, concerns about mismeasurement due to home production are most

relevant in developing countries, since home production is much more prevalent there. These

micro-data allow us to compute income by economic activity for nationally representative sam-

ples of households, which we then aggregate to construct value added by agricultural and non-

agricultural activity. A key feature of these data is that we observe a wide range of household

enterprises that may or may not be accounted for properly in the national accounts.

What we find is that the shares of value added computed from the household data are similar to
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those of the national accounts. As a result, the agricultural productivity gaps we compute using

the household data are similar to those implied by the national accounts. While the household

survey data are not without their own limitations, as we discuss below, these results suggest

that the agricultural productivity gaps in developing countries are real, rather then artifacts of

measurement problems with national accounts data.

5.1. Household Income Surveys

The household survey data we use come from the World Bank’s Living Standards Measure-

ment Studies (LSMS). The LSMS surveys typically involve the collection of detailed data at the

household (and individual) level on income, health, education, and other “outcome” measures;

expenditure and consumption; labor allocation; asset ownership; and details on agricultural

production, business operation, and other economic activities. The surveys undertaken in dif-

ferent countries do not always follow identical methodologies; nevertheless, substantial efforts

have been made to allow for as much international comparability as possible, for example in the

treatment of home production. In micro-development economics, data from these household

surveys are generally seen as representing a high standard for data quality (Deaton (1997)).

We have ten developing countries for which we can measure value added by sector using

household data. These are Armenia (1996), Bulgaria (2003), Cote d’Ivoire (1988), Guatemala

(2000), Ghana (1998), Kyrgyz Republic (1998), Pakistan (2001), Panama (2003), South Africa

(1993) and Tajikistan (2009). The Online Appendix provides more detail about each of the

surveys. While small, our set of countries features a variety of geographic locales with four

countries from Asia, two from the Americas, one from Europe, and three from Africa. It also

features a wide variety of income levels, with three countries below $2,000 PPP income per

capita (Cote d’Ivoire, Ghana and Tajikistan), two between $2,000 and $5,000 (Kyrgyz Republic

and Pakistan), two between $5,000 and $10,000 (Armenia and Guatemala), and three slightly

above $10,000 (Bulgaria, South Africa and Panama).

5.2. Measuring Value Added from Household Income Surveys

We construct value added in agriculture using the household survey data as follows. Letting i

index a household, we define value added in agriculture to be:

V Aa =
∑

i

ySEa,i +
∑

i

yLa,i +
∑

i

yKa,i, (5)

where ySEa,i , yLa,i and yKa,i represent self-employed agricultural income, agricultural labor income,

and agricultural capital income of household i. Self-employed agricultural income of house-
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hold i is defined as:

ySEa,i =
J

∑

j=1

pj
(

xhome
i,j + xmarket

i,j + xinvest
i,j

)

− COSTSa,i, (6)

where j indexes all agricultural goods in the economy; pj is the farm-gate price of good j;

and the three xi,j terms are the quantities of good j used for home consumption, market sales,

and investment. In most cases, households with agricultural production report xhome
i,j , xmarket

i,j

and xinvest
i,j for each crop j in kilograms, and report pj for all crops for which some sales were

made. For other crops, the surveys report a local or regional average price. COSTSa,i is the

cost of intermediate goods purchased, plus hired labor and rented capital (and land) used for

production. Conceptually, ySEa,i represents the value of all output produced by i net of any costs.

Agricultural labor income, yLa,i, is defined as all income paid in currency or in kind for labor

services rendered by any member of the household in the agriculture sector. Wage income is

measured at the individual level and then aggregated to the household level. Agricultural capi-

tal income, yKa,i, is defined as all income earned in currency or in kind for rental of housing, land

or equipment, plus interest payments. Capital income is measured directly at the household

level. Since it is virtually impossible to assign capital income to a particular sector, we assume

that all capital income earned by agricultural households is agricultural, and all capital income

earned by non-agricultural households is non-agricultural. We classify households as being

either agricultural or non-agricultural based on which sector the majority of the household’s

workers are employed, and in the event of ties, which sector the majority of self-employment

plus wage income comes from.

Value added in the non-agricultural sector is defined analogously as:

V An =
∑

i

ySEn,i +
∑

i

yLn,i +
∑

i

yKn,i, (7)

where ySEn,i , yLn,i and yKn,i represent self-employed non-agricultural income, non-agriculture em-

ployment income, and non-agricultural capital income of household i. Self-employed non-

agricultural income is defined as:

ySEn,i = REVn,i − COSTSn,i (8)

where REVn,i is self-reported revenues in non-agricultural businesses owned by household

i, and COSTSn,i is any intermediate or factor cost incurred by these non-agricultural busi-

nesses. Non-agricultural labor income, yLn,i, and non-agricultural capital income yKn,i are defined

as above, only for the non-agricultural sector. For households with non-agricultural income,

revenues and input costs are reported directly in all countries for which we have data.
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Conceptually, our value added measures represent the total value of all payments made to

factors of production applied to the production of output in each sector. Labor and capital

income are unambiguous payment for labor and capital services used for production. The

terms ySEa,i and ySEn,i represent payments made to entrepreneurs in the two sectors, and capture a

mix of labor and capital income (see Gollin (2002)).

For each country, we compute value added by sector, as described above, and then compute

agriculture’s share of total value added. We then compute agriculture’s employment share by

classifying each workers by her primary industry of employment. Workers are defined to be

all economically active adults aged 15 or older. Using these two shares for each country we

can construct the ratio of value added per worker in non-agriculture to agriculture, which is

essentially the “micro” analog of our raw APG measures.

Our calculations of value added from these micro data have several advantages relative to na-

tional accounts measures. First, they unambiguously include home production of agriculture.

Second, they include “informal” income sources, such as small-scale self-employment or in-

formal wage employment, which may not be included completely in national accounts data.

Finally, they focus only on domestic households, and exclude (for example) large multinational

national resource firms that may contribute a lot to domestic value added in non-agriculture

without much effect on the income of domestic residents.

Our value added measures also have several limitations. First, given the relatively small sam-

ple sizes (usually several thousand), the surveys are unlikely to capture the income of the very

highest income earners in the economy, who may be business owners or simply those with

high wage income. Second, as is always true with surveys of income, self-employment income

could be underreported. We worry particularly that non-agricultural self-employment income

is under-reported, since non-agricultural business owners are typically asked directly to report

their revenues (unlike in agriculture, where farm owners report physical quantities of output,

crop by crop.) To the extent that this is the case, our non-agricultural value added measures may

be biased downward, and, hence, so may our APG estimates. Finally, we were able to make

these calculations for only ten countries, and each country’s estimates are based on income data

for only a few thousand people, which limits the generality of our findings.

5.3. Results: APGs from Household Income Surveys

Table 4 shows the results of the calculations of value added by sector for a set of ten developing

countries. The first data column shows the share of workers in agriculture according to the

micro survey data.12 The second and third data columns show agriculture’s share in value

12We do not report the “macro” employment shares in agriculture for two reasons. First, there is no conceptual
difference between how we compute employment shares by sector and how sector employment shares are com-
puted in aggregate statistics. Second, aggregate statistics on employment shares by are not available in most of the
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Table 4: Micro and Macro Data and Agricultural Productivity Gaps

Agriculture Share of

Employment Value Added APG

Micro Macro Micro Macro Micro

Armenia (1996) 34.2 36.8 32.8 0.9 1.1

Bulgaria (2003) 14.1 11.7 18.4 1.2 0.7

Cote d’Ivoire (1988) 74.3 32.0 42.1 4.7 4.0

Ghana (1998) 53.9 36.0 33.3 2.2 2.3

Guatemala (2000) 40.2 15.1 18.7 3.8 2.9

Kyrgyz Republic (1998) 56.9 39.5 39.3 2.0 2.0

Pakistan (2001) 46.9 25.8 22.6 2.5 3.0

Panama (2003) 27.0 7.8 11.8 4.4 2.7

South Africa (1993) 11.0 5.0 7.0 2.3 1.7

Tajikistan (2009) 41.0 24.7 30.1 2.1 1.6

Average 40.0 23.4 25.6 2.6 2.2

Note: “Micro” means calculated using LSMS household survey data. “Macro” means calculated using

national accounts data. APGs are calculated using the shares of value added from micro and macro data,

and the shares of employment from micro data.

added according to the macro data (the national accounts) and the micro data.

There are several points to take away from Table 4. First, the shares of value added in agricul-

ture are fairly similar in both the macro and micro data with no apparent bias in either direction.

For example, for some countries, such as Cote d’Ivoire, Tajikistan, and Bulgaria, the micro value

added shares are larger than the macro shares. Whereas countries such as Armenia and Ghana

have micro value added shares lower than the macro shares. The final row of Table 4 summa-

rizes this result, showing that, on average, the micro value added share is nearly the same as

the macro value added share.

Second—and most revealing—the micro employment shares (except for Bulgaria) are all larger

than the micro value added shares, resulting in APGs greater than one. The final column sum-

marizes this result by showing the micro APGs. The average micro APG is 2.2, with countries

such as Cote d’Ivoire, Pakistan, Guatemala and Panama having the largest APGs. For compar-

ison, the second to the last column reports the macro APGs, which use the macro value added

shares and the micro employment shares. The average APG from the macro data is 2.6, and

for the most part the same countries having the largest gaps in the micro data are those with

the largest gaps in the macro data. Thus, both sets of data suggest large APGs, albeit with

years of our surveys.
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somewhat smaller gaps computed from the micro data.

We conclude that, in spite of the differences in data and methodology between our calculations

and those of the national accounts, the two measures provide surprisingly similar estimates of

the size of the APGs in these developing countries. While countries may differ in the size of the

employment and value added shares of agriculture, there are no countries for which micro and

macro sources paint a substantially different picture of agriculture’s share in aggregate value

added.13 Thus, at least for these ten developing countries, substantial gaps in value added per

worker by sector appear prominently in household survey data, and the magnitude of the gaps

is similar to that found in the national accounts data.

6. Other Explanations

Thus far, we have argued that agricultural productivity gaps are still large even after adjusting

for improved measures of labor input, and that measures of the shares of value added by sector

are similar in household surveys and national accounts data. In this section, we discuss several

possible explanations for these residual agriculture productivity gaps.14

6.1. Household Income and Expenditure by Sector

The theory of Section 2 assumes that workers supply labor to one particular sector and are in-

different between work in the two sectors. In reality, decisions are often made at the household

level, and households often diversify income across different types of economic activity. Thus,

it could be that households primarily involved in agriculture earn combined incomes from agri-

cultural and non-agricultural activities that are, on average, equal to the total incomes of non-

agricultural households. To address this question, we use our LSMS data to ask whether a gap

exists between the average income per worker of agricultural households and non-agricultural

households.

As above, we define households as being either agricultural or non-agricultural based on where

the majority of their workers are employed (and in a tie, which sector is the source of the ma-

jority of their self-employment plus wage income.) We define income of a household i in sector

13One potential explanation for the similarity of the micro and macro numbers is that the underlying data
sources are in fact the same or similar. In Tanzania, for example, the value added of agriculture is based largely on
an extensive survey of rural households called the Agricultural Sample Census, combined with a second nationally
representative household survey called the Household Budget Survey. Unfortunately, we do not know how much
national statistical agencies in other developing countries base their value added estimates on household surveys.

14To be sure, a number of other measurement issues remain. As one example, the non-agricultural sector in-
cludes a number of industries—such as government services—in which output is valued at the cost of inputs and
in which labor markets may not be fully competitive. If these sectors receive inflated wages, it will be misleadingly
reflected in the data as high productivity.
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s as

yi =
∑

j=a,n

ySEj,i +
∑

j=a,n

yLj,i + yKs,i. (9)

In other words, total income represents self-employed income from businesses in both sectors,

wage income from both sectors, and capital income from the sector in which the household is

classified. Note that for many households, at least one of the entries is zero. We define the total

number of workers by household as the total number of economically active persons aged 15

or older.

In addition, we also measure the average expenditure per worker by sector. The rationale is that

total household expenditure may provide a more accurate measure of income than direct mea-

sures of income, again due to underreporting of self-employed income (see, e.g., Deaton (1997)

and Ravallion (2003).) The Online Appendix provides more detail about how expenditure is

measured in each survey. To construct the measures of income per worker and expenditure per

worker by sector, we use the same LSMS described above in Section 5.1.

Table 5 presents the results, with the last two columns reporting the ratio of income and ex-

penditure per worker for non-agricultural households relative to agricultural households. For

convenience, we also reproduce our measures of the APGs using the micro approach from Ta-

ble 4. The results show that, for the most part, the gaps in income per worker are similar to the

gaps in value added per worker. The average gap in income per worker is 2.1 relative to a 2.2

gap in value added per worker. The relative rankings are very similar as well. The countries

with the largest APGs also have the largest gaps in income per worker.

Expenditures per worker data paint a similar picture—most countries exhibit gaps in expen-

diture per worker across sectors. The relative ranking across countries in expenditure gaps is

similar to the ranking of gaps in income per worker and micro-APGs. However, the magnitudes

of the expenditure gaps are often lower. For example, the average expenditure per worker gap

is 1.7 relative to 2.1 in income per worker and 2.2 in micro-APGs.15

We conclude that household income per worker appears lower for agricultural households than

non-agricultural households, with gaps similar in magnitude to those we observed in value

added per worker in Section 5. Thus, at least for these ten countries, it appears unlikely that

an explanation of the large residual APGs comes down to the distinction between agricultural

workers and agricultural households. Put differently, income gaps are present between agri-

15Part of the reason that the expenditure gaps may be smaller than income gaps is the existence of certain types
of insurance arrangements, which often involve transfers from richer households to poorer ones. One prominent
example are remittances from non-agricultural workers (in the city, say) back to relatives in agricultural areas.
These types of transfers could account for the differences between the value added per worker, income per worker
and expenditure per worker metrics. In Pakistan, for example, where the largest discrepancy exists between the
gap in income and expenditure per worker, Ilahia and Jafareyc (1999) argue that remittances to rural agricultural
households provide for a substantial amount of the consumption of rural agricultural families.
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Table 5: Micro APGs and Ratios of Income and Expenditure Per Worker

Country APG Micro
Income per

Worker Ratio

Expenditure per

Worker Ratio

Armenia (1996) 1.1 0.7 0.9

Bulgaria (2003) 0.7 1.4 1.2

Cote d’Ivoire (1988) 4.0 3.5 3.2

Ghana (1998) 2.3 2.0 1.9

Guatemala (2000) 2.9 3.2 2.4

Kyrgyz Republic (1998) 2.0 1.3 1.8

Pakistan (2001) 3.0 3.2 1.4

Panama (2003) 2.7 2.8 2.1

South Africa (1993) 1.7 1.7 1.2

Tajikistan (2009) 1.6 1.2 1.1

Average 2.2 2.1 1.7

Note: APGs are calculated as in Table 4. Ratios of income per worker are calculated as income per worker

in agricultural households divided by income per worker in non-agricultural households. Households

are classified as agricultural if the majority of their workers report agriculture as their primary sector of

employment, and in the event of equal numbers of workers in each sector, whether the majority of the

household’s income comes from agricultural activities. Ratios of expenditure per worker are calculated

in the same way, but using total household expenditure.

cultural and non-agricultural households, not just between agricultural and non-agricultural

workers.

6.2. Differences in Amenities and Cost of Living

One possible explanation of the residual gaps is that there are offsetting benefits to living and

working in rural areas, as opposed to cities. One might imagine, for instance, that there is better

access to public services or to health care in rural areas.

On measure after measure, however, access to key public goods are consistently lower in rural

areas than in urban areas, in the developing world at least. A recent World Bank (2013) re-

port notes that on almost all measures of health and human capital, rural areas of developing

countries lag behind urban areas; often, the greatest rural-urban discrepancies are found in the

poorest countries. For instance, infant mortality rates in 40 sub-Saharan African countries are

substantially higher in rural areas than in urban areas (80 deaths per 1,000 live births, compared

to 65). Child malnutrition (as measured by stunting) is higher in rural areas. Literacy rates are

higher in urban areas, and educational quality is consistently higher in urban areas. Specific

public services and infrastructure are also more common in urban areas than in rural, in part
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due to higher per unit costs of service delivery in rural areas: babies are more likely to be deliv-

ered at health centers in urban areas than in rural areas (78 percent compared with 43 percent in

a sample of 28 sub-Saharan countries). Access to sanitation and piped water are lower in rural

areas than urban areas. Electrification rates in sub-Saharan Africa are far lower in rural areas

than urban areas (see Hewett and Montgomery (2001)). In short, it is difficult to find measures

of public goods provision that are not lower in rural areas of the developing world than urban

areas.

One form of “amenity” that may help explain the residual gaps is the varying degree of in-

formal social insurance provided for individuals who stay within their rural communities, as

opposed to the risk-sharing available to those who migrate to urban centers. An abundant

literature (well surveyed and analyzed both theoretically and empirically by Morten (2013))

demonstrates that risk-sharing within villages, while imperfect, is nevertheless extremely ef-

fective at providing protection from negative shocks. Individuals who migrate to cities may

lose this form of protection.

Another possible explanation for the reluctance of people to move from agriculture to non-

agriculture, even in the fact of productivity gaps, is the potential increase in the cost of living in

urban areas. In other words, even though incomes may be higher in urban areas, they may be

offset by the higher cost of the same basket of goods and services.

Although few countries have detailed data that permit such calculations, the available data

suggest that differences in urban-rural cost of living do not account for the remaining differ-

ence in incomes between rural and urban areas. For instance Munshi and Rosenzweig (2013)

find that in India, daily wage rates for individuals with less than primary school are still sub-

stantially higher in urban areas even after controlling for cost-of-living differences. Nguyen,

Albrecht, Brogman, and Westbrook (2007) reach a similar conclusion for Vietnam, as do Sicular,

Yue, Gustafsson, and Li (2007) for China.16

6.3. Selection

Another potential explanation for the large residual sector productivity gaps is that workers

select themselves by sector in such a way that the average worker in the non-agricultural sec-

tor earns a higher average wage. Lagakos and Waugh (2013) formalize one version of this

story, in which workers are heterogeneous in ability in each sector and choose where to sup-

ply their labor. In a parameterized version of their model, the average wage is higher in the

non-agricultural sector in equilibrium, even without barriers to moving out of agriculture.

16See also the work of Ravallion, Chen, and Sangraula (2007), who look at estimates of the cost of a basket of
goods purchased by households living on $ 1 per day in rural and urban areas in a set of developing countries. In
general, they do find that their basket is cheaper in rural areas, but the differences are fairly modest compared to
the agricultural productivity gaps in the current paper.
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The reason is that the underlying distribution of non-agricultural abilities is more dispersed

than the distribution of agricultural ability, and workers with the highest endowments of non-

agricultural ability disproportionately enter the non-agricultural sector.

Young (2013) provides the most compelling evidence for selection. He uses cross-country,

micro-level survey data to study urban-rural consumption gaps and connects these measures

with migration outcomes. Similar to our results, he finds large gaps in real consumption be-

tween urban and rural areas. Different from us, he is able to observe migration between rural

and urban areas and finds large flows of people moving from urban to rural areas despite the

fact that average consumption is lower in the rural area. This migration pattern is inconsistent

with a simple model of migration which would predict large losses in welfare for these mi-

grants. However, Young (2013) argues that this pattern is consistent with selection. Building on

the work of Lagakos and Waugh (2013), he finds strong empirical support for a model in which

workers sort on the basis of unobservable skill.

The work of Beegle, De Weerdt, and Dercon (2011) is suggestive of selection as well. They

show that students in Tanzania who attend more years of school are more likely to move out

of agricultural work and into the urban non-agricultural sector. One interpretation of this find-

ing is that those individuals with greater cognitive abilities are the ones selecting more years

of schooling and, subsequently, work in the non-agricultural sector. This is consistent with the

evidence from Young (2013), who shows that rural-to-urban migrants are typically better edu-

cated than rural permanent residents, and urban-to-rural migrants are typically less educated

than urban permanent residents. It is also consistent with our evidence in Section 4.4, which

shows much higher schooling attainment rates among non-agricultural workers.

A final piece of evidence comes from the work of Miguel and Hamory (2009), who draw on

a unique data set of cognitive ability scores from rural students in Kenya. The students were

given the cognitive ability test in primary school and then later followed. The authors find that

the scores are a very strong predictor of who later migrates out of agricultural areas to take non-

agricultural employment. Their estimates are that individuals scoring one standard deviation

higher on cognitive ability scores are roughly 17 percent more likely to migrate.

6.4. Sector Differences in Labor’s Share in Production

Up to this point, we have maintained the assumption that labor shares in production are the

same in agriculture and non-agriculture. Could sector differences in labor shares account for

much of the remaining gap? To answer this question, we consider a modification of the Cobb-

Douglas production function in (1), but now the importance of labor and other inputs in pro-
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duction differs across sectors:

Ya = AaL
θa
a K1−θa

a and Yn = AnL
θn
n K1−θn

n . (10)

Now, the firms’ first-order conditions plus free labor mobility imply that sector differences in

value added per worker are given by the ratio of the Cobb-Douglas factor shares for labor:

V An/Ln

V Aa/La

=
Yn/Ln

paYa/La

=
θa
θn

. (11)

Equation (11) suggests that we can explain the remaining sectoral differences in average labor

productivity if θn is approximately half as large as θa.

Is labor’s share in non-agricultural production half as large as in agriculture? Several pieces

of evidence suggest that it is not. First, estimates of agricultural labor shares computed using

producer-level time series or cross-sectional data suggest that this is not the case. Fuglie (2010)

provides a recent review of the estimates from around the world. His data imply that the aver-

age share of labor relative to land, equipment and structures is 0.58 for China, India, Indonesia,

Brazil, Mexico, and sub-Saharan Africa, while the corresponding figures for the U.S. and U.K.

are 0.51 and 0.52. In order to explain the residual APGs found in the paper, the non-agricultural

labor share would have to be in the range of 0.25 to 0.29, which is highly implausible given that

the aggregate labor shares are in the ballpark of two thirds (see, e.g., Gollin (2002).)

A second piece of evidence against θn being substantially lower than θa comes from the re-

lationship between aggregate labor shares and income per capita across countries. As Gollin

(2002) points out, labor shares—once adjusted for the mixed income of the self-employed—

vary little across countries, and the variation is largely uncorrelated with income per capita. If

this is the case, and if agriculture’s share of GDP varies systematically with income per capita

(as is widely understood), then labor shares cannot differ very much between agriculture and

non-agriculture; otherwise, we would observe large and systematic variation in aggregate labor

shares. We do not, which suggests that θn and θa are similar in size.

The final piece of evidence comes from observations from share tenancy arrangements. In

much of the world, large areas of agricultural land are farmed by operators under share tenancy

arrangements, in which the operators pay a fraction of gross or net output to land owners in lieu

of a cash rent (see, e.g., Otsuka (2007).) These arrangements are informative about cost shares

in production since the operator typically provides all the labor, while the land owner provides

the land and buildings. In principle, then, the split of gross output between the operator and the

land owner, along with the allocation of capital costs and intermediate input costs, will allow

for the calculation of the (net) share of labor in production. In practice, it may be difficult to

arrive at precise calculations, because relationships between land owners and operators may be
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quite complicated (see, e.g., Jacoby and Mansuri (2009).) Nevertheless, the gross output share

and the cost shares provide a useful—if crude—estimate of the factor shares.

A striking stylized fact in the share tenancy literature is that over time and across countries,

most share contracts seem to involve 50-50 splits of both gross output and intermediate inputs.

Otsuka (2007) refers to this as the “commonly observed rate,” and Otsuka, Chuma, and Hayami

(1992) note that “the output sharing rate is almost universally 50 percent under share tenancy

in many developing countries.”17 Jacoby and Mansuri (2009) note that in survey data for rural

Pakistan, in 1993 and 2001, “nearly three-quarters of share-tenants . . . report a 50-50 output

sharing rule.” The 50-50 split is also common in modern-day agriculture in the United States

(see Canjels (1998)). The predominance of the 50-50 split would tend to suggest that θa is around

one half. If this is true, then one would require θn of around 0.25 to explain the residual APGs,

which is again highly implausible given that aggregate estimates are around two thirds.

7. Correlates of the Adjusted Gaps

In this section, we study the correlations of the adjusted APGs with some salient observable

country characteristics that we expect may be linked to the size of the residual gaps. The idea

is that these correlations can point toward possible explanations for the remaining productivity

gaps. The measures that we focus on relate to geographical features, measures of institutional

quality, and measures of labor mobility. We find that the residual gaps are correlated with all

these variables, and in ways that suggest possible avenues for future research. An important

caveat is that results should interpreted as only correlations and not as causal relationships.

In what follows, we present the results of regressions of (the log of) our adjusted APG measures

on observable country characteristics. To give ourselves the maximum number of countries in

the regressions, we include all countries in our sample. For any country in which hours or

schooling data are missing, we impute them as the average values of those of other countries

in the same income quartile. Results using only countries with complete data present largely

similar coefficient estimates and are available upon request.

The first set of variables we consider pertain to geographic features of the countries in question.

Researchers such as Bloom and Sachs (1998) have argued that being located in the tropics leads

to lower physical productivity in agriculture; having less fertile soil may have the same effect.

We therefore include as independent variables the fraction of a country’s area that is in the

tropics and the fraction of soil that is classified as fertile by the FAO. Nunn and Puga (2012) have

explored the role of ruggedness, which basically measures the average variability in elevation

within a country, and have argued that ruggedness leads to lower physical productivity in

17They further note that the 50-50 split was historically pervasive in many parts of the world, to the extent that
the French and Italian words for share tenancy (metayage and mezzadria, respectively) mean “splitting in half.”
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agriculture. We also suspect that rugged terrain may make it harder for workers to relocate

internally to take advantage of better opportunities elsewhere, either because relocating is more

difficult or because knowledge of those opportunities diffuses more slowly. We thus include

their measure of ruggedness as well. The last geographic measure we include is the fraction of

all imports that are fuel or metals. One might suspect that if nonagricultural value added per

worker is relatively high, this could be because the non-agricultural sector is based heavily on

natural resources such as oil, gas or precious metals.

The second set of variables pertains to institutions. A large literature has emphasized the neg-

ative economic consequences of poorly functioning institutions (see e.g. Hall and Jones (1999)

and Acemoglu, Johnson, and Robinson (2001).) In our context, one might imagine that migrat-

ing internally might be much more difficult when property rights are poorly protected. For

example, a lack of property rights in land markets makes it hard for rural residents to sell their

land (in many cases their main form of savings) and move to urban areas. Similarly, the risk of

expropriation may make workers less inclined to leave behind the security of tight-knit village

or family living arrangements. There are many measures to proxy the quality of a country’s in-

stitutions.18 For simplicity, we use the rule of law index from the the World Bank’s Worldwide

Governance Indicators database (Kaufmann, Kraay, and Mastruzzi (2008)). This index aggre-

gates information from a variety of stakeholders pertaining to the extent to which agents have

confidence in and abide by the rules of society.

The third group of variables relates to more specific factors that might inhibit the movement

of workers within a country.19 In some countries there are either formal (such as the hukou

system in China) or informal barriers to internal migration. These types of restrictions are

an obvious explanation for large gaps in sector value added per worker. In our regressions, we

include data from Cingranelli and Richards (2010), who provide a systematic characterization of

restrictions on the ability of people to move within a country. They rely on US State Department

country human rights reports to categorize a country as having restrictions on internal mobility

if various actions in the country are recorded. Note that these actions might conflict with official

regulations. For example, a country’s laws may allow for the freedom of movement, but the

government may use tactics to intimidate and/or prevent people from moving. This variable

takes the value of one if there are moderate or severe restrictions on domestic movement and

zero otherwise.

Another factor we consider is ethnic fractionalization. One could also imagine that a soci-

ety that is ethnically fractionalized may inhibit the ability of workers to reallocate. For ex-

18We considered other measures of institutions, such as the political institutional quality index constructed by
Henisz (2000). Using this measure in place of the rule of law index gives very similar results to those in Table 6.

19We also explored the correlation of employment laws on the adjusted APGs using the employment law index
of Botero, Djankov, La Porta, Lopez-de Silanes, and Shleifer (2004). We found only a weak correlation and did not
include the results in our main specification, as these measures are available only for a limited set of countries.
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ample, those in agricultural areas may be ethnically or linguistically different than those in

non-agricultural areas which would raise the effective cost of migration. To explore this possi-

bility, we include the measure of ethnic fractionalization of Alesina, Devleeschauwer, Easterly,

Kurlat, and Wacziarg (2003). Their measure is combination of both racial and linguistic char-

acteristics, and it reflects the probability that two randomly selected individuals belong to a

different ethnolinguistic group.

Table 6 presents the results. Column (1) focuses on our geography measures. Ruggedness has a

positive and significant sign, and the coefficient implies that a one standard deviation increase

in ruggedness is associated with an 18 percent larger residual gap. This is consistent with a

story in which ruggedness leads to less internal migration and lower physical productivity in

agriculture. The fraction of land that is in the tropics is negatively correlated with the resid-

ual gaps, while the fraction of land that is fertile is positively correlated. These findings are

consistent with a world in which being in the tropics or having less-fertile soil reduces physi-

cal productivity in agriculture, and then for some reason workers do not move out, or relative

agricultural prices rise, enough to equate the value of output per worker in the two sectors.

Neither variable is statistically significant, however. The fraction of exports of fuel or minerals

has a positive and significant sign, and the coefficient implies that a one standard deviation

increase is associated with an 18 percent larger residual gap. Again, this finding is consistent

with the idea that we might observe large residual gaps in countries where the non-agricultural

sector is heavily based on natural resources.

Columns (2) - (4) focus on our proxy for institutional quality, restrictions on domestic move-

ment, and ethnic fractionalization. Individually, each of these variables is correlated with the

residual gaps, is statistically different than zero, and has a sign consistent with our discussion

above. Countries that lack the rule of law have larger adjusted APGs, with a one standard devi-

ation decrease in the rule of law associated with a 16 percent higher residual gap. This finding

is very much consistent with the idea that poor protection of property rights would provide

workers with a disincentive to migrate. Countries that have restrictions on domestic move-

ment have larger residual gaps, and these restrictions lead to, on average, a 24 percent increase

in the residual gaps. Ethnic fractionalization is also associated with larger residual gaps, with a

one standard deviation increase in fractionalization associated with a 13 percent higher resid-

ual gaps. Again, this evidence is consistent with the idea that fractionalization may impede the

ability of workers to move.

Column (5) includes all these measures (geography, institutions, mobility restrictions) together.

The signs for all variables are unchanged relative to the previous regression. However, it is

only ruggedness that remains statistically different from zero, and the magnitudes are muted

in some cases. This appears to be because several of these measures are correlated with each

other— i.e. countries with weak institutions also happen to be large fuel and mineral exporters
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Table 6: Correlations of Adjusted Productivity Gaps and Country Characteristics

Dependent Variable: Log Adjusted APG

(1) (2) (3) (4) (5)

Ruggedness 0.902 0.850

(0.318)*** (0.355)**

Fertile soil -0.153 -0.081

(0.237) (0.236)

Tropical climate 0.178 0.051

(0.112) (0.124)

Fuel and Mineral Exports 0.630 0.378

(0.256)** (0.276)

Rule of Law Index -0.781 -0.440

(0.222)*** (0.287)

Restrictions on Domestic Movement 0.235 0.052

(0.112)** (0.121)

Ethnic Fractionalization 0.495 0.328

(0.200)** (0.236)

Constant 0.310 1.023 0.547 0.423 0.474

(0.159)* (0.128)*** (0.060)*** (0.089)*** (0.316)

R2 0.14 0.08 0.03 0.04 0.18

N 140 146 146 142 136

Note: OLS regression. Coefficients are reported with robust standard errors in brackets. ∗,∗∗, ∗∗∗ indicates
significance at the 10, 5, and 1 percent level. Ruggedness is taken from Nunn and Puga (2012) and is nor-
malized to lie between zero and one. Fertile soil and tropical climate are the fraction of land that is fertile or
lies in the tropics. Fuel and mineral exports is the fraction of total merchandise exports. Rule of law index
is from Kaufmann, Kraay, and Mastruzzi (2008) and lies between zero and one. Restrictions on movement
is a dummy variable that takes the value one if a country is classified by Cingranelli and Richards (2010) to
restrict internal movement. Ethnic Fractionalization is from Alesina, Devleeschauwer, Easterly, Kurlat, and
Wacziarg (2003) and lies between zero and one.

and are ethnically fractionalized. The inability to separately identify these effects is a limitation

of these results. However, we do believe that Table 6 provides evidence warranting further

investigation of these relationships, and understanding the exact mechanisms by which, say,

weak institutions could lead to measured productivity gaps, is an important topic for future

research.

8. Conclusion

According to national accounts data, value added per worker is much higher in the non-

agricultural sector than in agriculture in most countries. This agricultural productivity gap,

when taken at face value, suggests that labor is greatly misallocated across sectors. In this pa-

per, we ask to what extent the gap is still present when better measures of sector inputs and

outputs are taken into consideration. To answer this question, we construct a new data set for
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a large number of countries, with measures of hours worked and human capital per worker

by sector. We also consider alternative measures of value added per worker constructed from

household income surveys for a smaller set of developing countries.

We find that even after taking all these measurement issues into consideration, a puzzlingly

large agricultural productivity gap remains. The value of output per worker in non-agriculture

still appears to be roughly twice as high as in agriculture in the typical country, and even higher

in the typical developing countries. The implication is that there should be large income gains

from workers moving out of agriculture and into other economic activities.

A recent randomized controlled trial by Bryan, Chowdhury, and Mobarak (2013) in rural Bangladesh

finds just this. In their experiment, a treatment group of households were given small subsidies

to out-migrate from rural areas to nearby cities during the “lean season.” The authors find large

and persistent benefits accruing to treatment households from this intervention, including ev-

idence that the treatment households are more likely to send seasonal migrants to urban areas

(without subsidy) for at least several years after the initial intervention. On average, these mi-

grating workers and their families experienced sizable increases in income relative to workers

that stayed behind.
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