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2 Personal Saving in the 
United States 
Orazio P. Attanasio 

2.1 Introduction 

Saving is an intrinsically dynamic phenomenon: what is saved is to be con- 
sumed later, either by oneself or others. As such it is hard to formalize; it is 
difficult to assess the importance of uncertainty, expectations, changes in in- 
come and demographic variables, and so on. The most elegant theory of saving 
behavior is the life-cycle model of Modigliani and Brumberg (1954). Ac- 
cording to this theory, people save to smooth consumption in the face of an 
uneven income profile. Its simplest version, which assumes a constant utility 
function, no uncertainty, no changes in the interest rate, and perfect capital 
markets, has very sharp implications for the life-cycle pattern of consumption, 
saving, and wealth. The theory can then be extended to allow for uncertainty 
about income and/or life length, changing discount rates, family composition, 
income endogeneity, and so on. In general, saving will depend on the duration 
of total and working life, the nature of pension arrangements, and the shape of 
the age profile of earnings. 

While the life-cycle model can be considered a benchmark, alternative mod- 
els and modifications of the original model have been proposed. In a recent 
paper, Deaton (1991) analyzes the implications of liquidity constraints for op- 
timal saving under different assumptions about the dynamics of lifetime in- 
come. Kotlikoff and Summers (1981, 1988), in a lively exchange with Modig- 
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liani (1988), have argued that most wealth is not accumulated to smooth 
consumption over the life cycle but rather to provide bequests. The precaution- 
ary motive for saving has also received a considerable amount of attention (see, 
e.g., Kimball 1990; Skinner 1988). 

No matter what the main motive for saving is (life-cycle, precautionary, or 
bequest) it is clear that aggregate savings will depend crucially on the composi- 
tion of the population. In the life-cycle case, for instance, aggregate savings 
will depend on the relative number of young and old consumers and on the 
total amount of resources available to them. It is therefore essential, in order 
to understand aggregate savings, to analyze and model individual behavior and 
consider aggregation and composition effects carefully. 

Unfortunately, studies of individual saving behavior are not numerous, espe- 
cially for the United States, the main reason being the lack of microdata sets 
containing individual data on income and consumption.' This paper uses data 
from the Consumer Expenditure Survey (CEX) from the 1980s to describe and 
characterize individual saving behavior. The CEX is the only U.S. microdata 
set that contains exhaustive information on consumption, and it has been avail- 
able, on a continuous basis, since 1980.2 

The rest of the paper is organized as follows. In section 2.2 we discuss the 
data sources and the statistical techniques we use in what follows. The CEX 
contains detailed data on income, consumption, and wealth. These data are 
described in detail in the first part of section 2.2; in the second part, we illus- 
trate the statistical techniques employed in the analysis. In section 2.3 we ana- 
lyze the last available cross section: that for the year 1990. We estimate and 
tabulate the cross-sectional age profiles of some key variables: income, con- 
sumption, Baving, saving rates, and wealth. In addition to age, we also control 
for the level of income, the years of schooling of the household head, and the 
number of children. The measure of location used for all the variables consid- 
ered in this section is the median. This avoids the problem of dealing with top- 
coded observations and makes the analysis robust to the presence of outliers. 

The cross-sectional analysis in section 2.3 supplies a snapshot which is eas- 
ily summarized and is useful for comparison with data from other countries. 
However, the interpretation of the cross-sectional profiles estimated on a single 
year of data as age profiles can be misleading in the presence of strong cohort 
effects. The availability of a time series of cross sections and the use of average 

1.  Early evidence on individual consumption and saving behavior is contained in Friend (1954), 
Goldsmith (1956), Friedman (1957), Juster (1966), and in the volume edited by Friend and Jones 
(1960). 

2. Before then various surveys were available: the first CEX was run in 1917-18. Various stu- 
dents have analyzed the 1960-61 and the 1972-73 surveys. In this paper we will not use them for 
two reasons. First, we will stress the dynamic aspects of saving behavior and use cohort tech- 
niques: surveys that are 10 years apart are therefore of limited use. Second, and more important, 
many important methodological aspects of the surveys are substantially different, making a com- 
parison extremely difficult, if not impossible. Bosworth, Burtless, and Sabelhaus (1991) compare 
the 1972-73 CEX to those from the 1980s. 
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cohort techniques helps in circumventing this problem. In sections 2.4 to 2.7 
we characterize the age profiles of several variables of interest using data from 
the 11  available CEX surveys (1980-90) and average cohort techniques. 

In section 2.4 we analyze data on disposable income and pension contribu- 
tions. We estimate age profiles for both total family income and its various 
components. In particular, income is divided into four components: labor in- 
come, capital income, transfers, and pensions. In section 2.5 we estimate age 
profiles for total consumption expenditure and its components. We analyze one 
by one those forms of expenditure that could be considered saving: durables, 
education, and health. In section 2.6 we construct several definitions of saving 
and analyze their age profiles. The relationship between the cross-sectional 
distribution of saving and various controls is analyzed. In section 2.7 we esti- 
mate financial wealth-age profiles, while section 2.8 concludes the paper. 

2.2 Data and Methods 

2.2.1 Data 

The data used in this paper are primarily from the CEX 1980-90. Since 
1980 the CEX has been a rotating panel of approximately 7,000 households 
interviewed four times over a period of one year;3 each quarter one-fourth of 
the sample is replaced by new households. The sample is representative of the 
population of the United States4 each household is assigned a weight propor- 
tional to the reciprocal of the probability of its being included. For the purpose 
of our analysis, the information collected in the interview can be divided into 
three groups: expenditure information, data on income and transfers, and 
other variables. 

The sample unit is the so-called consumer unit. The consumer unit does not 
necessarily coincide with a household: it may include individuals not related 
to the households provided they “share responsibility for at least two out of 
three major types of expenses-food, housing and other expenses.” In this 
respect, the definition is similar (but not identical) to the definition of house- 
hold used in the Current Population Survey (CPS). 

Expenditure Information 

In each interview the household’s reference person is asked to report expen- 
diture during each of the three months preceding the interview on each of 
about 500 different commodity categories. This level of detail is never used in 
the analysis that follows. As a first step, we aggregate these 500 categories into 
28 expenditure categories. This level of aggregation was chosen on the basis 

3. Each household is actually interviewed five times. The first interview, however, is a contact 

4. In 1982 and 1983, nonurban households were excluded from the population of reference. For 
interview from which no public data are available. 

consistency, we exclude nonurban households from our sample. 
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of the availability of monthly price indexes at the regional leveL5 These 28 
categories are then used to create monthly household-specific price indexes for 
the consumption aggregate we analyze (durables, nondurables, education, 
etc.). This is done by taking the geometric weighted average of the relevant 
price indexes at the regional level, with weights given by household expendi- 
ture shares. 

Annual expenditure is constructed by summing over the monthly figures. 
Annual price indexes are given by geometric averages of monthly price in- 
dexes, with weights given by monthly expenditures. Expenditure on items for 
which no price index is available is deflated by the household-specific CPI.6 In 
the analysis that follows we consider six categories: durables, health, educa- 
tion, housing (inclusive of mortgage payments), finance charges other than 
mortgages, and other nondurables and services. Nominal figures are converted 
into real figures, when necessary, using the household-specific price indexes.’ 
If one attempts to estimate aggregate Personal Consumption Expenditure 
(PCE) by aggregating individual figures with the appropriate weights, one typi- 
cally underestimates the aggregate figures. These differences exist for three 
reasons, the first and foremost being the fact that the CEX data come from a 
recall interview: it is well known that substantial omissions arise from these 
interviews, especially for frequently purchased items.* 

The second reason is the presence of definitional differences between the 
CEX and PCE. The most important of these are in the definition of health and 
housing expenditures. The CEX counts as health expenditures only out-of- 
pocket expenditures, while the PCE includes all expenditures on health, re- 
gardless ?f who ultimately pays the bill. Indeed, because health insurance re- 
funds can be given out for expenditures incurred in months previous to those 
covered by the interviews, in the CEX net health expenditure can be (and for 
some households is) negative. The PCE includes in housing expenditures the 
imputed rent of owner-occupied housing; no such attribution is made for the 
CEX. Finally, the third reason is that the universe of reference, because of 
the exclusion of nonurban households, is different for the CEX and the PCE. 

Given these problems, it is important to assess the importance of the differ- 
ence between CEX and PCE aggregates. A detailed study of this issue has 
been made by Gieseman (1987) and Paulin et al. (1991), who report that for 

5.  Our categorization of household expenditure matches closely the Bureau of Labor Statistics 
(BLS) classification used in the construction of the CPI. There are few exceptions: the most notice- 
able is the inclusion of personal computers into “entertainment goods” along with hi-fi equipment, 
televisions, and so on; the BLS includes them in home furniture. 

6. An example is expenditure on finance charges. The household-specific CPI is constructed by 
excluding this expenditure from the weights. 

7. Most expenditure items are not top-coded in the CEX (exceptions include boats, airplanes, 
etc.): we therefore decide to ignore this problem at this point. 

8. The BLS runs another survey on food and other frequently purchased items based on diaries. 
Large differences emerged between aggregate food expenditure between the diary and the inter- 
view surveys in the early years of the survey. These differences became negligible in 1983. In what 
follows we do not use diary survey data. 
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most components of personal expenditure the differences between CEX and 
PCE are roughly   table.^ A further indication of the quality of the CEX data is 
the evidence in Attanasio (1993b), who reports that the correlation between 
the rate of growth of aggregate CEX consumption and PCE is as high as .71 
over the period analyzed.1° 

Income and Wealth Data 

The CEX contains detailed information on total household income and vari- 
ous of its components. In particular, it is possible to construct four variables: 
labor income, capital income, transfers (including social security, food stamps, 
unemployment insurance, etc.), and pension income. Extensive information is 
also available on tax payments and refunds. Unfortunately, the tax information 
is not in general matched to the income source to which it refers. It is possible 
to construct total household after-tax income as the sum of the various income 
components minus tax payments net of refunds; the components, however, are 
before taxes. 

The income questions are always asked in the first and fourth interviews. In 
the second and third, these questions are asked only if the employment status 
of some household member has changed; otherwise the figure from the first 
interview is repeated. The questions on income typically refer to the 12 months 
before the interview, and so it is not possible to construct changes in income 
over quarters. The timing of the income questions has implications for the con- 
struction of saving that are discussed later.” 

Income figures are top-coded in the CEX. Until 1982 the top-coding level 
was $75,000; it was raised to $100,000 in 1983. In addition, in 1980 and 1981, 
if any of the components of income was above the top-coding level, all income 
variables would be top-coded. After 198 1, only the components above the top- 
coding level are top-coded: total income for top-coded observations can there- 
fore exceed the top-coding level. We discuss how top-coded observations are 
dealt with in section 2.2.2. 

In addition to top-coding, income variables are plagued by another problem: 
that of incomplete income responses. Incomplete responses for household in- 
come are those observations that do not report all income sources. The large 
majority of these observations do not report any income. We decided to ex- 
clude these observations, which account for about 12 percent of the total, from 
the sample we analyze.12 

9. A similar analysis has been implemented recently by Slesnick (1992), who stresses that the 
amount by which the CEX underestimates PCE aggregates was very different in the 1980s relative 
to the 1960-61 and 1972-73 surveys. 

10. A further difference between CEX and PCE aggregates is the definition of a “year” used in 
this paper and in Attanasio (1993b). See below. 

1 1 .  The CEX contains separate files on individual household members which include informa- 
tion on individual members’ income. We do not use this information in this paper. 

12. Surprisingly enough, the average level of total consumption for these observations is not 
statistically different from that of the households with complete income responses. The BLS rou- 
tinely publishes averages for the subsample with complete income responses. 
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A sizeable number of households report negative values for before- and 
after-tax income. After consultation with the BLS statisticians, we decided to 
keep these observations in the sample (most of them are self-employed indi- 
viduals). 

If we aggregate CEX income data and compare them to the National Income 
and Product Accounts (NIPA) statistics, the result is much less satisfactory 
than for consumption. Attanasio ( 1993b) reports that the correlation coefficient 
between the aggregated CEX disposable income growth computed using the 
figures published by the BLS and the NIPA equivalent series is only .21. Inter- 
estingly enough, the correlation of NIPA disposable income and the CEX ag- 
gregate obtained from the sample used in this paper and in Attanasio (1993b) 
is much higher (around .71).13 

Admittedly, the income data in the CEX are not of the highest quality. Other 
data sets, such as the CPS or the Survey of Income and Program Participation 
(SIPP) are much more reliable. The CEX, however, has the unique advantage 
of having income and consumption data simultaneously, thereby making it pos- 
sible to study saving at the individual level. In addition, the main features of 
the CEX income data are not dissimilar from those of other data sets. When 
we estimate income-age profiles similar to those presented in section 2.4 using 
CPS data, we obtain very similar results, the main difference being that the 
CPS profile looked much smoother than the CEX. This is probably due partly 
to the much larger size of the CPS sample and partly to greater measurement 
error in the CEX. 

The CEX also contains information on financial assets held by the house- 
hold as of the last day of the month preceding the fourth interview. Total assets 
are divided into four categories: checking accounts, saving accounts, U.S. sav- 
ing bonds, and other bonds and equities. In section 2.3 we describe the 1990 
cross-sectional profile for total financial assets, while in section 2.4 we aggre- 
gate these four components into liquid assets, which include savings and 
checking accounts, and into nonliquid assets, which include the last two cate- 
gories.I4 As far as top-coding is concerned, financial asset variables are treated 
in the sitme way as income variables; the top-coding level is also the same. 

The quality of the CEX data on financial assets is equivalent to that of the 
data on income. The survey is not designed to investigate asset holding in de- 
tail. Nor can it be used to estimate aggregate household wealth: the relatively 
Iarge nufnber of nonresponses for these variables, the low level of top-coding, 
and the lack of oversampling among wealthy households prevent it. On the 

13. The BLS published figures and the aggregates from our sample are different for three rea- 
sons. First, we exclude several groups of households from our sample (see the selection rules 
used). Second, the way in which we assign observations to time periods is different. Third, the 
BLS has access to the original data; therefore, there are no top-coded observations. 

14. In addition to stock variables in the CEX, there is also a question on the change in the stock 
over the last year. Unfortunately, the quality of the answers to these questions is dubious: there are 
many missing values and a large number of zeros. We therefore decided not to use this infor- 
mation. 
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other hand, the main features of the financial asset data are similar to those 
found in other surveys. Attanasio (1993a) reports that the financial wealth-age 
profiles estimated using the CEX are similar to those typically estimated in 
the literature. Furthermore, while it is true that the proportion of households 
reporting zero assets is higher than in other surveys (about 18 percent overall, 
15 percent in our sample), if one looks at the proportion of households with, 
say, less than $5,000, one gets figures similar to those of other data sources.” 

The information on real estate wealth was very limited in the early years 
of the survey.I6 However, since 1988, the BLS has started releasing detailed 
information on the value of household estate property, as well as details on 
outstanding mortgages. In section 2.3, we use the 1990 data to estimate the 
cross-sectional profile of the net and gross value of real estate wealth. The 
gross value is the defined as the total market value of all real estate owned by 
the household (even if it does not live in it) and should therefore reflect capital 
gains and losses. The net value is obtained from the gross by subtracting total 
outstanding debt on real estate. 

Other Variables 

The “income and characteristics” file of the CEX contains information on 
about 500 different socioeconomic variables that range from pension contribu- 
tions to family composition, region of residence, education, and so on. 
Detailed information on the variables available is in the CEX manual. 
In this section we will discuss briefly the variables that are used in the analy- 
sis below. 

The information on the region of residence is not very detailed. The United 
States is divided into the four standard census regions: Northeast, Midwest, 
South, and West. In addition to the region of residence, some infofination is 
provided on the size of the city of residence.” 

Information on pension contributions is extremely valuable to the analysis 
of savings. The CEX contains information on employees’ contributions to both 
private and government pension schemes in the form of deductions from their 
pay. In addition, we have information on contributions to individual retirement 
accounts (IRAs). No information on employers’ contributions to pension 
schemes is provided. 

15. For a comparison of wealth data from the Survey of Consumer Finances, PSID, and SIPP, 
see Curtin, Juster, and Morgan (1987). 

16. We know whether the household rents or owns (possibly with a mortgage) the house it lives 
in. We also know whether the consumer units live in student housing. We exclude these observa- 
tions from our sample. The few observations of units that live in a nonowned house without paying 
rent are aggregated with the renters. Finally, a question is asked on the market value of owned 
homes. Unfortunately, the answers to this question are very few and extremely unreliable. 

17. This information is absent for the West. Most restrictions on data availability in the CEX 
are motivated by confidentiality. The reason for the exclusion of city size information for the West 
is that there is only one city with more than 4 million people in the West. 
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Attrition, Sample Size, and Construction of Saving 

The response rate in the CEX is reasonably good. The BLS reports that 
about 15 percent of the households contacted do not participate in the scrvey. 
Of the remaining 85 percent, we exclude an additional 12 percent because of 
incomplete income responses (see above). Various additional selection criteria 
were used to eliminate observations that presented apparent inconsistencies. 
In particular, we eliminated all observations with missing consumption or in- 
come data, those for which the age of the reference person increases by more 
than one during the period of interview, and those living in student housing. 

In section 2.3, we focus on the 1990 sample and on 11 age groups, while in 
the following sections we use data from 1980-90 to analyze the behavior of 
10 cohorts, defined on the basis of their year of birth. We eliminate from the 
sample used for the cross-sectional analysis of section 2.3 all households 
headed by individuals younger than age 21 or older than age 75. The sample 
used in the cohort analysis of sections 2.4 to 2.7 excludes all the households 
headed by individuals born before 1910 or after 1959. We refer to the former 
as the cross-sectional sample and to the latter as the cohort sample. 

After all selection criteria are used, we are left with 4,623 households in 
the cross-sectional sample and 47,647 households in the cohort sample. The 
definition and size of the age groups of the cross-sectional sample are reported 
in table 2.1. In table 2.2 we report, for each year from 1980 to 1990, the size 
of the cohort sample.’8 

While, in theory, each household is interviewed four times, not all house- 
holds complete the four interviews. It is common for a household to drop out 
of the sample and/or to miss an interview (not necessarily the last). In table 
2.3, we report the number and percentage of households completing any set of 
interviews. As can be seen, only half the households complete four interviews. 
We did not eliminate households with fewer than four interviews, deciding 
rather to make some adjustment in the computation of saving. 

Saving is defined as disposable income minus consumption. Disposable in- 
come is defined as total family income net of taxes and social security contri- 
butions. Deductions for and contributions to private and government retire- 
ment schemes are included in income but not in consumption. Therefore they 
are considered as saving. Employers’ contributions to pensions are not consid- 
ered as saving because of the lack of data on this item. Several definitions of 
saving can be constructed by using different definitions of consumption. 

18. As explained below, we aggregate all the interviews of a given household: therefore we have 
only one observation per consumer unit. In 1986 the CEX sample was discontinued, so that it is 
not possible to follow into 1986 households that had their first or second interview in 1985. This 
explains the larger sample sizes of 1985 and 1990 (which is the last year in the sample): households 
that normally would have completed their cycle of interviews in 1986 and 1991 are not observed 
so that their “last” recorded interview is in 1985 and 1990. The size of the cohort sample in 1990 
differs from the cross-sectional sample because the definition of the age groups in the latter does 
not coincide with the definition of the cohorts in the former. 



Table 2.1 1990 CEX: Sample Size by Age Group 

Age Group Observations 

2 1-25 497 
26-30 639 
3 1-35 640 
36-40 572 
4 1-45 523 
46-60 375 
51-55 335 
56-60 25 1 
6 1-65 259 
66-70 303 
7 1-75 229 

Table 2.2 CEX: Sample Sue by Year 

Year Observations 

1980 4,027 
1981 3,920 
1982 3,954 
1983 4,140 
1984 4,105 
1985 7,200 
1986 4,315 
1987 4,221 
1988 3,507 
1989 3,655 
1990 4,603 

Table 2.3 Interviews Completed 

Interviews Frequency Percentage 

2 4,406 9.25 
3 65 8 1.38 
3.2 3,316 6.96 
4 607 1.27 
4.2 88 0.18 
4,3 556 1.17 
4 3 2  2,923 6.13 
5 3,203 6.72 
5 2  71 0.15 
5,3 109 0.23 
53.2 308 0.65 
5,4 2,993 6.28 
5,42 330 0.69 
5,4,3 3,558 7.47 
5,432 24,521 5 1.46 
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The time span used to define the flow of consumption is the year. This is 
done so as to match the time spans to which consumption and income refer. 
Therefore, while income is taken from the last completed interview, annual 
consumption is defined as the sum of the monthly figures from all the inter- 
views. For households that do not complete the four interviews, the total figure 
for consumption is adjusted to take into account the fact that it refers to less 
than 12 months. Of course this introduces some measurement error that can be 
particularly severe in the case of durables. 

Households are interviewed every month, and, as discussed, consumption 
and income refer to the 12 months preceding the interviews. To construct an- 
nual aggregates, it is therefore necessary to assign households to a specific 
year. We chose to assign to year n - 1 all the households interviewed between 
July of year n - 1 and June of year n.19 

2.2.2 Statistical Methods 

All the cell statistics in sections 2.3 to 2.7 are obtained by weighting each 
household by the corresponding weight from the Bureau of the Census, which 
is proportional to the inverse of the probability of the household’s being in- 
cluded in the sample. This procedure is used to compute percentiles (in sec- 
tions 2.3 to 2.7) as well as means (estimated either by sample mean or by 
maximum likelihood in sections 2.4 to 2.7). The results were not dramatically 
affected by the weighting scheme. 

The analysis of section 2.3 is based on group medians and/or other percen- 
tiles and does not present any difficulty. All the figures in that section are in 
current dqllars. 

To analyze an intrinsically dynamic phenomenon such as saving, one would 
like to follow the same individuals over time. If long panel data are not avail- 
able, one can circumvent this difficulty by using average cohort techniques. 
This has the advantage, relative to the cross-sectional analysis used in section 
2.3, that it controls for cohort effects. In the presence of cohort effects, the 
cross-sectional profile of a variable such as consumption, income, or saving, 
observed in a given year, might not correspond to the age profile of any individ- 
ual in the population. Shorrocks (1975) constructs an example in which every 
individual in the population has a strictly increasing wealth-age profile and yet, 
because of strong cohort effects, the cross-sectional profile at a given point in 
time will be “hump-shaped.” 

19. The BLS follows a different procedure. First it constructs monthly income figures. Then it 
aggregates the consumption and income figures for all households in a given year. As a conse- 
quence, observations on a given household are going to be divided between different periods, 
except for those households interviewed in January. Given that I am interested in matching exactly 
income and consumption for a given household in order to construct savings, I preferred to use 
the alternative procedure described in the text, even though the assignment to a given year might 
sound arbitrary. 
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The use of average cohort techniques amounts to following as they age indi- 
viduals born in the same time interval.*O 

Consider a variable of interest qh observed for household h, belonging to 
cohort c at time t. It is always possible to define qh by the following equation: 

where S: is a measure of location for the cell defined by households belonging 
to cohort c and observed at time t. The age corresponding to cell (c,t) is given, 
if we identify c by the year of birth, by t - c. 

In this paper, cohorts are defined by five-year bands. We analyze a total of 
10 cohorts; data for each cohort are averaged in every year: this gives us a total 
of 110 cells. The cohort definition, the median age in 1980 and in 1990, and 
the average cell size in our sample are reported in table 2.4. The relative sizes 
of different cohort cells reflect approximately the composition by age of the 
U.S. population.21 Changes in size across years reflect changes in the dimen- 
sion of the total sample. 

If S in equation (1) is the cell mean and the data present no particular prob- 
lems, a sensible and robust estimator is given by the sample mean. If, however, 
some observations are top-coded, as is the case both for income and financial 
wealth, estimation of the mean is substantially more complicated. In general, 
it will not be possible to use nonparametric methods. If we are willing to 
parametrize a density function for the cross-sectional distribution and believe 
that such a density fits the (unobserved) tail of the distribution, it will be pos- 
sible to estimate $he mean by maximum likelihood. The reliability of such an 
estimate hinges in a crucial way on the parametric specification used: in this 
respect it is important to use a flexible functional form, capable of allowing 
for the substantial amount of skewness and kurtosis which characterizes both 
income and wealth distribution. 

Consistent estimates of the population quantiles can be easily obtained using 
the sample quantiles, as long as the top-coding level is above the quantile we 
are interested in estimating.22 The sample quantiles can be compared to the 
quantiles of the estimated density as a specification test. When we perform 
this exercise in our applications, we obtain satisfactory results. 

To parametrize the cross-sectional distribution of income we choose a mix- 

20. Cohort techniques have been used by Browning, Deaton, and Irish (1985) and are discussed 
by Deaton (1985) and more recently by Moffitt (1991) and Attanasio (1993b). Particular emphasis 
is usually given to means; other measures of locations can however be used. 

21. Of course there are sampling errors and possible biases caused by differing attrition and 
nonresponse rates. 

22. This is true for income and wealth, where we can safely assume that the top-coded observa- 
tions are on the right tail of the distribution. The same is not necessarily true for savings. The bias 
introduced is however much less than for the estimation of the mean. 
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Table 2.4 

Cohort Year of Birth Age in 1980 Age in 1990 Average Cell Size 

Cohort Definition and Cell Size 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

1955-59 
1950-54 
1945-49 
1940-44 
1935-39 
1930-34 
1925-29 
1920-24 
1915-19 
1910-14 

23 
28 
33 
38 
43 
48 
53 
58 
63 
68 

33 
38 
43 
48 
53 
58 
63 
68 
73 
78 

159 
672 
5 80 
432 
350 
325 
334 
340 
295 
243 

ture of two normal densities with different means and variances. Therefore we 
fit five parameters for each cell. 

The unconditional distribution of financial asset holdings is parametrized as 
a distribution with mass p at zero (where p is the proportion of observations 
with zero assets) and the remaining mass distributed on the positive axis as a 
mixture of two log-normal distributions, which results in six parameters to be 
fitted for each cell. 

Finally, these techniques can also be modified to control for within-cell het- 
erogeneity. One can either define new cells, interacting year cohort dummies 
with other dummies (education, race, and sex of the household head), or allow 
these variables to affect the within-cell conditional mean, possibly imposing 
across-cell restrictions. 

To analize data from several years it is necessary to transform current into 
constant dollars. Given that we construct household-specific price indexes (see 
section 2.2.1), we have a choice between estimating cell means in nominal 
terms and deflating them by cell-specific price indexesz3 and estimating cell 
means of quantities deflated at the individual level. We chose the former alter- 
native to avoid the possibility that measurement error in consumption would 
affect income indirectly through the individual price level, while preserving 
the heterogeneity in price indexes determined by the different expenditure pat- 
terns of different cohorts. In practice, the two procedures give extremely simi- 
lar results. 

2.3 Cross-Sectional Analysis 

In this section we use the 1990 CEX survey, which includes all households 
interviewed during 1990. In what follows, we tabulate and plot the cross- 
sectional profiles for income, consumption, saving, and wealth. Because in- 

23. The cell-specific price indexes are constructed by averaging individual price indexes in 
each cell. 
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come and consumption refer to the 12 months preceding the interview, for 
most households the period of reference includes some months of 1989. All 
figures are obtained using current dollars: no attempt was made to correct for 
inflation. Given the short length of the period considered, we do not think this 
is a serious issue. The sample is divided into the 11 age groups described in 
section 2.2.1. 

2.3.1 Income 

In the first column of table 2.5 we tabulate median disposable incomez4 by 
age group for the total sample. In the other four columns we divide each age 
group on the basis of income quartiles and compute the median within each 
group.25 The numbers in parentheses are cell sizes.26 The figures in table 2.5 
are plotted against age in figure 2.1. The evidence is not particularly surprising: 
the cross-sectional profile for income presents the usual hump shape. Family 
income peaks between ages 41 and 55 (it is reasonably flat over that interval) 
and declines afterward. The difference among the percentiles plotted in figure 
2.1 evidentiates the degree of inequality of the cross-sectional distribution of 
income at various ages. Inequality is more pronounced for the central age 
groups as the cross-sectional profile is steeper for higher percentiles than for 
lower percentiles. 

For reasons discussed below, we divide the sample not only by income 
quartiles but also on the basis of the educational attainment of the household 
head. The three groups we consider are high school dropouts, high school 
graduates, and college graduates. The cross-sectional profile of median house- 
hold after-tax income of these three groups is reported in table 2.6 and plotted 
in figure 2.2. Household income peaks slightly earlier for high school dropouts 
than for high school and college graduates. In addition, the hump is much 
more pronounced for more highly educated households: this indicates that the 
returns to education,*’ and especially college education, increase strongly with 
age, at least until age 50. Median income for college graduates in the 51-55 
age group is 1.67 times that of high school graduates in the same age group 
and 2.84 times that of high school dropouts. The same figures in the 26-30 
age group are 1.38 and 1.88, respectively. The median income of high school 
graduates is (not surprisingly) just around the overall median. 

Some of the cells (especially for college graduates) are very small: for in- 
stance we have only 19 households whose head is in the 71-75 age group and 

24. As stressed in section 2.2, we subtract Social Security contributions from the BLS definition 
of “after-tax family income.” 

25. This is done only for comparability with the subsequent tables that report median consump- 
tion and saving by income quartiles. The second to fifth columns table 2.5 are the 12.5,37.5, 62.5, 
and 77.5 percentiles of each age group. 

26. These are not the same in the second to fifth columns because income quartiles (and medi- 
ans) are computed on the basis of the Bureau of Census weights. 

27. The figures reported in table 2.6 refer to total household income, not wages. As a conse- 
quence they can vary because of variations both in wages and in household labor supply. 



Table 2.5 Median Disposable Income by Age Group and Income Quartile 

80000 - 

60000 - 

40000 - 

20000 - 

0 -  

Below Between First Between Second Above 
Age Total First and Second and Third Third 
Group Sample Quartile Quartiles Quartiles Quartile 

77.5 

62.5 
50.0 
37.5 
12.5 

I I I 1 

21-25 

26-30 

3 1-35 

36-40 

41-45 

46-50 

5 1-55 

56-60 

6 1-65 

66-70 

7 1-75 

12,855 
(497) 

20,663 
(639) 

24, I37 
(640) 

28,057 
(572) 

3 1,573 
(523) 

29,7 19 
(375) 

30,127 
(335) 

25,5 11 
(251) 

20,617 
(259) 

17,718 
(303) 

13,996 
(229) 

10,375 
(120) 

15,689 
(157) 

18,847 
(148) 

2 1,920 
(138) 

24,980 

24,728 
(96) 

22,003 
(85)  

19,521 
(56) 

16,923 
(62) 

12,759 
(78) 

11,331 
(65) 

( 132) 

15,699 

25,738 
( 160) 

30,377 
(163) 

33,482 
(146) 

39,836 
(135) 

40,626 

37,852 
( 8 5 )  

29,452 
(60) 

28,871 
(68) 

22,178 
(78) 

17,879 
(53) 

( 124) 

(92) 

29,890 
(133) 

41,557 

49,909 
(178) 

56,099 
(147) 

64,280 
( 136) 

65,886 

62,435 
(86) 

55,252 

56,112 
(65) 

45,137 

3 1,666 
(59) 

(170) 

(104) 

(72) 

(72) 

Note: Numbers in parentheses are cell sizes. 



Table 2.6 Median Disposable Income by Age and Education Groups 

50000 - 

40000 - 

30000 - 

20000 - 

10000 - 

Age Group Total Sample 

21-25 12,855 
(497) 

26-30 20,663 
(639) 

3 1-35 24,137 
(640) 

36-40 28,057 
(572) 

41-45 3 1,573 
(523) 

46-50 29,719 
(375) 

51-55 30,127 
(335) 

56-60 25,511 

6 1-65 20,617 
(259) 

66-70 17,718 
(303) 

71-75 13,996 
(229) 

(251) 

High School 
Dropouts 

12,649 
(64) 

13,911 
(63) 

12,688 
(65) 

18,050 
(59) 

19,000 
(60) 

13,341 
(69) 

16,748 
(74) 

16,095 
(84) 

16,176 
(79) 

13,618 
(101) 

11,648 
(113) 

High School College 
Graduates Graduates 

12,235 16,566 
(342) (91) 

18,937 26,108 
(388) (188) 

22,138 36,083 
(399) ( 176) 

25,660 38,111 
(316) ( 197) 

26,464 46,772 
(288) (175) 

28,307 47,900 
(200) (106) 

28,520 47,572 
(193) (68) 

25,894 39,653 
(105) (62) 

18,184 37,686 
(120) (60) 

16,610 30,993 
(154) (48) 

15,244 28,597 
(97) (19) 

Nore: Numbers in parentheses are cell sizes. 
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20 40 60 age 80 

Fig. 2.2 Median income cross-sectional profile by education group 
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is a college graduate. Therefore we need to use some caution in interpreting 
these and other statistics computed on such small cells. 

2.3.2 Consumption 

The consumption definition we use in this section is the closest we can get 
to the NIPA. Therefore it includes all consumption expenditures reported in 
the CEX. As discussed in section 2.2, the main differences are in that it in- 
cludes only out-of-pocket health expenditure and that it excludes imputed rents 
on owner-occupied housing. Pension contributions are not included in con- 
sumption. 

Median consumption cross-sectional profiles for the total sample and by 
income quartile are reported in table 2.7 and plotted in figure 2.3. Median 
consumption by age-education group is tabulated in table 2.8 and plotted 
against age in figure 2.4. The cross-sectional profile of consumption is similar 
to that of income in that it presents a pronounced hump. However, the con- 
sumption profile peaks slightly earlier and is flatter than the income profile. 

The differences in consumption cross-sectional profiles across education 
groups mirror those observed in income profiles. This evidence is consistent 
with that reported, for instance, by Carroll and Summers (1991), who show 
that differences in cross-sectional age profiles for consumption across different 
occupational groups parallel corresponding differences in income profiles.28 
Median consumption of college graduates in the 5 1-55 age group is 1.5 times 
that of the high school graduates and 2.23 times that of the high school drop- 
outs in the same age group. The same figures are 1.27 and 1.83 respectively 
for the 26-30 age group. 

2.3.3 Saving 

In table 2.9 we report median saving by age group and by age-income 
quartile group and plot them in figure 2.5. Saving is always negative for the 
lowest income group. Median saving is also negative for the two youngest and 
the oldest groups of households whose disposable income is between the first 
and second income quartiles (for their age group). In general, saving increases 
with income and, with the exception of households with income below the first 
quartile, increases until ages 51-55 and declines afterward. This hump shape 
is more pronounced for the households with income in the highest income 
quartile. 

Median saving rates for the whole sample and by disposable income quartile 
are tabulated and plotted in table 2.10 and figure 2.6, respecti~ely.~~ Saving 
rates are very flat for the two groups above the median, exhibit a substantial 

28. Attanasio and Browning (1992) argue that this is not necessarily inconsistent with the life- 
cycle model. It should be remembered, for instance, that the profiles considered here do not control 
for either cohort effects or changes in family composition. 

29. We do not plot the saving rates for the first income group because their variability would 
swamp that of the other groups.. 
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Fig. 2.3 Median consumption cross-sectional profile by income quartile 

Table 2.7 Median Total Consumption by Age Group and Income Quartile 

Age 
Group 

2 1-25 
26-30 
3 1-35 
36-40 
4 1-45 
46-50 
5 1-55 
56-60 
6 1-65 
66-70 
7 1-75 

Below Between First Between Second Above 
Total First and Second and Third Third 

Sample Quartile Quartiles Quartiles Quartile 

14,359 
18,902 
21,987 
24,820 
28,041 
24,467 
25,704 
19,653 
21,042 
16,823 
14,362 

8,771 
11,503 
12,992 
13,693 
12,785 
13,489 
14,455 
10,934 
11,513 
8,563 
7,899 

11,644 
15,927 
17,651 
21,758 
23,713 
20,245 
19,581 
16,199 
14,705 
12,423 
12,323 

15,728 
20,6 1 8 
24,845 
27,839 
33,868 
33,624 
30,670 
24,217 
24,608 
18,672 
15,177 

23,279 
29,005 
39,564 
37,299 
45,294 
49,109 
44,776 
33,934 
34,696 
31,018 
29,705 

Note: Cell sizes are the same as in table 2.5. 

hump for the households with disposable income between the first and second 
quartiles, and are negative and extremely variable for households with income 
below the first quartile. 

The fact that, beside their life-cycle dynamics, both saving and saving rates 
are an increasing function of disposable income is not inconsistent with the 
life-cycle permanent-income theory. Households in the lowest income 
quartiles are affected, on average, by lower transitory income shocks than 
households in higher income quartiles. According to the theory, transitory 
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Table 2.8 Median Total Consumption by Age and Education Groups 
- 

High School High School College 
Age Group Total Sample Dropouts Graduates Graduates 

21-25 
26-30 
3 1-35 
36-40 
41-45 
46-50 
5 1-55 
56-60 
61-65 
66-70 
7 1-75 

14,359 
18,902 
21,987 
24,820 
28,041 
24,467 
25,704 
19,653 
21,043 
16,823 
16,362 

13,343 
12,372 
15,246 
19,260 
16,790 
15,907 
17,276 
13,484 
15,267 
12,301 
11,686 

13,453 
17,896 
20,112 
23,160 
25,170 
24,285 
25,704 
19,653 
19,972 
16,273 
15,245 

16,543 
22,699 
29,732 
32,681 
37,925 
41,645 
38,952 
32,669 
32,115 
24,929 
35,280 

Note: Cell sizes are the same as in table 2.6. 

40000 

30000 

20000 

10000 -I 

Fig. 2.4 Median consumption cross-sectional profile by education group 

shocks to income should be smoothed by saving. Households receiving large 
negative shocks should dissave to smooth cons~mption.~~ 

To characterize the relationship between saving and income we should 
therefore divide the households in the sample according to their permanent 
rather than disposable current income. An instrumental variable approach is to 
divide the sample on the basis of a variable which is correlated with permanent 

30. If measurement error in income is uncorrelated with that in consumption, it introduces a 
similar bias: measurement error in income is fully reflected in saving. 
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Table 2.9 Median Saving by Age Group and Income Quartile 

Below Between First Between Second Above 
Age Total First and Second and Third Third 
Group Sample Quartile Quartile Quartile Quartile 

21-25 -1,431 -4,620 - 1,857 723 5,673 
26-30 1,414 -2,951 -58 4,905 13,910 
3 1-35 1,570 -3,925 1,065 4,648 11,299 
36-40 2,341 -4,329 1,395 5,657 18,922 
4 1-45 2,895 -3,732 1,359 6,249 15,635 
46-50 2,461 -4,060 2,681 7,278 19,789 
5 1-55 3,411 -5,111 2,805 8,293 22,331 
56-60 2,574 -2,862 4,523 6,525 2 1,606 
6 1-65 1,059 -7,148 1,766 4,531 18,124 
66-70 914 -2,017 465 3,383 11,930 
7 1-75 139 -600 -1,535 2,840 6,413 

Note: Cell sizes are the same as in table 2.5. 
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-10000 1 
I I I I 

age 8o 20 40 60 

Fig. 2.5 Median saving cross-sectional profile by income quartile 

income and uncorrelated with transitoly shocks. For such a purpose we use the 
educational attainment of the household head.3’ 

In tables 2.11 and 2.12 we report median saving and saving rates by age- 
education group. The same figures (with the exception of saving rates for the 
lowest education group) are plotted in figures 2.7 and 2.8. 

For high school dropouts, median saving and saving rates are negative for 4 

31. Of course this approach would not solve the problem if different education groups have 
been affected by different transitory shocks in the year considered. 
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Table 2.10 Median Saving Rates by Age Group and Income Quartile 

Between First Between Second Above 
Age Total Below First and Second and Third Third 
Group Sample Quartile Quartiles Quartiles Quartile 

21-25 -11.8 -111.8 - 16.7 4.3 20.0 
26-30 7.4 -28.8 -0.4 19.2 33.8 
3 1-35 7.1 -44.0 5.4 17.2 24.2 
36-40 9.4 -55.3 5.4 17.1 35.6 
41-45 9.8 -35.3 5.1 13.8 28.2 
46-50 11.2 -33.5 12.4 20.3 32.1 
5 1-55 13.9 -65.4 12.4 22.7 33.9 
56-60 16.6 -34.0 26.6 23.8 41.4 
61-65 8.6 - 148.3 11.0 14.4 34.7 
66-70 7.1 -28.4 4.2 16.9 24.4 
7 1-75 1.1 -8.1 - 15.8 14.5 21.0 

Note: Cell sizes are slightly different from those in table 2.5 because of zero-income observations. 

40 

20 

0 

-20 
I I I I 
20 40 60 80 

Fig. 2.6 Median saving rates cross-sectional profile by income quartile 

of the 11 age groups, and not as variable as for the households in the lowest 
income quartile. For this group, both saving levels and saving rates do not have 
a distinctive pattern over age. For the other two groups, the level of saving 
exhibits a distinctive hump which is more pronounced for college graduates. 
Saving rates are substantially flat for college graduates, while for high school 
graduates they are highest before retirement. 

Saving rates are not defined for households with zero or negative income. It 
is therefore useful to consider the ratio of saving to consumption rather than 
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Table 2.11 Median Saving by Age and Education Groups 

High School High School C o 11 e g e 
Age Group Total Sample Dropouts Graduates Graduates 
~ 

2 1-25 

3 1-35 
26-30 

36-40 
41-45 
46-50 

56-60 
5 1-55 

61-65 
66-70 
71-75 

~~ 

-1,431 60 
1,414 112 
1,570 -651 
2,341 - 426 
2,895 - 50 
2,461 - 1,338 
3,411 1,537 
2,574 1,725 
1,059 909 

914 900 
139 139 

-2,245 
1,013 
1,157 
1,843 
1,378 
3,374 
3,488 
4,904 
- 198 
1,236 

584 

Note: Cell sizes are the same as in table 2.6. 

Table 2.12 Median Saving Rates by Age and Education Groups 

298 
2,960 
4,074 
4,879 
7,695 
5,209 
5,762 
2,174 
5,294 
1,524 

-3,287 

High School High School College 
Age Group Total Sample Dropouts Graduates Graduates 

21-25 -11.8 0.7 -18.8 2.2 
26-30 7.4 1.6 6.9 14.8 
3 1-35 7.1 -7.2 6.0 11.5 
36-40 9.4 -2.0 7.7 16.1 
4 1-45 9.8 -0.2 7.0 19.0 
46-50 11.2 -13.4 13.6 14.0 
5 1-55 13.9 8.8 14.4 17.7 
56-60 16.6 16.6 21.5 10.6 
6 1-65 8.6 10.1 -2.0 15.2 
66-70 7.1 4.2 6.0 7.7 
7 1-75 1.1 1.7 5.3 - 10.0 

Note: Cell sizes are slightly different from those in table 2.6 because of zero-income observations. 

to income. This variable, besides being defined at zero income, has several 
advantages. First, it is a monotonic transformation of saving rates (for those 
values of income when they are defined). Second, consumption might be a 
more appropriate denominator because, in theory, it reflects variations to per- 
manent income and is therefore less affected by transitory shocks. Third, the 
monotonic transformation that maps saving rates into the variable we consider 
has the effect of damping extreme observations, just as a log transform or a 
Box-Cox transform would This can be useful given the enormous vari- 
ability of individual saving rates. 

32. Think, for instance, what happens when income goes to zero. Saving rates diverge to minus 
infinity, whereas our measure goes to minus one. 
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Fig. 2.7 Median saving cross-sectional profile by education group 
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Fig. 2.8 Median saving rates cross-sectional profile by education group 

Ratios of median saving to consumption by age group for the whole sample 
and by income quartile and education group are reported in tables 2.13 and 
2.14 and the latter are plotted against age in figure 2.9. 

The picture that emerges is substantially similar to that in tables 2.10 and 
2.12, and it does not deserve further comment except to note that the corre- 
sponding figure 2.9 is, as expected, substantially smoother than figures 2.6 and 
2.8 for saving rates. 
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Table 2.13 Median Saving to Consumption Ratio by Age Group and Income 
Quartile 

Between First Between Second Above 
Age Total Below First and Second and Third Third 
Group Sample Quartile Quartile Quartile Quartile 

2 1-25 - 10.8 -53.2 - 14.3 4.5 24.9 
36-30 7.5 -26.8 -0.4 23.7 51.0 
3 1-35 7.5 -31.2 5.8 20.8 32.0 
36-40 9.8 -38.9 5.7 20.7 55.3 
41-45 10.8 -26.1 5.4 16.1 39.2 
46-50 11.1 -31.0 14.1 25.5 47.2 
5 1-55 16.0 -39.8 14.2 29.3 51.2 
56-60 18.6 -40.2 36.3 31.2 70.6 
61-65 9.5 -59.7 12.4 16.9 53.0 
66-70 6.3 - 25.7 4.3 20.3 32.2 
71-75 1.1 -7.5 -13.6 17.0 26.5 

Nofe: Cell sizes are the same as in table 2.5. 

Table 2.14 Median Saving to Consumption Ratio by Age and Education Groups 

Total High School High School College 
Age Group Sample Dropouts Graduates Graduates 

21-25 - 10.8 0.7 - 16.3 2.3 
26-30 7.5 1.7 6.2 17.3 
3 1-35 7.5 -6.7 6.1 12.9 
36-40 9.8 -2.2 8.0 19.2 
41-45 10.8 -0.2 7.6 23.5 
46-50 11.1 -11.8 14.9 16.2 
5 1-55 16.0 6.8 16.9 21.5 
56-60 18.6 19.9 27.3 9.6 
6 1-65 9.5 11.2 -2.0 17.9 
66-70 6.3 4.3 6.3 7.7 
71-75 1.1 1.8 5.6 -9.1 

Nofe: Cell sizes are the same as in table 2.6. 

Controlling for demographic changes in saving behavior is not an easy task. 
In table 2.15, however, we report a very simple attempt to control for the num- 
ber of children in households. We will not give any interpretation to these re- 
sults. In particular, we tabulate ratios of median saving to consumption by age 
and number of children. With the exclusion of some cells which are extremely 
small (and should be ignored), these results do not show strong effects of chil- 
dren on saving behavior. The only possible exception is that of households with 
no children (at that point in time), which exhibit consistently higher saving 
than the households with children. This probably reflects the greater consump- 
tion needs of larger households. 
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Fig. 2.9 Ratio of median saving to consumption cross-sectional profile by 
education group 

Table 2.15 Median Saving to Consumption Ratio by Age Group and Number of 
Children 

-0 Three or 
Age Group No Children One Child Children More Children 

21-25 

26-30 

3 1-35 

36-40 

41-45 

46-50 

5 1-55 

56-60 

61-65 

66-70 

7 1-75 

Note: Numbers in parentheses are cell sizes. 
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2.3.4 Wealth 

Because the life-cycle model (at least in some simple versions) has strong 
implications for the pattern of wealth accumulation (and decumulation) the 
latter has been studied exten~ively.~~ In spite of the large volume of the litera- 
ture on this issue, no firm answer on the shape of a typical age profile for 
wealth (and in particular on the issue of asset decumulation by the elderly) or 
on the main motivation for savings has emerged. This is both because of the 
scarcity and poor quality of data sets and because of difficult conceptual 
issues.34 

We conclude this section describing the cross-sectional age profile of real 
and financial wealth (see section 2.2 for definitions). These two components 
do not exhaust household net wealth. The main exclusions are, on the asset 
side, pension wealth and durable commodities and, on the liability side, loans 
and debts other than mortgages. 

In table 2.16 we report mean, median, and standard deviation for financial 
wealth (in the first two columns) and for gross and net real estate wealth (in 
the fourth to sixth columns). In the last column we report the percentage of 
home owners (with or without mortgages). 

Mean and median financial wealth are plotted by age group in figure 2.10. 
Two considerations are in order as far as financial wealth is concerned. First, 
the median level of financial wealth is very low: for all age groups it is below 
$7,000. For most groups it is around one-tenth and for all groups is well below 
one-half of median annual disposable income. Second, there is no tendency 
for either the mean or the median to decline in the last part of the life cycle. 
This could be due, of course, to a variety of reasons and does not necessarily 
contradict the life-cycle model.35 

Real wealth is substantially higher than financial wealth, confirming that 
real estate constitutes a very important part of households’ portfolios. Both the 
mean and the median (plotted in fig. 2.11) increase very rapidly in the first part 
of the life cycle and show a slight tendency to decline in the last part. The 
difference between net and gross wealth (which roughly corresponds to mort- 
gage debt) tends to decline in the last part of the life cycle as households repay 
their mortgage debts.36 

A pattern similar to that of the stock of real estate wealth is followed by the 
percentage of home owners by age. The percentage of home owners is as low 

33. The papers on this topic are too numerous to be cited here. Some interesting studies are those 
by Shorrocks (1975). King and Dicks-Mireau (1982), Hurd (1989), and Jianakoplos, Menchik, and 
Irvine (1987). 

34. Wealth information (especially for rich households) is very difficult to obtain and no long 
panels exist. For a comparison of different data sets containing wealth information see Juster et 
al. (1987). 

35. See Attanasio (1993b) for a discussion of these issues and Attanasio and Hoynes (1993) for 
a discussion of differential mortality by wealth class. 

36. The difference between median gross and net real estate wealth is obviously not equal to 
median mortgage debt. 
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Table 2.16 Real and Financial Wealth Holdings by Age Group 

Financial Assets Gross Real Estate Net Real Estate Percentage of 
Home 

AgeGroup Mean Median Mean Median Mean Median Owners 

2 1-25 

26-30 

3 1-35 

36-40 

41-45 

46-50 

5 1-55 

56-60 

61-65 

66-70 

7 1-75 

1,801 
(6,466) 
4,233 

(9,583) 
1,763 

(16,928) 
10,579 

(24,198) 
14,060 

(28,860) 
14,151 

(27,928) 
14,177 

(3 1.3 13) 
21,795 

(41,267) 
34,177 

(50,136) 
27,107 

(45,744) 
33,663 

(56,815) 

500 

850 

2,527 

2,000 

2,286 

2,275 

1,575 

2,8 19 

6,950 

5,750 

6.093 

7,020 
(26,898) 
36,913 

(61,175) 
59,732 

(81,523) 
66,380 

(103,064) 
83,515 

(97,421) 
97,657 

(104,619) 
98,098 

(1 3 1,458) 
91,620 

(102,945) 
107,269 

(106,318) 
105,707 

(107,420) 
81,539 

(98,192) 

0 

0 

35,000 

33,000 

45,000 

70,000 

60,000 

62,500 

79,000 

75,000 

55,000 

3,844 
(20,126) 
25,163 

(48,876) 
38,079 

(63,630) 
43,842 
(87,5 17) 
59,488 

(80,193) 
7 1,224 
(89,113) 
79,136 

(116,350) 
80,133 

(94,759) 
95,391 

(98,490) 
100,984 

(104,955) 
77,042 

(95,949) 

0 

0 

5,000 

6,803 

37,660 

45,000 

45,000 

57,500 

65,000 

67,350 

52,500 

0.105 

0.397 

0.570 

0.556 

0.725 

0.729 

0.831 

0.773 

0.816 

0.811 

0.775 

Note: Numbers in parentheses are standard deviations. 

as 10 percent for the first age group, and it is already equal to 57 percent for 
the third group. It peaks at 83 percent for the 51-55 age group. This indicates 
that most of the sharp increase in average real estate wealth in the first part of 
the life cycle is explained by an increase in home ownership rather than by an 
increase in the stock owned.37 

The same words of caution used for the interpretation of the financial asset 
age profile are in order here. The fact that the cross-sectional profile for total 
assets declines in the last part of the life cycle it is not necessarily an indication 
of asset decumulation: it could be due to cohort effects or to biases introduced 
by differential mortality. For instance, the decline in mean and median 
real estate wealth, as well as in the percentage of home owners in the last age 
group could be explained either by some of the elderly liquidating their 
real estate wealth or by the fact that the percentage of home owners (and 
their average real estate wealth) for that particular cohort had always been 
lower. 

37. The variable reported in the survey should, at least in theory, be equal to the market value 
of the house and therefore reflect capital gains and losses as well as “active” additions to the 
household’s estate wealth. 
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2.4 Income and Pension Contribution Age Profiles 

As stressed in the introduction, the analysis of a single cross section can 
provide only a useful snapshot of a given phenomenon, but it is of very limited 
use in describing the behavior of a dynamic variable such as saving. In the 
presence of strong cohort effects, the interpretation of the cross-sectional pro- 
file as the life-cycle profile of a given variable can introduce serious biases. In 
the absence of panel data and repeated cross sections there is not much one 
can do to control for cohort effects. In this and in the following sections we 
use the 11 CEX surveys available since 1980 to construct synthetic cohort aver- 
ages in the attempt to measure life-cycle and cohort effects on the variables 
of interest. 

Before proceeding with the analysis, however, it might be of some interest 
to assess the importance and the magnitude of the potential bias introduced 
by interpreting cross-sectional profiles as life-cycle profiles. One can use the 
techniques discussed below to identify a (smoothed) age profile and compare 
it to a cross-sectional profile. As a representative variable we chose total house- 
hold consumption expenditure. 

In figure 2.12 the line labeled “cross-section profile” is constructed using 
the 1984 survey to compute consumption averages for different age groups. 
The line labeled “age profile” is the same as that in figure 2.26 (in section 2.5 
below) with cohort effects removed. It is constructed by regressing average 
cohort data on a fifth-order polynomial in age and cohort-specific intercepts. 
What we plot is the age polynomial with the intercept of the first cohort. As 
can be seen, because of the presence of sizeable and positive cohort effects, 
the cross-sectional profile exaggerates the hump in consumption. A similar 
picture can be obtained choosing different cross sections and different vari- 
ables (provided that there are sizeable cohort effects). The method used to 
remove cohort effects from the consumption profile is crude and based on 
some strong identification assumptions. The picture makes clear, however, the 
potential importance of these effects. 

2.4.1 Total After-Tax Household Income 

In this subsection we use the cohort techniques outlined above to estimate 
total household age-income profiles. We correct the CEX definition of total 
after-tax income by subtracting from it Social Security contributions which 
will be considered (here and in the section on saving) as a tax rather than as a 
form of saving. 

As discussed in section 2.2.2, we parametrize the cross-sectional distribu- 
tion of disposable household income within each cell as a mixture of two nor- 
mal densities3* The estimated means are, as expected, higher than the simple 

38. It is not possible to fit a log-normal distribution (or the mixture of two log-normals) because 
of the presence of negative and zero income. These densities are fitted to the CES definition of 
disposable income. The corrected means are obtained by subtracting from the maximum likeli- 
hood means the sample means of Social Security contributions. 
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Fig. 2.12 Cross-sectional vs. cohort consumption profile 

averages one obtains setting the top-coded observations at the top-coding 
value. The magnitude of the difference between these two estimates obviously 
depends on the number of top-coded  observation^.^^ Because the proportion of 
top-coded observations varies systematically with age and cohort, the distor- 
tion introduced by ignoring top-coded observations will also have a system- 
atic pattern. 

In the top pand of figure 2.13 we plot the estimated means for year-cohort 
cells against age. Because this kind of graph will be used extensively through- 
out the rest of the paper, it is worthwhile spending a few moments explaining 
it in detail. Each connected segment represents the behavior of a cohort over 
the 11 years of our sample. For instance, the first segment on the left is average 
household income for the first cohort-i.e., for households headed by a person 
born between 1955 and 1959-in each year from 1980 to 1990. These individ- 
uals were, on average, 23 years old in 1980, 24 in 1981, and so on until 1990 
when they were 33. Because a cohort is defined by a five-year interval and we 
have 11 years of data, each cohort overlaps at six ages with the following co- 
hort: for instance, cohort 2 is observed between ages 28 and 38, while cohort 
3 is observed between ages 33 and 43. 

In the bottom panel, the same data points are smoothed by regressing them 
on a fifth-order polynomial in age, cohort-specific intercepts, and year dum- 
mies whose coefficients are constrained to sum to zero and to be orthogonal to 
a linear trend.4o The smooth profiles in the graph are given by the polynomial 

39. Without top-coded observations the maximum likelihood estimator is the sample mean. 
40. Deaton and Paxson (1992) use a similar procedure. Estimates of the coefficients can be 

obtained either by OLS or by weighted least squares, using as weights the standard errors of the 
cell means. The results are almost identical. 
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Fig. 2.13 Mean disposable income 

in age with the cohort-specific intercepts. One should not give any structural 
interpretation to this graph: without a structural model or additional informa- 
tion it is nbt possible to identify cohort, age, and time effects separately be- 
cause of the linear relationship that links them.41 The only aim of the bottom 
panel is to smooth the estimated means; to interpret them as pure age profiles 
we would have to assume that time effects are common for all cohorts, sum to 
zero, and are orthogonal to a linear trend. 

Figure 2.14 is similar to 2.13 except that we plot cohort medians instead of 
means against Because of the skewness of income distribution, medians 
are lower than means; otherwise the picture that emerges from this figure is 
similar to that from figure 2.13. 

Several elements of interest emerge from figures 2.13 and 2.14. First, house- 
hold disposable income has the typical hump-shaped profile that is often found 
in the literature: a similar profile emerges from CPS data. The smoothed age 
profile peaks at age 5 1 for the means and at age 48 for the medians. 

Cohort effects are also quite evident: for all cohorts but one, the smoothed 
profiles lie above that of the next older cohorts. In table 2.17 we report the 

41. For a discussion of identification issues in this framework see Heckman and Robb (1987), 

42. In this figure and in figure 2.15 I use sample quantiles. The figures obtained using the 
MaCurdy and Mroz (1990). and Attanasio (1993b). 

quantiles of the density estimated by maximum likelihood are very similar. 
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Table 2.17 Cohort Intercepts and Their Changes for Income Profiles 

Intercept Percentage Intercept Percentage 
Cohort for Medians Increase for Means Increase 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

25,336.2 
24,599.7 
24,079.0 
23,142.7 
22,386.6 
21,350.0 
19,592.6 
19.21 8.1 
19,093.0 
17,641.5 

2.99 
2.16 
4.05 
3.38 
4.86 
8.97 
1.95 
0.66 
8.23 

28,944.3 
27,853.6 
27,758.6 
26,172.1 
24,776.4 
24,344.9 
22,143.4 
21,124.7 
21,273.3 
20,539.1 

3.92 
0.34 
6.06 
5.63 
1.77 
9.94 
4.82 

-0.70 
3.57 

intercepts of the profiles in the bottom panels of figures 2.13 and 2.14 and their 
percentage increase relative to the intercept of the next older cohort. The 
“gains” from one cohort to the next seem to be higher (both in means and 
medians) for the middle cohorts than for the youngest and the oldest. For in- 
stance, for the two youngest cohorts, the intercept for the means rises on aver- 
age by 2.1 percent, while for the next four cohorts it rises by 5.8 percent. The 
figures for the medians are 2.6 percent and 5.3 percent. For the three oldest 
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cohorts, the average increase in the intercept is 2.6 percent for the means pro- 
files and 3.6 percent for the medians.43 

Finally, it is possible to detect some business-cycle effects:'''' for most co- 
horts the raw profiles increase considerably more in the years after 1982. In 
figure 2.15 we plot the coefficients on the time dummies estimated for the 
median income profile.45 

So far we have not controlled for within-cell heterogeneity. In the next graph 
we look at the income-age profiles for different education groups. Mean and 
median income-age profiles for college graduates, high school graduates, and 
high school dropouts are plotted in figure 2.16. The size of the cells on which 
these estimates are based is relatively small, especially for college graduates 
and high school dropouts: this is reflected in the larger variability of these 
estimates, as is most evident in the graph for high school dropouts. As ex- 
pected, the profiles are higher and steeper for higher education groups (notice 
the different scale). These profiles are going to be compared with analogous 
profiles for consumption and savings. 

2.4.2 Components of Household Income 

In this section we analyze the components of household income. We de- 
compose total before-tax household income into interest income, labor in- 
come, pensions, and transfers. These four components exclude some minor 
items because their economic significance is minor and because they are 
not easily classifiable. Labor income is defined as wages and salaries, plus 
income from own business.46 Interest income includes interest, dividends, 
and royalties. Interest income does not include capital gains or income 
for the sde  of assets. Pensions are all payments of pensions. Transfers in- 
clude unemployment compensation, welfare payments, food stamps, Social 
Security payments, alimony for child support, and other transfer income. 
Unlike the BLS definition, this one leaves out income or loss from taking in 
boarders. 

In the four panels of figure 2.17, the percentage of households with positive 
quantities of each of the four components of income is plotted in turn against 
age, for each year-cohort cell. 

The top two panels are not surprising. The percentage of households with 

43. Similar results are obtained if, in smoothing the means, we do not include year dummies 
at all. 
44. Most of the period under study is characterized by a boom: only the first few years were 

affected by the 1981-82 recession. Unfortunately, as we mentioned in section 2.3, the quality of 
the 1980-81 survey is doubtful: therefore we should be careful in comparing the means of those 
years with those for subsequent years. Analyzing the data for 1991 and 1992, when they become 
available, will be extremely interesting. 

45. One should remember that these coefficients are constrained to sum to zero and to be orthog- 
onal to a time trend. Also notice that what we call 1982 includes data refemng to 1981 (see section 
2.2); this is why figure 2.15 starts in 1979. 

46. The inclusion of this last category is questionable. The results, however, do not change sub- 
stantially. 
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Fig. 2.15 Year effects for median cohort income 
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Fig. 2.16 Mean and median income by education group 

positive values for labor income is very close to unity until age 50, and declines 
after that, when an increasing proportion of earners retire. 

The evidence in the third panel (lower left) shows that the proportion of 
households receiving interest income increases until around age 65 and flattens 
out after that. At the beginning of the life cycle, this proportion is very low 
(around 30 percent) but reaches almost 70 percent by retirement age. Given 
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the amount of nonreporting that plagues this measure, this evidence indicates 
that a substantial proportion of households hold assets that provide income by 
the time the household head reaches retirement. 

The last panel of figure 2.17, with the proportion of households receiving 
some form of transfer income, shows that this proportion is much lower and 
much more variable than for the other income sources. As expected, a substan- 
tial amount of fluctuation over the business cycle is evident in this graph (the 
figures for the early years of the sample are relatively higher than the others). 
In terms of life-cycle fluctuation, the proportion seems to decrease until age 
40, to increase slightly after that, and to decline again. 

In figure 2.18 we plot the age profile for median labor income.47 The profile 
increases until around age 50 and declines steeply at retirement. There are no 
strong cohort effects: the profiles for overlapping cohorts are very close to 
each other. 

Figure 2.19 plots the profile for the median and the third quartile of interest 
income. Both graphs, and especially that of the median, are very noisy: some 

47. In this subsection, we will only look at the quantiles of income components, thus avoiding 
maximum likelihood estimation. 
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interesting features, however, emerge clearly. Interest income becomes some- 
what important only late in the life cycle. Median interest income, for instance, 
is below 1 percent of median labor income at age 60 and is above 10 percent 
for only one of the cells. The median of the ratio of interest to labor income 
has a similar pattern: only for two cells it is above 10 percent, and it is always 
below 20 percent. On the right tail of the distribution, however, interest income 
is much more important. At age 60 the third quartile of interest income is above 
10 percent of the third quartile of labor income, and by age 66 is 36 percent 
for cohort 8 and 71 percent for cohort 9?8 

When compared to the quantiles of pension income, the quantiles of interest 
income exhibit a similar pattern. If we take the ratio of medians (or compute 
the median of the ratios), we notice that interest income is a small fraction of 
pension income, while, when we consider the third quartiles, it is much more 
important. The ratio of the medians averages 5 percent for ages above 65, while 
the median of the ratio averages just under 1 percent for ages above 65. The 
same numbers for the third quartiles are 66 percent and 18 percent.49 

These patterns are a reflection of the fact that the inequality in the distribu- 
tion of interest income is, as expected, much higher than that of labor or pen- 
sion income. At age 66, the median of interest income averages at just over 
$300, while the third quartile averages at almost $5,000. With an average inter- 
est rate of 5 percent these figures imply assets worth $6,000 and $100,000 for 
the median and the third quartile of financial wealth.50 

For the sake of completeness, in figure 2.20 we plot the age profile for me- 
dian pension income and for the 90th percentile of transfer income. The 90th 
percentile .for transfer income was chosen because the proportion of house- 
holds receiving transfer income is often just above 10 percent. 

2.4.3 Pension Contributions 

In this section we analyze Social Security and pension contributions. The 
latter are divided into contributions to government pensions (including railroad 
retirement schemes), private pensions, and individual retirement  account^.^' In 
this paper we consider pension contributions as saving, while Social Security 
contributions are considered as taxes. 

We start with the latter. In the top left panel of figure 2.21 we plot average 

48. Obviously the household earning the third quartile (or the median) labor income is not the 
same one that earns the third quartile (or the median) interest income. The third quartile of the 
ratio of interest income to labor income is on average 0.1 for cells with ages between 60 and 65 
and 0.27 for ages between 65 and 70. 

49. By age 66 almost 90 percent of the households in the sample receive pension income. 
50. It should be remembered that these figures do not include capital gains and/or income from 

the sale of assets. 
51. In 1980 and 1981 the data on Social Security and pension contributions were top-coded 

when any other income variable was top-coded. In subsequent years these variables were not top- 
coded at all. In this section we ignore the problem completely. All the figures are deflated by a 
cohort-specific CPI. 
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contributions to Social Security for the whole sample. The impressive feature 
of this picture is the steady and strong increase (for most cohorts) of the aver- 
age contribution. The decline in the last part of the life cycle is explained by 
the decline in the percentage of households contributing to Social Security as 
an increasing number of individuals retire. The strong increase in the average 
contribution is reflected in a strong increase in the ratio of contribution to 
gross income. 

The increase in Social Security during the 1980s is explained in part by an 
increase in the tax rate of Social Security, but even more important, by several 
increases in the taxable base. This is apparent in the remaining three panels of 
the figure 2.21 which plot average contributions for the three education groups 
considered above. Notice that the increase over time is strongest for college 
graduates (who perceive the highest income) and weakest for high school drop- 
outs (note the difference in scale). 

In the top panel of figure 2.22 we plot the proportion of households contrib- 
uting to government pension schemes. This proportion is, as expected, fairly 
low. In the bottom panel we plot the average level of contributions to govern- 
ment pensions, conditional on positive amounts. This profile is slightly hump- 
shaped and peaks around $2,000. 

In figure 2.23 we look at contributions to private pension schemes. As 
stressed in section 2.2 these include only employees’ contributions (deducted 
from the pay) but not employers’ contributions. In the top panel, we plot the 
proportion of households with positive contributions to private pension 
schemes, while in the bottom panel we plot the average annual contribution 
for those households with positive contributions. The top profile rises sharply 
in the early part of the life cycle and peaks at around .15 after age 40. Notice 
the sharp increase for some cohorts in the last years of the sample. The average 
level shows substantial increases over time for most cohorts. At the end of the 
sample, most middle cohorts are at a level of about $2,000. 

In the top panel of figure 2.24 we plot the percentage of households contrib- 
uting to IRAs, while in the bottom panel we plot the average contributions for 
those households with a positive contribution. While the average contribution 
is mostly stationary around the $2,000 level, we see that there are two large 
fluctuations, corresponding to 1982 and 1986, for the percentage of households 
contributing to IRAs. 

There is now a voluminous literature on the effects that the two tax acts of 
1982 and 1986 have had on IRAs and, more generally, on savings. In 1982 
IRAs were given strong fiscal incentives: contributions became tax-deductible, 
while a limit of $2,000 ($2,500 for a couple with one earner, $4,000 for a 
couple with two earners) was kept on the total amount of the contribution. 
Most of the fiscal incentives were subsequently removed with the tax act of 
1986. From the two panels of figure 2.24 it is evident that the tax incentives 
had a large effect on participation: the percentage of households participating 
jumps from below 5 percent to almost 30 percent around the tax act of 1982. 
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Fig. 2.24 Contribution to IRAs 

This percentage drops following the tax act of 1986, but not by the same 
amount. Most contributions, as documented by Feenberg and Skinner (1989) 
were at the statutory limit of $2,000 (or $4,000). This explains the fact that the 
average level of the contributions in the bottom panel of the figure is stable 
around $2,000. 

It is beyond the scope of this paper to address the main issue in the literature 
on IRAs, i.e., whether the tax incentives given to IRAs in 1982 increased ag- 
gregate savings. It is interesting to notice, however, that the decline in IRA 
participation in 1987 occurs simultaneously with an increase (for many co- 
horts) in the average level of private pension contributions, perhaps indicating 
that, after the fiscal incentives to IRAs were removed in 1987, some households 
moved some funds (back?) from IRAs to other pension schemes. If the move- 
ment had been symmetric, this would indicate that the IRA legislation caused 
a reshuffling of existing savings rather than the creation of “new” savings. Fur- 
ther investigation of this issue is needed.52 

Whether Social Security contributions should be considered as a tax or as a 
form of saving, as we have done for pension contributions, is questionable. To 
give an idea of the order of magnitude of these variables, in the top panel of 

52. A nonexhaustive list of papers on the effects of IRA legislation includes Venti and Wise 
(1990). Feenberg and Skinner (1989). and the survey by Gravelle (1991). 
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figure 2.25 we plot the age profile for the ratio of average total contributions 
(pensions and Social Security) to consumption. In the bottom panel we exclude 
Social Security contributions. 

2.5 Consumption 

2.5.1 Total Consumption Expenditure 

In this section we estimate age-consumption profiles following the same 
steps that we used for household disposable income. The only difference is 
that, because consumption is not top-coded, we can use sample averages to 
estimate cell means. 

In figures 2.26 and 2.27 we plot cohort means and medians for total con- 
sumption expenditure against age, with the same method for smoothing. 

Age-consumption profiles present features similar to those of disposable in- 
come: the characteristic hump shape is, if anything, even more apparent than 
for income. As in the case of income, mean consumption age profiles are 
higher for younger cohorts. The pattern of the increase in the smoothed pro- 
files, however, is slightly different. In table 2.18 we see that, while it is still 
true that the percentage increase in the intercept is smaller for the two youngest 
cohorts, cohorts 8 and 9 present percentage increases comparable to those of 
the other cohorts. The profiles for the medians, instead, are much flatter and 
the “cohort effects” do not present any distinguishable pattern. The difference 
in the dynamics of mean and median consumption indicates that there have 
been changes in, the cross-sectional distribution of consumption, discussed 
below. 

The similarity between income and consumption age profiles has been inter- 
preted as evidence against the life-cycle In these simple graphs, how- 
ever, we are ignoring family composition and labor supply behavior, not to 
mention investment in human capital. While the specification of a structural 
model including flexible adult-equivalent schemes and endogenous labor sup- 
ply in a dynamic framework is necessary to test the life-cycle hypothesis, it is 
interesting to look at the effects of some extremely simple adult-equivalent 
scheme. In figure 2.28 we plot mean per capita consumption (i.e., consumption 
divided by family size) and mean per adult-equivalent consumption (which is 
constructed by considering children under age 15 to be equivalent to half an 
adult). From this figure is evident that, while some life-cycle movements are 
still apparent (such as the decline in consumption corresponding to retirement), 
these consumption-age profiles look much flatter than in figure 2.26. 

The variability of consumption and income in figures 2.13,2.14, 2.26, and 

53. See Carroll and Summers (1991) and the discussion on these issues in Attanasio and Brow- 
ning (1992). It is interesting to notice that this same evidence has also been interpreted as evidence 
infavor (Ghez and Becker 1975) of the life-cycle model. 
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Fig. 2.27 Median total consumption expenditure 

Table 2.18 Cohort Intercepts and Their Changes for Consumption Profiles 

Intercept Percentage Intercept Percentage 
Cohort for Medians Increase for Means Increase 

1 21,750.95 2.309 26,765.93 
2 21,260.13 -0.501 25,693.38 
3 21,367.19 3.164 25,399.34 
4 20,711.78 1.507 24,140.68 
5 20,404.27 -0.458 22,418.60 
6 20,498.2 1 2.200 21,277.34 
7 20,056.91 0.475 19,072.93 
8 19,962.07 3.991 17,583.60 
9 19,196.02 5.195 16,386.01 

10 18,247.99 14,567.19 

4.174 
1.158 
5.214 
7.681 
5.364 

11.558 
8.470 
7.309 

12.486 

2.27 reflects both life-cycle and business-cycle effects. In an attempt to remove 
life-cycle variability and cohort effects, we consider the standard error of the 
deviations of the cell means and medians from the smoothed profiles. Ac- 
cording to this measure, income is more variable than consumption: in the case 
of means, the standard deviation of consumption around the smoothed profile 
is $1,277 and $1,340 for income; in the case of medians, these two figures are 
$926 and $1,293. This is not inconsistent with the prediction of the life-cycle 
model, but it might also reflect greater measurement error in income. 
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Fig. 2.28 Consumption per capita and adult equivalent 

In studying inequality, consumption might be a better measure to look at 
than income for two reasons: first, if some version of the life-cycle permanent- 
income hypothesis holds, consumption should not be affected by transitory 
shocks that increase both the time-series and the cross-sectional variability of 
income; second, consumption gives a more direct measure of the resources 
available to a household and therefore is a better indicator of inequality. 

In figure 2.29 we plot cell mean and median consumption for the three edu- 
cation groups considered above. The profiles of the three groups are, after re- 
scaling, qualitatively similar. However, as in the case of income, age- 
consumption profiles are higher and steeper for better educated households: 
inequality in consumption across education groups increases with age. This 
similarity in the patterns of income and consumption has been interpreted by 
Carroll and Summers (1991) as a failure of the life-cycle model. However, as 
we saw with figure 2.28, these patterns could be explained by changing family 
composition and/or by nonseparabilities between leisure and consumption. 

2.5.2 The Components of Consumption 

In this section we look at various components of expenditure. There are 
several reasons to do so. Ideally, one would like to observe consumption rather 
than expenditure. Unfortunately, this is virtually impossible with the data 
sources currently available. It is therefore interesting to focus on components 
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Fig. 2.29 Median and mean consumption by education group 

of expenditure that are directly related to consumption. This means excluding 
all components of expenditure that have an element of durability, i.e., both 
expenditure on durable commodities and on some services whose effect (it is 
hoped) lasts in time, such as education and health care. Within the framework 
of the life-cycle model this is important because durability automatically intro- 
duces intertemporal nonseparability in the utility function. 

Furthermore, we want to exclude from consumption items that are all but 
unmeasured for a substantial part of the sample. The obvious example here is 
housing: for home owners we should impute housing services from owner- 
occupied houses, a quantity which is very difficult to estimate with the data 
source available. 

Finally, it might be interesting to focus on some items whose relative cost 
has increased considerably in the last decade, such as education and health 
care. 

In figures 2.30 and 2.31 we plot mean and median expenditure on nondur- 
able and service consumption. This excludes all expenditures on durables, 
housing, education, and health. While the overall shape of this profile is similar 
to that in figures 2.26 and 2.27, some important differences emerge. In particu- 
lar, note that in figure 2.30 the “cohort effects” discussed for income and con- 
sumption disappear almost completely, and that in figure 2.31 they are, if any- 
thing, reversed. 

The relative price of education increased tremendously during the 1980s. In 
addition, education expenses can be considered, to a certain extent, a form of 
savings. In the two panels of figure 2.32 we plot average expenditure on per- 
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Fig. 2.30 Mean nondurable consumption 

Fig. 2.31 Median nondurable consumption 
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Fig. 2.32 Personal education expenditure 

sonal education and its share in average total household consumption. The 
shape of these profiles is, as expected, correlated with the average number of 
children: the esti'mated profiles increase until around age 50 and decline rap- 
idly afterward. Expenditure on education as a share of total consumption is 
much flatter than the profile of the level of education. In several instances, 
older cohorts are above younger ones, probably reflecting both the fact that 
education was relatively cheaper in the early 1980s than at the end of the de- 
cade and the fact that some of the middle cohorts had, on average, a higher 
number of children or potential students. 

The other item whose relative price has increased tremendously is health 
care. In the two panels of figure 2.33 we plot the age profiles for health expen- 
diture. The difference between the two panels is in the deflator used to convert 
current into constant dollars. In the top panel we deflate average health expen- 
diture by a cohort-specific CPI, while in the bottom one we use a health price 
index. It should be remembered that the CEX data on health expenditure are 
out-of-pocket figures. Therefore they do not include those items that are cov- 
ered by health insurance (see section 2.2.1). 

The profiles increase monotonically with age. In the top panel we also notice 
that there are strong time effects, evident in the large spikes corresponding to 
the last years of the sample for most cohorts. As a consequence of the large 
increase in the relative price of health care, the top profile, deflated by the CPI, 
increases over time at a much faster rate than the bottom one. 
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Fig. 2.33 Health expenditure 

In figure 2.34 we plot the ratio of out-of-pocket health expenditure to total 
consumptibn. The ratio increases monotonically with age, reaching a level 
around 15 percent toward the end of the life cycle. 

2.6 Saving 

In this section we characterize the saving behavior of U.S. households. The 
analysis is similar to that in Attanasio (1993b), with two main differences: the 
definition of disposable income and the analysis of several consump- 
tion measures. The section is divided into three subsections. In subsection 
2.6.1 we look at the age profiles for the Zevel of saving. In subsection 2.6.2 
we look at saving levels across education groups. Finally in subsection 
2.6.3 we analyze individual saving rates conditional on various observable 
variables. 

2.6.1 Saving Levels 

As in section 2.3 saving is defined as disposable income minus consumption 
expenditure. Unlike in Attanasio (1993b), we do not consider as disposable 
income the BLS definition, but subtract from it contributions to Social Secu- 
rity. Employees’ pension contributions are considered as saving because they 
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are not subtracted from disposable income.54 That Social Security contribu- 
tions should be considered as a tax is questionable: even if compulsory, they 
give the right to a stream of future income, just as pensions do. 

Consumption can also be defined in different ways, since some expenditure 
items can be legitimately considered a form of investment. The obvious ex- 
ample is expenditure on durables: one should exclude it from total consump- 
tion expenditur; and add instead the service flow from the stock of existing 
durables. Another example is expenditure on education and possibly health, 
which can be considered investment in human capital. Finally, mortgage pay- 
ments include both service of the debt and repayment of the principal: the latter 
part should be considered saving. 

Ideally, one would like to measure consumption, while only expenditure 
data are available. Unfortunately, the information available in the CEX is not 
sufficient to construct all the variables of interest. There is not enough informa- 
tion to estimate the service flow from the stock of existing durables, or the part 
of mortgage payments that repays the principal. Therefore we use different 
definitions of consumption that make, in turn, opposite and extreme assump- 
tions: for instance, we consider cases where durable expenditure and mortgage 
payments are considered first as saving and then as consumption. In total, we 
consider five different definitions of consumption and therefore of saving. The 
first is the closest to the National Account definition and includes both expen- 
diture on durables and mortgage payments. The second and third exclude ex- 

54. As stressed in section 2.2 the CEX does not contain any information on employers’ contribu- 
tions to pensions. 
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penditure on education and health, respectively. The fourth and fifth exclude 
mortgage payments and durable expenditure. In a sense, in this subsection we 
put together the evidence presented in sections 2.4 and 2.5. 

In figure 2.35 we plot the age profile for our benchmark definition of sav- 
ing.55 For each year-cohort cell we compute average disposable income by 
maximum likelihood and subtract from it average contributions to Social Secu- 
rity (as in section 2.4.1). Finally, we subtract average consumption (as in figure 
2.26) to obtain saving.56 

As in figures 2.13 and 2.26, we plot the raw cell means in the top panel, and 
in the bottom, smoothed profiles obtained using the same method as before. 
Several considerations are in order. First, it seems that saving increases in the 
first part of the life cycle, is highest just before retirement, and declines after- 
ward. While these features are roughly consistent with the implications of 
the life cycle, given that we have not controlled for family composition, labor 
supply behavior, or any other variables, this evidence cannot be used in support 
of the model. 

The smoothed age-saving profiles peak later than the corresponding profiles 
for disposable income: the polynomial in the bottom panel of figure 2.35 peaks 
around age 56, while that in figure 2.13 peaks at 50.57 

A possible interpretation of figure 2.35, supported by the analysis of the 
smoothed profiles in the bottom panels of the two figures, is that the middle 
cohorts (cohorts 4 to 8) saved less, given their age, than the other cohorts in 
the sample. The only difference among the smoothed profiles of different co- 
horts is in the intercepts: in the second column of table 2.19 we report the ratio 
of the intercepts of each cohort's saving-age profile (in figure 2.35) to that of 
cohort 3. A's a term of reference, in the first column of the same table we report 
the same ratio for the consumption-age profiles of figure 2.26. 

The fact that the cohort-specific intercepts for the middle cohorts are lower 
than those for the younger ones does not necessarily reflect a behavioral 
change. It could conceivably be explained by the fact that we are considering 
saving levels: the intercepts of the smoothed profiles depend in an obvious way 

55. In figures 2.35-2.38 we exclude data from 1980 and 1981. This was motivated by the fact 
that in 1980 and 1981 top-coded observations had all components of income (including Social 
Security contributions) top-coded. It turns out that the treatment of Social Security contributions 
and of top-coded observations in these two years affects substantially the shape of the estimated 
saving-age profiles. As a consequence we prefer to exclude these data from the analysis at this 
point. When considering Social Security as saving, the inclusion of 1980 and 1981 has no strong 
effects on the shape of the estimated profiles. The fact that cohorts are defined on a five-year band 
and that we have (after the exclusion of 1980 and 1981) nine years of data still leaves us with four 
ages of overlap between adjacent cohorts. After 1981 Social Security contributions were never 
top-coded. 

56. Alternatively, we could have fitted a density to the cross-sectional distribution of savings 
with similar results. 

57. If we consider Social Security contributions as a form of saving (as in Attanasio 1993b), we 
obtain a picture very similar to figure 2.35, except that the raw means are slightly smoother and 
the smoothed profiles peak earlier (around age 53). 
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Fig. 2.35 Mean saving (benchmark) 

on the amount of resources available to a given cohort. However, it is much 
harder to use thip explanation for the fact that the intercepts for the middle 
cohorts are lower than those for the older cohorts, if, as we saw in the analysis 
of income and consumption data, cohort effects are positive and reasonably 
strong. Furthermore, the presence of negative cohort effects on the saving be- 
havior of the middle cohorts is confirmed by the analysis of saving rates in 
section 2.6.3 below. 

This interpretation is not uncontroversial, and it is not the only possible: an 
alternative would be to say that a typical saving-age profile is flat rather than 
bell-shaped in the middle part of the life cycle and that, therefore, the middle 
cohorts have not saved relatively less than the others. The problem is, of course, 
one of identification. As stressed above, it is not possible, without additional 
information, to identify separately age, cohort, and time effects and therefore 
a “pure” age profile. In this sense, the smoothing procedure used to obtain 
the bottom panel of figures 2.13, 2.26, and 2.35 is not neutral: to inter- 
pret the smoothed profiles as pure age profiles, one has to assume that the 
year effects sum up to zero over the sample period and that they are orthog- 
onal to a linear trend. All trends in saving would then be interpreted as age 
effects. In Attanasio (1993b) we provide another, and maybe stronger, 
justification for this interpretation based on evidence from financial asset 
accumulation. 



Table 2.19 Ratio of Cohort-Specific Age Profile Intercepts to Cohort-3 Intercept 

Consumption Consumption Consumption Consumption 
Saving Saving with Except on Except on Except on Escept on 

Consumption (benchmark) Social Security Education Health Housing Durables 
Cohort (1) (2) (3) (4) (5) (6) (7) 
~ 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

1.06 
1.01 
1 .oo 
0.94 
0.85 
0.77 
0.70 
0.63 
0.58 
0.51 

1.07 
1.02 
1 .oo 
0.67 
0.86 
0.85 
0.62 
0.50 
0.88 
I .32 

1.11 
1.03 
1 .oo 
0.82 
0.80 
0.86 
0.77 
0.79 
1.05 
1.29 

1.13 
1.05 
1 .oo 
0.72 
0.87 
0.82 
0.60 
0.51 
0.82 
1.18 

~ 

1.09 
1.04 
1 .oo 
0.71 
0.83 
0.78 
0.60 
0.46 
0.68 
0.93 

1.14 
1.06 
1 .oo 
0.86 
0.71 
0.59 
0.44 
0.3 1 
0.29 
0.28 

1.10 
1.03 
1 .oo 
0.79 
0.16 
0.66 
0.48 
0.41 
0.53 
0.68 
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This reading of the evidence in figures 2.35 and 2.36, i.e., that the middle 
cohorts saved relatively “less,” could explain the decline in aggregate saving 
observed during the 1980s. The cohorts that were observed in that part of their 
life cycle when saving is highest, saved “less.” This is the main explanation for 
the decline in aggregate personal saving given in Attanasio (1993b). 

Using alternative definitions of saving we obtain figures very similar to fig- 
ure 2.35, which are not reported for the sake of brevity. In table 2.19, however, 
we report the ratio of cohort-specific intercepts to that of cohort 3 for the defi- 
nitions of saving derived by adding Social Security contributions (column [3]), 
and excluding from consumption expenditure on education (column [4]), 
health (column [5 ] ) ,  housing, and mortgage payments. There are no substantial 
changes in the pattern of these intercepts. 

Figure 2.36 is analogous to figure 2.35 except in the definition of saving, 
which is constructed excluding from consumption expenditure on durable 
commodities. Unlike the other definition of saving we experimented with, we 
observe a quite different pattern in the shape and relative position of the age 
profiles. This is particularly evident if we consider the smoothed profiles in the 
bottom panels. The only feature that they have in common with figure 2.35 is 
the characteristic hump shape. The increase in the early part of the life cycle, 
however, is steeper: young households are more likely to buy durables than 
old households. In fact, the share of durables over total consumption declines 
monotonically with age. 

What is more interesting, however, is that the pattern of cohort effects, as 
represented by the cohort-specific intercepts, is very different. The ratio of the 
cohort-specific, intercepts to the intercept of cohort 3 are reported in column 
(7) of table 2.19. We observe that the cohort-specific intercepts increase mono- 
tonically with the year of birth of the cohort. This is consistent with the pattern 
of cohort effects that we saw both for income and consumption in sections 2.4 
and 2.5. 

2.6.2 Saving by Education Group 

In section 2.6.1 we ignored within-cohort heterogeneity. Yet we know from 
the analysis in sections 2.4 and 2.5 that the dynamics of disposable income 
and consumption is very different across education groups and that most of the 
changes in inequality occurred across rather than within groups. 

It is therefore interesting to recast the analysis of the previous section condi- 
tioning on education. The drawback of this, of course, is that we will be look- 
ing at much smaller cells than in the unconditional case. 

In figure 2.37 we plot age profiles for the basic definition of saving for 
the three education groups. As expected, the profiles are much noisier.58 

58. To obtain the smoothed profiles we used weighted OLS on the cohort means, using as 
weights an estimate of the standard errors of mean income. For a few cells the maximum likeli- 
hood algorithm to estimate mean income did not converge: in these cases we consider a missing 
value for savings for that cell. 
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Fig. 2.36 Mean saving (excluding durable expenditure from consumption) 
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Some features, however, emerge pretty clearly. Saving is obviously higher for 
richer households: this could be explained simply by the larger amount 
of lifetime resources available to wealthier households. In the next section, 
where we look at saving rates rather than levels, we will come back to this 
problem. 

The three smoothed profiles peak approximately at the same age group (55- 
57), but are quite different in shape, as one would expect, given the difference 
in the shape of income profiles. 

The decline for the middle cohorts, discussed in section 2.6.1, while less 
evident because of the noisiness in the data, is still visible. The decline for 
college graduates obviously has larger aggregate effects, since they save more 
on average. 

2.6.3 Individual Saving Rates 

While the characterization of saving levels carried out in sections 2.6.1 and 
2.6.2 can be translated directly into significant information about aggregate 
saving, the microeconomic behavior underlying these aggregates deserves to 
be analyzed further. To do so it might be more interesting to consider saving 
rates. Furthermore, both for statistical and economic reasons it might be more 
useful to consider measures of location other than means, in particular medians 
and various quantiles. The drawback, of course, is that neither ratios nor quan- 
tiles aggregate; they might provide a more interesting description of individual 
behavior, however. 

Individual saving rates are very noisy almost by construction, as is evident 
by looking at their large variance and kurtosis. To deal with this problem we 
use two devices. First, we consider measures of location that are relatively 
robust to the presence of large outliers. Furthermore, instead of considering 
the traditional definition of saving rates (saving over income) we consider, as 
in section 2.3, saving over consumption. 

In this section we will estimate several versions of the following equation: 

Sc = 8 ’ X + f(age:) + y‘ D, + p’ Z + uf , 

where Sc is the ratio of saving to consumption for household i observed at 
time t, F and D, are sets of cohort and year dummies, respectively, f is a 
polynomial in age, the are household-specific variables we want to control 
for, the uf are residuals, and p, 0, and y are parameter vectors; the ys are con- 
strained to have zero mean and to be orthogonal to a time trend. The first three 
terms are equivalent to the terms used to obtain the smoothed age profiles in 
sections 2.4, 2.5, 2.6.1, and 2.6.2; the Zs control for various observable vari- 
a b l e ~ . ~ ~  To construct the dependent variable we use the benchmark definition 
of saving. 

59. As an alternative we also substituted the cohort and year dummies and the polynomial in age 
with fully interacted year-cohort dummies. The results were extremely similar and are available on 
request. 
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It is important to distinguish between Zs that are time invariant (such as race, 
education, and region) and Zs that may vary over the life cycle (such as the 
number of children, home ownership, and so on). When we condition on Zs 
that do not vary over time, the interpretation of the results is straightforward. 
If we were to fully interact the year-cohort dummies with these Zs, we would 
get entirely different profiles for different groups; this is similar to the analysis 
conducted in sections 2.4,2.5, and 2.6 for the three education groups. In equa- 
tion (2) we impose more structure in that we assume that the effects of the Z 
are the same across cohorts and time; this kind of restriction is motivated only 
by the lack of a large enough data set. 

When we consider Zs that vary over time, the interpretation of the results is 
more complicated because of two related reasons. First, it is often the case that 
the variables we condition on are endogenous and are planned in advance by 
most households (home ownership or children). Second, most of these vari- 
ables have a very distinctive life-cycle pattern which is going to interact with 
the age polynomial and the cohort dummies. Both of these problems make it 
very difficult to interpret the estimated coefficients. Nonetheless, as long as 
we do not intend to give the parameters any structural interpretation, they can 
be interesting. 

Finally, notice that we never condition on income. This is because income 
is obviously endogenous and because it includes transitory shocks that, if the 
life-cycle model holds, are correlated with saving rate innovations. Instead we 
condition on variables such as education or race, which are likely to be corre- 
lated with permanent income. 

Before prning to the regression results, we plot ratios of median saving to 
consumption in figure 2.3K60 As with the other graphs of this kind we also plot 
a smoothed version of the same graph obtained using the same technique as 
above. The evidence in this graph confirms the interpretation of the evidence 
given in section 2.6.1: the middle cohorts seem to have saved, given age, less 
than other cohorts. 

Table 2.20 contains estimates of 8 and p in equation (2), and of the cohort 
dummies, obtained by least absolute deviations.6' This is equivalent to esti- 
mating conditional medians. The reference group is households headed by 
a nonblack, high school dropout, residing in the West and belonging to co- 
hort 10. 

In column (1) we condition on variables that do not vary over the life cycle: 
the race and education of the household head and the region of residence. Edu- 
cation has a positive effect on saving rates: both the dummies for college grad- 

60. The computation of the medians is equivalent to estimating eq. (2) with only year-cohort 
dummies on the right-hand side. 

61. In this section, we completely ignore the problem of top-coding. Given that we estimate 
conditional medians, the bias introduced should not be large. The standard errors are computed 
using standard formulas for least absolute deviation estimation which assume homoskedasticity 
and gaussian residuals. 
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Fig. 2.38 Median saving rates 

Table 2.20 Saving Rate Regressions Using Least Absolute Deviations 

College graduate 

High school graduate 

Northeast 

Midwest 

South 

Black 

Self-employed head 

Self-employed spouse 

Home owner 

Home owner with 

Earners 
mortgage 

0.125 
(0.008) 
0.057 

(0.007) 
0.035 

(0.008) 
0.056 

(0.008) 
0.022 

(0.008) 
-0.021 
(0.009) 

0.128 
(0.009) 
0.054 

(0.008) 
0.036 

(0.009) 
0.059 

(0.008) 
0.025 

(0.008) 

(0.010) 

(0.012) 

-0.029 

-0.127 

-0.050 
(0.018) 

0.091 
(0.009) 
0.030 

(0.008) 
0.016 

(0.009) 
0.034 

(0.008) 
0.01 1 

(0.010) 
0.002 

(0.010) 
-0.142 
(0.012) 

-0.067 
(0.017) 
0.115 

(0.007) 
0.105 

(0.009) 

(4) 

0.124 
(0.009) 
0.055 

(0.007) 
0.028 

(0.008) 
0.054 

(0.008) 
0.021 

(0.008) 
-0.017 
(0.009) 

-0.139 
(0.011) 

(0.016) 
-0.057 

( 5 )  

0.084 
(0.008) 
0.030 

(0.007) 
0.037 

(0.008) 
0.053 

(0.007) 
0.014 

(0.007) 
0.020 

(0.008) 
-0.188 
(0.0 10) 

-0.088 
(0.015) 

0.095 
(0.004) 

(continued) 
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Table 2.20 (continued) 

Retired head 

Female head 

Children aged 3-15 

Children aged 16-17 

Infants 

Adults 

Cohort 1 

Cohort 2 

Cohort 3 

Cohort 4 

Cohort 5 

Cohort 6 

Cohort 7 

Cohort 8 

Cohort 9 

-0.040 
(0.046) 

-0.040 
(0.044) 

-0.042 
(0.043) 

-0.059 
(0.040) 

-0.064 
(0.037) 

-0.046 
(0.034) 

(0.030) 

(0.024) 

(0.019) 

-0.070 

-0.074 

-0.021 

-0.026 

-0.041 

-0.039 

(0.050) 

(0.049) 

(0.047) 
-0.058 
(0.044) 

-0.057 
(0.041) 

-0.043 
(0.037) 

(0.033) 

(0.026) 
-0.018 
(0.021) 

-0.065 

-0.082 

-0.055 
(0.050) 

-0.052 
(0.048) 

-0.063 
(0.046) 

(0.044) 
-0.089 
(0.041) 

-0.074 
(0.037) 

-0.100 
(0.032) 

-0.094 
(0.026) 

-0.048 
(0.021) 

-0.071 

-0.031 
(0.003) 

(0.009) 
-0.024 
(0.0 10) 
0.064 

(0.003) 
-0.025 
(0.046) 

-0.021 
(0.045) 

-0.026 
(0.043) 

(0.041) 
-0.069 
(0.038) 

-0.042 
(0.034) 

-0.060 
(0.030) 

(0.024) 

(0.019) 

-0.05 1 

-0.052 

-0.070 

-0.027 

-0.049 
(0.012) 

-0.119 
(0.006) 

-0.030 
(0.003) 

-0.097 
(0.009 

-0.017 
(0.009) 

-0.031 
(0.005) 
0.000 

(0.043) 
0.003 

(0.042) 
-0.009 
(0.040) 

-0.028 
(0.038) 

(0.035) 

(0.032) 

(0.028) 
-0.048 
(0.023) 

-0.012 
(0.01 8) 

-0.047 

-0.023 

-0.056 

Notes: The dependent variable is the ratio of saving to consumption. The regression also includes 
a fifth-order polynomial in age and year dummies constrained to sum to zero and to be orthogonal 
to a linear trend. Numbers in parentheses are standard errors. The regression uses 47,647 observa- 
tions. Year dummies are excluded from the specification in col. (4) because of convergence 
problems. 

uates and high school graduates are very strongly significant and significantly 
different from one another. The higher saving rates for more educated house- 
holds might indicate differences in tastes andor economic opportunities, prob- 
ably related to the higher level of permanent income of better educated house- 
holds. 

The regional dummies are statistically significant and positive, indicating 
that households living in the West have the lowest saving rates. The highest 
saving rates prevail in the Midwest. 

The dummy for black household heads is negative and significant. Again, a 
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variable likely to be related to households’ permanent income takes a sign that 
implies a positive relationship between permanent income and saving rates.62 

Finally, the pattern of the cohort dummies is consistent with the evidence 
presented in section 2.6.1: cohorts 5 to 8 seem to be those with the lowest 
conditional median saving rates. This is true for all the columns in table 2.20. 

In column (2) we add two dummies to the previous specification, dummies 
that equal one if the household head or the spouse is self-employed. These 
variables have received some attention in the precautionary saving literature 
(see, e g ,  Skinner 1988) because it is believed that self-employed individuals 
face riskier income. Consistent with that literature, the measured effect of self- 
employed status on the conditional median of saving rates is negative and 
strongly significant. One should treat these results with care: as we saw in 
section 2.3, there are strong variations in the proportion of self-employed indi- 
viduals over both the life cycle and the business cycle. This indicates that as- 
suming self-employed status is probably correlated with various economic 
variables and therefore with variations in labor income. In addition, it is likely 
that less risk-averse individuals will select into riskier occupations. Finally, 
income is likely to be underreported and consumption overreported for self- 
employed individuals. The coefficients on the other variables do not change 
substantially. 

In column ( 3 )  we control for the effect of home ownership by introducing 
two dummies that equal one if the household owns its place of residence with- 
out and with a mortgage, respectively. Both dummies are positive and strongly 
significant. The interpretation of these results is difficult because of the life- 
cycle pattern that characterizes home ownership. It is likely that the positive 
sign of the coefficients reflects a correlation with individuals’ permanent 
income. 

Column (4) adds to the specification of column (2) the number of children 
between ages 3 and 15, the number between ages 16 and 17, the number of 
infants, and the number of adults. Not surprisingly, all the children variables 
are negative and strongly significant, probably indicating that a given level of 
consumption will produce different levels of utility depending on the number 
of children present, while the same children have, for the most part, no effects 
on income. The coefficient on the number of adults is positive and strongly sig- 
nificant. 

Finally, in column ( 5 )  we add to the specification of column (4) the number 
of earners, a dummy for retired individuals, and a dummy for a female house- 
hold head. While the first variable is strongly positive, the other two, perhaps 
not surprisingly, are negative and significant. The other noticeable features of 

62. It might be interesting to note that one of the facts that was discussed in the early literature 
on the permanent-income hypothesis, namely, that black households save more for each income 
level than nonblack households, holds true in the CEX sample. 
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this specification are that the dummy for black household heads is no longer 
significant and that the coefficient on the number of adults is now negative, 
probably indicating that the positive sign in column (4) picked up the correla- 
tion between the number of adults and the number of earners. 

2.7 Financial Wealth Accumulation 

In this section we look briefly at one of the most investigated issues in the 
life-cycle literature: the accumulation of wealth over the life cycle. In what 
follows, we analyze the main features of the wealth data in the CEX: the focus, 
however, is not the issue of asset decumulation by the elderly. Most of the 
results in this section are taken from Attanasio (1993a). 

As described in section 2.2, the CEX provides some information on financial 
asset holdings. This information is only collected in the last interview: as a 
consequence of the fact that some households do not reach the fourth interview 
and that some households that have valid information on consumption and in- 
come do not respond to the questions on assets, in this section of the paper we 
use a reduced sample of 32,050 observations. 

We divide financial wealth into two components: the first, defined as liquid 
assets, includes savings and checking accounts; the second includes U.S. sav- 
ings bonds and other bonds and equities. In figure 2.39 we plot mean and 
median total financial wealth age These means and medians are cal- 
culated by fitting a distribution that has a mass point at zero (to take into ac- 
count households reporting zero assets, who constitute approximately 15 per- 
cent of the sample) and is given, for households with positive assets, by the 
mixture of two log-normal densities. 

The main features of these graphs are by and large consistent with what is 
found in the literature: financial wealth increases with age at decreasing rates 
until retirement. After retirement average and median wealth seem to have little 
tendency to decline. In Attanasio (1993a) we discuss why this does not neces- 
sarily contradict the life-cycle model: failure to observe a decline in assets at 
the end of the life cycle could be caused by changes in preferences, the failure 
to control properly for retirement (see Hurd 1989), the correlation between 
mortality and wealth (see Shorrocks 1975; Attanasio and Hoynes 1993), or un- 
certainty. 

In figure 2.40 we plot the proportion of households with positive quantities 
of nonliquid assets. A first observation is that this proportion is extremely low. 
In the whole sample, only 25 percent of households report positive quantities 
of nonliquid assets. If we look at this proportion in the year-cohort cells we 
see that it increases rapidly until age 40 and then flattens out well below 40 
percent. In the last part of the life cycle it declines, even though it is not clear 

63. These graphs are reproduced from Attanasio (1993a). 
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whether this is a sign of asset decumulation or a reflection of the fact that older 
cohorts were less likely to hold nonliquid financial assets. 

Given that the sample we use to study financial assets is considerably 
smaller than the one used in the rest of the paper and that less than 30 percent 
of it holds positive quantities of nonliquid assets, the maximum likelihood esti- 
mates of the density’s parameters exhibited a great deal of variability in many 
cells and often take implausible values. We only report the sample 90th percen- 
tile for nonliquid assets, which should give us consistent estimates of the come- 
sponding parameters in the population as long as the top-coding level is above 
that percentile. These estimates are plotted in figure 2.41, and tell a story simi- 
lar to that of the median in figure 2.39: nonliquid financial assets keep growing 
until around age 60. In the last part of the life cycle, asset levels stabilize and 
possibly decline slightly: unfortunately the estimates are much noisier in the 
last part of the sample, partly because of the smaller size of those cells. 

Probably the most important feature that emerges from these data is that a 
large number of households hold (at least directly) very small quantities of 
financial assets. The ratio of the stock of financial assets to annual total con- 
sumption expenditure averages only 0.57 for the whole sample.@ This average, 
however, is somewhat misleading because of the strong skewness of the ratio: 
its median is only 0.08, and even its third quartile is below the mean (0.43).65 

These figures hide large differences across the education groups we consid- 
ered in the previous sections: the median of the ratio of financial assets to 
consumption is 0.21 for college graduates, 0.07 for high school graduates, and 
below 0.01 for high school dropouts. 

The low level of assets for most households does not necessarily mean that 
their behavior is irrational or that they are liquidity constrained.66 It should be 
remembered that the assets we are considering do not include two of the most 
important assets in the portfolio of U.S. households: real estate and pension 
wealth. This low level is, however, consistent with the evidence on interest 
income presented in section 2.4.2. In that section we saw, however, that interest 
income becomes somewhat important only around retirement age. It is there- 
fore interesting to look at the life-cycle profile of the ratio of financial assets 
to consumption, as in figure 2.42. The most noticeable feature of the figure is 
probably the sharp increase just before retirement: the median ratio goes from 

64. We prefer to use the ratio of financial assets to consumption rather than to income for two 
reasons. First, under the life-cycle permanent-income hypothesis, consumption is less affected 
than income by temporary fluctuations: consumption should be related to permanent rather than 
current income. Second, in the present data set, consumption is better measured than income. 
Furthermore, consumption unlike income is not top-coded; this allows us to determine at least the 
sign of the bias introduced by the observations which have top-coded financial wealth. The results 
are not affected dramatically, however, if income rather than consumption stands in the denomi- 
nator. 

65. The ratio of average financial assets to average consumption in the sample is about 0.6. 
66. Deaton (1991) constructs a model of optimizing behavior with liquidity constraints in which 

agents hold (optimally) very small amounts of assets. 
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around 0.17 at age 60, to around 0.4 at age 65, to around above 0.5 at age 71; 
the third quartile goes from around 1.1 at age 60 to around 1.45 at age 65. 

2.8 Conclusions 

This paper presents a detailed analysis of the only U.S. microdata set that 
contains complete and exhaustive data on consumption, as well as information 
on income, wealth, labor supply, and a variety of other demographic and socio- 
economic variables. While the quality of the data is far from perfect, the 
data set gives a unique opportunity to study savings at the individual level, 
as is essential for understanding the recent dynamics of aggregate saving 
rates. 

The model we use as a benchmark and frame of reference is the life-cycle 
theory of consumption. The paper, however, is descriptive in nature: we esti- 
mate and characterize age profiles for a variety of variables directly or indi- 
rectly relevant to savings. We think of this as an essential first step which 
should be followed, in the future, by a more structural analysis. The descriptive 
statistics are very suggestive but, without additional structure, are consistent 
with numerous and diverse interpretations. 

The main features that emerge from the analysis are as follows: 
1. Both the income and consumption age profiles are hump-shaped, though 

without a model of household production and of joint consumption and labor 
supply decisions, this cannot be taken as evidence against the life-cycle model. 
There are fairly strong cohort effects, probably reflecting productivity growth, 
as younger. cohorts appear “wealthier” than older ones. 

2. Profiles of savings by age are hump-shaped. This is roughly consistent 
with the life-cycle model, and it is true across education groups, but especially 
for more highly educated individuals. 

3. A possible interpretation of the evidence presented on savings is that the 
middle cohorts (roughly, the households headed by individuals born between 
1925 and 1940) saved less than the other cohorts, keeping age constant. This 
is consistent with the decline in aggregate savings during the 1980s, because 
those cohorts were in that part of the life cycle when savings are the highest. 

4. When we consider alternative definitions of savings to take into account 
the fact that some expenditure items have an important element of savings, a 
different pattern emerges for the definition that excludes durable consumption 
from consumption. 

5. A regression analysis of saving rates shows that savings are higher for 
better educated individuals, nonblacks, and households residing in the 
Midwest. 

6. Very few households hold financial assets directly (we do not have infor- 
mation on pension wealth and how it is invested); furthermore, the median 
level of financial assets is very low. Very few households, especially in the low 
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tail of the distribution, receive substantial amounts of interest income, at least 
until retirement age. Interest income is much more skewed than labor income. 

7. There is little evidence of asset decumulation by the elderly. 
8. Real estate is one of the principal means by which U.S. households hold 

wealth. 
9. There are large differences in the dynamics of consumption, income and 

savings across education groups. 
Several issues are left for future research. We think that there are four areas 

of research that are particularly promising. First, we think it necessary to de- 
velop, estimate, and test a structural model which considers consumption and 
labor supply decisions jointly. It seems obvious that saving and consumption 
choices cannot be considered separately from labor supply decisions; however 
no systematic evidence yet exists on this issue. Second, it is important to under- 
stand the effects of changing family composition on consumption and saving. 
This is only possible with the help of a structural model which allows for flex- 
ible adult-equivalent schemes. Third, it is important to gather more data on 
real estate wealth, as it is clear that it is one of the most important assets in the 
portfolio of U.S. households. The new data sets released by the BLS since 
1988 seem the right ones to use. Fourth, it is important to study the implica- 
tions of the dynamics of income and consumption inequality for aggregate 
savings. 
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