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7.1 Introduction

Does a high growth rate of the money supply necessarily cause a high inflation rate? From table 7.1, it can be shown that from 1981 to 1989, the average annual growth rate of the money supply (M₂) was 22.40 percent. Though the average annual growth rate of real GNP was 8.36% in the same period, there still existed a large gap between the growth rates of nominal GNP and money supply. This puzzling phenomenon was especially apparent during the period 1986–88. Then, the annual growth rates of $M₂$ were extremely high, 33.55, 45.66, and 29.45 percent for each year, respectively. Nevertheless, during the same period, price indexes were either stable or trended downward; among them, the annual growth rates of the CPI were 0.70, 0.51, and 1.29 percent, respectively, and annual growth rates of the WPI were −3.34, −3.25, and −1.56 percent. This strange phenomenon has caused people to wonder whether there is a specific relationship between money supply and price.

Many papers have been written on the relationship between money supply and prices. However, the conclusions of these papers are not uniform. For example, Perry (1980) and Saini (1982) find no evidence that money supply has a significant impact on prices. In contrast, Bordo and Choudhri (1982), Burger (1978), Yu (1977), and Wu (1989) do find such evidence. Moreover, little of the existing empirical literature explicitly takes into account the role the exchange rate plays in the relationship between money supply and prices. From...
Table 7.1  Annual Growth Rates of Money Supply, Real GNP, and Prices in Taiwan, 1971-91 (percentage change)

<table>
<thead>
<tr>
<th>Year</th>
<th>M1(B)</th>
<th>M2</th>
<th>CPI</th>
<th>WPI</th>
<th>PGDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1971</td>
<td>-</td>
<td>-</td>
<td>2.79</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>1972</td>
<td>28.97</td>
<td>28.33</td>
<td>2.97</td>
<td>4.47</td>
<td>5.84</td>
</tr>
<tr>
<td>1973</td>
<td>52.12</td>
<td>37.52</td>
<td>8.20</td>
<td>22.85</td>
<td>14.80</td>
</tr>
<tr>
<td>1974</td>
<td>20.34</td>
<td>21.07</td>
<td>47.46</td>
<td>40.58</td>
<td>32.70</td>
</tr>
<tr>
<td>1975</td>
<td>24.24</td>
<td>31.56</td>
<td>5.23</td>
<td>-5.07</td>
<td>2.27</td>
</tr>
<tr>
<td>1976</td>
<td>21.09</td>
<td>21.82</td>
<td>2.49</td>
<td>2.77</td>
<td>5.37</td>
</tr>
<tr>
<td>1977</td>
<td>29.63</td>
<td>30.99</td>
<td>7.04</td>
<td>2.76</td>
<td>6.26</td>
</tr>
<tr>
<td>1978</td>
<td>36.61</td>
<td>31.14</td>
<td>5.77</td>
<td>3.54</td>
<td>5.26</td>
</tr>
<tr>
<td>1979</td>
<td>19.27</td>
<td>17.24</td>
<td>9.75</td>
<td>13.83</td>
<td>11.50</td>
</tr>
<tr>
<td>1982</td>
<td>15.53</td>
<td>23.03</td>
<td>2.96</td>
<td>-0.18</td>
<td>3.47</td>
</tr>
<tr>
<td>1983</td>
<td>17.92</td>
<td>26.25</td>
<td>1.36</td>
<td>-1.18</td>
<td>1.95</td>
</tr>
<tr>
<td>1984</td>
<td>14.07</td>
<td>23.33</td>
<td>-0.03</td>
<td>0.47</td>
<td>0.86</td>
</tr>
<tr>
<td>1985</td>
<td>8.19</td>
<td>21.29</td>
<td>-0.16</td>
<td>-2.59</td>
<td>0.62</td>
</tr>
<tr>
<td>1986</td>
<td>33.55</td>
<td>23.31</td>
<td>0.70</td>
<td>-3.34</td>
<td>3.36</td>
</tr>
<tr>
<td>1987</td>
<td>45.66</td>
<td>26.57</td>
<td>0.51</td>
<td>-3.25</td>
<td>0.53</td>
</tr>
<tr>
<td>1988</td>
<td>29.45</td>
<td>22.06</td>
<td>1.29</td>
<td>-1.56</td>
<td>1.05</td>
</tr>
<tr>
<td>1989</td>
<td>12.75</td>
<td>16.83</td>
<td>4.41</td>
<td>-0.37</td>
<td>3.10</td>
</tr>
<tr>
<td>1990</td>
<td>-3.31</td>
<td>10.96</td>
<td>4.13</td>
<td>-0.61</td>
<td>3.80</td>
</tr>
<tr>
<td>1991</td>
<td>6.62</td>
<td>15.70</td>
<td>3.62</td>
<td>0.17</td>
<td>3.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>RGNP</th>
<th>RX</th>
<th>PM</th>
<th>JUVM1</th>
<th>JUVM2</th>
<th>JUVM3&amp;4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1971</td>
<td>13.01</td>
<td>0.00</td>
<td>3.61</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1972</td>
<td>13.38</td>
<td>0.00</td>
<td>7.07</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1973</td>
<td>12.78</td>
<td>-4.47</td>
<td>19.17</td>
<td>45.68</td>
<td>5.47</td>
<td>22.39</td>
</tr>
<tr>
<td>1974</td>
<td>1.16</td>
<td>-0.68</td>
<td>49.06</td>
<td>56.49</td>
<td>206.25</td>
<td>33.53</td>
</tr>
<tr>
<td>1975</td>
<td>4.44</td>
<td>0.00</td>
<td>-5.58</td>
<td>-13.02</td>
<td>-1.42</td>
<td>-2.09</td>
</tr>
<tr>
<td>1976</td>
<td>13.70</td>
<td>0.00</td>
<td>1.16</td>
<td>-4.19</td>
<td>8.32</td>
<td>-3.82</td>
</tr>
<tr>
<td>1977</td>
<td>10.25</td>
<td>0.00</td>
<td>7.77</td>
<td>2.53</td>
<td>6.75</td>
<td>9.20</td>
</tr>
<tr>
<td>1978</td>
<td>13.99</td>
<td>-2.74</td>
<td>9.19</td>
<td>-2.11</td>
<td>-0.70</td>
<td>17.16</td>
</tr>
<tr>
<td>1979</td>
<td>8.45</td>
<td>-2.59</td>
<td>16.35</td>
<td>17.07</td>
<td>27.83</td>
<td>17.05</td>
</tr>
<tr>
<td>1980</td>
<td>7.12</td>
<td>-0.01</td>
<td>20.29</td>
<td>66.42</td>
<td>74.57</td>
<td>12.53</td>
</tr>
<tr>
<td>1981</td>
<td>5.76</td>
<td>2.35</td>
<td>8.64</td>
<td>-24.38</td>
<td>14.36</td>
<td>9.58</td>
</tr>
<tr>
<td>1982</td>
<td>4.05</td>
<td>6.19</td>
<td>-0.70</td>
<td>-10.44</td>
<td>0.66</td>
<td>-2.19</td>
</tr>
<tr>
<td>1983</td>
<td>8.65</td>
<td>2.41</td>
<td>-1.47</td>
<td>-6.71</td>
<td>-9.27</td>
<td>-5.70</td>
</tr>
<tr>
<td>1984</td>
<td>11.59</td>
<td>-1.17</td>
<td>-0.38</td>
<td>9.90</td>
<td>-4.22</td>
<td>1.78</td>
</tr>
<tr>
<td>1985</td>
<td>5.55</td>
<td>0.58</td>
<td>-1.25</td>
<td>-13.51</td>
<td>-2.96</td>
<td>-7.76</td>
</tr>
<tr>
<td>1986</td>
<td>12.57</td>
<td>-4.99</td>
<td>-10.06</td>
<td>-13.11</td>
<td>-38.36</td>
<td>-4.11</td>
</tr>
<tr>
<td>1987</td>
<td>11.87</td>
<td>-16.12</td>
<td>-7.58</td>
<td>-12.03</td>
<td>-9.6</td>
<td>-8.17</td>
</tr>
<tr>
<td>1988</td>
<td>7.84</td>
<td>-9.93</td>
<td>-0.69</td>
<td>6.08</td>
<td>-19.17</td>
<td>4.06</td>
</tr>
<tr>
<td>1990</td>
<td>5.02</td>
<td>1.84</td>
<td>2.87</td>
<td>1.68</td>
<td>21.08</td>
<td>-6.68</td>
</tr>
<tr>
<td>1991</td>
<td>7.32</td>
<td>-0.29</td>
<td>-0.85</td>
<td>-1.16</td>
<td>-5.23</td>
<td>-0.61</td>
</tr>
</tbody>
</table>

Notes: M1B = currency in circulation + checking accounts + passbook deposit; M2 = M1B + quasi money; CPI = consumer price index; WPI = wholesale price index; PGDP = GDP deflator; RGNP = real GNP at 1986 constant prices; RX = exchange rate (NTNS); PM = import price index; JUVM1 = import unit value index (agriculture, forestry, fishery, livestock, and hunting products); JUVM2 = import unit value index (minerals); JUVM3&4 = import unit value index (manufacturing products).
the traditional quantity theory of money we know, under the assumption of constant transaction velocity, that the nominal money supply has a positive relationship and real transactions a negative relationship with the price level. With the long-run income elasticity of money demand being 1.6, this high growth rate of real GNP can partly explain why we had only a moderate price fluctuation in the 1970s and early 1980s. However, high growth of real GNP can not explain the case in the late 1980s. Though, in that period growth rates of real GNP were indeed very high, the average inflation rate was much lower than in the 1970s or early 1980s. In addition, if we take a close look at the fluctuation of the exchange rate (see table 7.1) we find that during the period 1985–89, the New Taiwan (NT) dollar appreciated from 39.83 to 26.41 to the U.S. dollar, an appreciation rate of 33.69 percent. Because of this appreciation of the NT dollar, the import price index was decreasing in the late 1980s—during the period 1985–89 the average annual growth rate of the import price index was −4.36 percent—and most of the group import unit value indexes were decreasing as well (see table 7.1).

From these statistics we can see that it may be important to take into account the fluctuation of exchange rates when we discuss the relationship between money supply and inflation rate. If we neglect the impact of the exchange rate as do most traditional empirical studies, we might not be able to explain fully the behavior of price movement and might obtain incorrect predictions of future inflation rates. Therefore, the main purpose of this paper is to reexamine the long-run equilibrium relationship between money supply, output, and price by appropriately taking into account the exchange rate.

Recognizing the importance of stationarity in regression analysis, economists often take the difference of a series to remove the stochastic trend and then proceed with the regression analysis using the differenced series. However, as should be clear from section 7.3, the existence of a long-run equilibrium imposes linear constraints on the long-run components of those variables and taking differences would result in the loss of this precious information. Cointegration analysis—the technique we employ—allows long-run components to obey equilibrium constraints while short-run components have a flex-

---

1. An equation in Wu (1987) shows that the short-run money demand function of Taiwan can be expressed as

\[
m_t = -1.175 + 0.393Y_t - 0.092r_t + 0.750(M_t - P_t) - 0.879\Delta P_t + 0.029Q^3
\]

\[
+ 0.035Q^4 + 0.061Q^1,
\]

\[\rho = 0.252(1.66), \quad R^2 = 0.993, \quad D-W = 1.996, \quad \text{SEE} = 0.022,
\]

\[LM1 = 0.0004, \quad LM2 = 0.900, \quad LM3 = 1.332,
\]

where \(m\) = real money supply, \(Y\) = real GNP, \(r\) = interest rate, \(M\) = nominal money supply, \(P\) = price level, \(\Delta P\) = change of price, \(Q_i\) = seasonal dummy, \(\rho\) = first order serial correction coefficient, \(R^2 = R^2, \quad LM = \) Lagrangian multiplier of the serial correlation test. It can be calculated from this equation that the long-run income elasticity of money demand is about 1.6 which is very similar to the results found by Chiu (1992), Chiu and Hou (1992), and Shih (1988).
ible dynamic specification. The estimation method adopted here is Johansen’s high-powered maximum likelihood procedure (Johansen 1988; Johansen and Juselius 1990).

The remaining sections of the paper are organized as follows. In section 7.2 we use a simple model to illustrate the relationship between money, output, exchange rate, and price. Section 7.3 discusses the statistical method used to analyze the cointegrated systems, section 7.4 offers some empirical results, and section 7.5 contains some concluding remarks.

7.2 Money, Output, Exchange Rate, and Prices

Assuming a two-goods small open economy, the general price index, $\pi$, is mainly composed of the domestic price of domestic output, $P$, and the domestic price of the foreign good, $Q$, i.e., the general price index can be defined as

$$\pi_t = \theta p_t + (1 - \theta)q_t, \quad 0 \leq \theta \leq 1,$$

where lower-case letters represent the natural logarithm of the values of upper-case letters and $\theta$ is the domestic consumption share of the domestic good.\(^2\)

Suppose that the currency of this country can only be used as an exchange medium for domestic transactions and there is no transaction friction in this economy. From the well-known quantity theory of money, the increase of prices of domestic goods would be proportionate to the increase in the domestic money supply. Written in a logarithm form, the old quantity theory can be expressed as

$$m + v = p + y,$$

where $m$ is the logarithm of domestic money supply, $v$ is the logarithm of the velocity with which domestic money circulates, and $y$ is the logarithm of the level of total domestic transaction. If $v$ is constant or growing at a steady rate and $y$ is also growing at a steady rate, changes in $p$ would be directly related to changes in $m$.

If the goods markets are determined through arbitrage, then the domestic price of the foreign good is the foreign price of the foreign good multiplied by the exchange rate. Written in a logarithm form, this relationship can be expressed as

$$q_t = q_t' + e_t,$$

where $q_t'$ is the logarithm of the foreign price of the foreign good and $e_t$ is the logarithm of the spot exchange rate (defined as the price of a unit of foreign money in terms of domestic money).

---

\(^2\) The cost of living is best measured by a price index when the utility function is of Cobb-Douglas form.
Combining equations (1), (2), and (3), the relationship among money, total transaction exchange rate, and prices can be stated as

\[ \pi_t = \theta (m + v - y) + (1 - \theta) (q_t^* + e_t). \]

For analytical convenience, we assume the velocity of transactions and the foreign-currency price of foreign goods are constant and are normalized to zero. Therefore, it can be seen from (4) that the domestic money supply and the exchange rate should have a positive relation with the domestic general price index, i.e., the increase of domestic money supply and the depreciation of domestic currency would raise the domestic general price index. In contrast, the increase of total transactions would decrease the domestic general price index.

The above deduction might explain why the high growth rates of money supply in Taiwan in the 1980s did not coincide with high inflation rates. From 1981 to 1989, the average annual growth rate of the money supply \((M_1)\) was 22.40 percent. However, the average growth rate of real GNP, which is a proxy for total domestic transaction, was 8.36 percent. In addition, during the same period, the NT dollar appreciated from 37.79 NT/U.S. dollar to 26.12, an appreciation rate of 29.7 percent. The implication is that, though the growth rate of the money supply had a positive effect on inflation rates, high real output growth and the appreciation of the exchange rate resulted in low inflation rates in the 1980s. Thus, we investigate the relationship between money, output, exchange rate, and prices in Taiwan and try to find out whether there is a long-run relationship among them.

### 7.3 Statistical Analysis of a Cointegrated System

Traditional least squares regression analysis usually suffers the problem of nonstationarity of the time series. Phillips (1986) showed that, in least squares regressions with nonstationary regressors, coefficient estimates might not converge in probability as the sample size increases, and the distribution of \(t\)-statistics diverge. Therefore, in this paper we adopted Johansen's maximum likelihood cointegration analysis to discuss the relationship between money, output, exchange rate, and prices in Taiwan.

Before we do the empirical analysis, we define the order of integration and cointegration (Granger 1981).

**Definition**: A series \(X_t\) is said to be integrated of order \(d\), denoted \(X_t \sim I(d)\), if \((1 - B)^dX_t = Z_t\), where \(a_p(B)Z_t = b_q(B)e_t\) is white noise, and the roots of \(a_p(B)\) and \(b_q(B)\) lie outside the unit circle with no common factor. The components of the vector \(X_t\) are said to be cointegrated of order \((d, b)\), denoted \(X_t \sim CI(d, b)\) if

1. all components of \(X_t \sim I(d)\), and
2. there exists a vector \(\beta (\neq 0)\) such that \(Z_t = \beta' X_t \sim I(d - b)\), where \(b > 0\).

The vector \(\beta\) is called the cointegrating vector.
The definition states that certain linear combinations of the components of the vector process are integrated of lower order than the process itself. As an immediate consequence, each variable can be nonstationary and can fluctuate rapidly whereas certain linear combinations of them fluctuate smoothly and rarely drift away from the attraction domain.

Granger (1983) and Granger and Weiss (1983) proved that any cointegrated vector system, \( X_t \), has the error correction (EC) representation and vice versa. This result was later coined as the Granger Representation Theorem:

\[
A^*(B)(1 - B)X_t = -\alpha\beta'X_{t-k} + \varepsilon_t,
\]

where \( A^*(0) = I_p \) and \( \alpha \) and \( \beta \) are \( p \times r \) matrices with \( r \leq p \).

It is this representation theorem which endows cointegration with an economic equilibrium interpretation that has attracted economists’ attention. To illustrate the main idea, assume \( d = b = 1, p = 2, \) and \( r = 1 \). Then after some rearrangement, (5) becomes

\[
\Delta y_t = a_1\Delta y_{t-1} + \ldots + a_{r-k}\Delta y_{t-k-1} + b_1\Delta x_{t-1} + \ldots + b_{r-k}\Delta x_{t-k-1} + \alpha(y_{t-1} - \beta x_{t-1}) + \varepsilon_t.
\]

Note that all terms in this difference are \( I(0) \), and for the equation to be "consistent," the only term in level, \( y_{t-k} - \beta x_{t-k} \), has to be \( I(0) \) too. This term is called the cointegration error and measures the disequilibrium effects of the last \( k \) periods on the adjustment path of \( y_t \). All other terms in the difference capture the short-run dynamics of the economic system. When the economy converges to a steady state all terms, including the cointegration error, approach zero. In other words, in equilibrium, \( y_t \) and \( x_t \) tend to stay in the equilibrium region, a linear line \( y = \beta x \), in our case.

As the cointegrated system contains integrated regressors, the traditional asymptotic distribution results for regression parameters no longer hold. The \( t \) and \( F \) statistics do not follow the \( t \) and \( F \) distributions, respectively, even when the sample size is large. To tackle the estimation and testing issue, Engle and Granger (1987) suggest the two-step regression procedure.\(^3\) Johansen (1988, 1991) makes an important contribution by (1) extending the bivariate system to a multivariate one and (2) deriving the maximum likelihood estimator and the asymptotic distribution of the likelihood ratio statistic, to which we now turn.

A vector autoregressive process is used to model the given series \( X_t \):

\[
X_t = \Pi_1X_{t-1} + \ldots + \Pi_kX_{t-k} + \varepsilon_t,
\]

where $t = 1, \ldots , T$, $X_t$ has $p$ elements, $\varepsilon_1, \ldots , \varepsilon_T$ are i.i.d. $N_p(0, \Lambda)$, and $X_{t-k+1}, \ldots , X_0$ are given. Denoting the lag operator by $B$ and setting $\Delta = 1 - B$, we rewrite the model as

$$\Delta X_t = \Gamma_1 \Delta X_{t-1} + \ldots + \Gamma_{k-1} \Delta X_{t-k+1} + \Gamma X_{t-k} + \varepsilon_t,$$

where

$$\Gamma_i = -I + \Pi_i + \ldots \Pi_{i,k} \Pi_{i+1}, \ldots , i = 1, \ldots , k - 1,$$

and

$$\Gamma = -I + \Pi_1 + \ldots + \Pi_k.$$

Information about the long-run equilibrium is embedded in the coefficient matrix $\Gamma$. If the $\Gamma$ is of full rank, then $X_t$ is stationary. If $\Gamma$ is the null matrix, then $X_t$ is the traditional $p$-dimensional multivariate ARIMA($k$, 1, 0) process. Finally, if $0 < \text{rank}(\Gamma) = r < p$, then there are $r$ cointegration vectors. That is, there are $p \times r$ matrices $\alpha$ and $\beta$ such that $\Gamma = \alpha \beta'$ and $\beta' X_t$ is stationary. Thus, the issue of testing a cointegration system is equivalent to testing the rank of $\Gamma$. More specifically,

$$H_0 : \Gamma = \alpha \beta',$$

where $\alpha$ and $\beta$ are $p \times r$ matrices with full column rank and $r \leq p$.

Johansen (1988, 1991) proved that under the null hypothesis, $\Gamma = \alpha \beta'$, the maximum likelihood estimator of $\beta$ is the first $r$ eigenvectors, $\hat{\nu}_1, \ldots , \hat{\nu}_r$ corresponding to the $r$ largest eigenvalues, $\hat{\lambda}_1 > \ldots > \hat{\lambda}_r$ of $S_0 S_0 ' S_0 k$ with respect to $S_0 k$, where

$$S_{ij} = T^{-1} \sum_{t=1}^T R_i R_j ' \nu_i \nu_j = 0, k ,$$

and $R_0$ and $R_k$ are the regression residuals of $\Delta X_t$ and $X_{t-1}$ on lagged differences $\Delta X_{t-1}, \ldots , \Delta X_{t-k}, \ldots$, respectively.

The likelihood ratio test statistic that there are at most $r$ cointegration vectors is

$$-2 \ln(Q) = -T \sum_{i=r+1}^p \ln(1 - \hat{\lambda}_i) ,$$

and its asymptotic distribution is

$$\text{tr} \int_0^1 dBB'(\int_0^1 BB'du)^{-1} \int_0^1 dB'B ,$$

where $B$ is a $(p - r)$-dimensional Brownian motion with covariance matrix $I$.

The likelihood ratio test statistic for testing $H_0(r)$ against $H_0(r + 1)$ is given by

$$-2 \ln(Q; r/(r + 1)) = -T \ln(1 - \hat{\lambda}_{r+1}) ,$$
with asymptotic distribution

\[
\lambda_{\max} \left\{ \int_0^1 dBB' \left( \int_0^1 BB' du \right)^{-1} \int_0^1 dBB' \right\},
\]

where \( \lambda_{\max} \{ M \} \) denotes the maximal eigenvalue of \( M \).

Equations (14) and (16) are referred to as trace and \( \lambda \)-max statistics, respectively. However, they are too complicated to have an analytical expression of their critical values, and hence we have to rely on a simulation experiment. The critical values can be found in Johansen and Juselius (1990).

7.4 Empirical Results

The data used in this paper is monthly data from January 1981 to January 1992. Industrial production is used as a proxy for income, which is unavailable on a monthly basis. Money supply is measured by \( M_2 \) rather than \( M_{15} \), the exchange rate by the exchange rate of the U.S. dollars in terms of NT dollars, and prices by the CPI. All variables are measured in logarithms and their graphs appear in figure 7.1.

It can be seen from figure 7.1 that the series are either increasing or decreasing through time, i.e., they are not stationary. To investigate the existence of a unit root, Dickey-Fuller (DF) and augmented Dickey-Fuller (ADF) tests with lags set to 4 are used. The \( t \)-statistics of \( \rho \) in the following regression are compared with the 95 percent quantile, 3.37 for DF and 3.17 for ADE.

\[
\begin{align*}
\text{(17) DF Test:} & \quad \Delta Y_t = -\rho Y_{t-1} + \varepsilon_t. \\
\text{(18) ADF Test:} & \quad \Delta Y_t = -\rho Y_{t-1} + \alpha_1 \Delta Y_{t-1} + \ldots + \alpha_4 \Delta Y_{t-4} + \varepsilon_t.
\end{align*}
\]

All variables overwhelmingly pass the test and we cannot reject the null hypothesis that each series has a unit root. The results are reported in table 7.2.

Equation (8) including a constant and 11 monthly dummies with \( k = 3 \) is fitted to the data. The Box-Pierce statistic with 12 degrees of freedom is computed for each equation to check the remaining serial correlation in the residuals. The critical value of chi-square distribution with size 0.05 is 21.026. As is obvious from table 7.3, all equations pass the test of no serial correlation in the residual. As for normality, we compute the Jarque and Bera (1980) statistics. All except money fail the test. However, since all four variables are fairly symmetrically distributed, this nonnormality should not cause serious prob-

---

4. Though the Taiwanese government adopted the floating exchange rate system in July 1978, it was not until March 1980 that the Central Bank in Taiwan eliminated the fluctuating range limit of the NT dollar.
5. \( M_2 \) is a broader definition of the money supply and is more appropriate than \( M_{15} \) for explaining the fluctuation of prices. In their study of the Danish economy, Johansen and Juselius (1990) also use \( M_2 \) to measure the money supply.
6. The source of this data is the Taiwan EPS data bank, Ministry of Education.
Table 7.2  Unit Root Test of Four Series

<table>
<thead>
<tr>
<th>Series</th>
<th>Dickey-Fuller</th>
<th>Augmented Dickey-Fuller</th>
</tr>
</thead>
<tbody>
<tr>
<td>JQIND</td>
<td>2.377</td>
<td>0.632</td>
</tr>
<tr>
<td>$M_1$</td>
<td>1.315</td>
<td>1.835</td>
</tr>
<tr>
<td>RX</td>
<td>-1.485</td>
<td>0.055</td>
</tr>
<tr>
<td>CPI</td>
<td>-1.098</td>
<td>-1.074</td>
</tr>
</tbody>
</table>

Note: JQIND = industrial production; $M_1$, RX, and CPI as in Table 7.1.

Table 7.3  Summary Statistics for Four Residuals

<table>
<thead>
<tr>
<th>Series</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Normality ($\chi^2(2)$)</th>
<th>B.P.-Q ($\chi^2(12)$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JQIND</td>
<td>-0.7030</td>
<td>2.460</td>
<td>43.491</td>
<td>8.538</td>
</tr>
<tr>
<td>$M_1$</td>
<td>-0.0756</td>
<td>0.599</td>
<td>2.067</td>
<td>17.352</td>
</tr>
<tr>
<td>RX</td>
<td>-0.8480</td>
<td>2.285</td>
<td>43.875</td>
<td>9.357</td>
</tr>
<tr>
<td>CPI</td>
<td>0.2400</td>
<td>1.293</td>
<td>10.306</td>
<td>12.380</td>
</tr>
</tbody>
</table>

Note: All series as defined in tables 7.1 and 7.2.

lems. The robustness of the maximum likelihood estimation (MLE) procedure is still an open question.

We have summarized in table 7.4 the estimated eigenvectors and eigenvalues and $\lambda$-max and trace test statistics. Using the trace test procedure for the hypothesis $r \leq 1$, the likelihood ratio statistic

$$-2 \ln(Q) = -T \sum_{i=2}^{1} \ln(1 - \hat{\lambda}_i) = 30.372$$

is insignificant as compared with the 95 percent quantile, 35.07. For the hypothesis $r = 0$, the test statistic is 58.79, which is greater than the 95 percent quantile, 53.35.

Using the $\lambda$-max test procedure for the hypothesis $r \leq 1$, the likelihood ratio statistic

$$-2 \ln (Q; r = 0|r = 1) = 28.39$$

is barely greater than the 95 percent quantile, 28.17. All these together strongly indicate that the rank of cointegration is 1.

The estimated long-run equilibrium relationship is

$$\pi_t = -3.771Y_t + 1.277m_t + 0.691e_t.\text{ }$$

All the signs are exactly the same as predicted by the theory: money supply and exchange rate have positive effects on price, and output has a negative effect. The graph of all three cointegration relationships appear in figure 7.2. For comparison, we also include cointegration relationship 4, though it is not statistically significant.
Fig. 7.1  A, Industrial production in Taiwan; B, M2 in Taiwan; C, exchange rate in Taiwan; D, consumer price index in Taiwan
Fig. 7.1 (continued)
Fig. 7.2  A, Cointegration relation 1; B, cointegration relation 2; C, cointegration relation 3; D, cointegration relation 4
Fig. 7.2 (continued)
Table 7.4: Estimated Eigenvalues and Eigenvectors, λ-Max Test, and Trace Test.

<table>
<thead>
<tr>
<th>Eigenvalues and λ-Max and Trace Test Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.19623</td>
</tr>
<tr>
<td>28.39719</td>
</tr>
<tr>
<td>0.19917</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eigenvectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.057</td>
</tr>
<tr>
<td>5.527</td>
</tr>
</tbody>
</table>

Note: In upper half, first row lists eigenvalues in descending order, second row the λ-max test statistics, and third row the trace test statistics. In lower half, each column vector is the eigenvector corresponding to the eigenvalue above in the same column.

For short-run dynamics, the error correction equation for price (monthly dummies not reported here) can be expressed as follows.\(^7\)

\[
\Delta \Pi_t = -0.004 + \left[ 0.015 \times (\Pi_{t-1} + 0.377 Y_{t-1} - 1.277 m_{t-1}) \right] (2.155) \\
-0.691 e_{t-1}] + \left[ -0.055 \Delta Y_{t-1} - 0.052 \Delta Y_{t-2} \right] (1.931) \\
-0.057 \Delta Y_{t-3} - 0.064 \Delta Y_{t-4} - 0.060 \Delta Y_{t-5} - 0.063 \Delta Y_{t-6} (2.576) \\
-0.106 \Delta Y_{t-7} - 0.093 \Delta Y_{t-8} - 0.048 \Delta Y_{t-9} - 0.011 \Delta Y_{t-10} (0.771) \\
-0.068 \Delta m_{t-1} - 0.015 \Delta m_{t-2} - 0.169 \Delta m_{t-3} - 0.062 \Delta m_{t-4} (0.869) \\
-0.132 \Delta m_{t-5} - 0.022 \Delta m_{t-6} + 0.139 \Delta m_{t-7} + 0.194 \Delta m_{t-8} (2.604) \\
+ 0.137 \Delta m_{t-9} + 0.157 \Delta m_{t-10} + 0.198 \Delta m_{t-11} - 0.013 \Delta m_{t-12} (1.775) \\
+ 0.014 \Delta e_{t-1} + 0.012 \Delta e_{t-2} + 0.019 \Delta e_{t-3} + 0.007 \Delta e_{t-4} (0.080) \\
-0.086 \Delta e_{t-5} + 0.040 \Delta e_{t-6} + 0.083 \Delta e_{t-7} + 0.037 \Delta e_{t-8} (1.047) \\
+ 0.215 \Delta e_{t-9} + 0.120 \Delta e_{t-10} - 0.262 \Delta \Pi_{t-1} - 0.392 \Delta \Pi_{t-2} (3.671)
\]

\(^7\) We delete terms which are not significant; such elimination does not significantly affect the magnitude or the significance of other coefficients (Leamer 1978).
\[ -0.254 \Delta \Pi_{t-3} - (0.129 \Delta \Pi_{t-4}) + \varepsilon_t, \]
\[ (\text{-2.465}) \quad (\text{-1.248}) \]
\[ \bar{R}^2 = 0.420, \text{SEE} = 0.007, \text{D-W} = 2.015, Q(30)_{S.E.} = 0.981. \]

While the term in the first bracket captures the long-run adjustment effect, terms in the second bracket reflect the short-run dynamics. As can be expected, disequilibrium factors push inflation high, and growth of real income has a negative effect on the inflation rate, while an increase in the money supply and a depreciation of the exchange rate have positive effects. We also note that, for short-run adjustment, the negative effect of real output on price can last as long as nine months, and the positive effect of money supply on price may not show up until six months later. Moreover, though the exchange rate has a positive effect on price in the long run, for short-run adjustment, this positive effect becomes significant only eight months later.

### 7.5 Conclusion

This paper has examined the relationship between money supply, real output, exchange rate, and price using recently developed cointegration techniques. We adopted the maximum likelihood method developed by Johansen. Only by using this sophisticated statistical technique can a multivariate cointegrated system be properly analyzed.

Our empirical results using Taiwan monthly data over the period January 1981 to February 1992 show that money supply \( (M_1) \), real output, exchange rate, and price (CPI) are cointegrated with rank one. The estimated equilibrium and the short-run dynamic relationship shows that, as predicted by the theory, an increase in the money supply and a depreciation of the exchange rate have positive effects on price, while increase of real output has a negative effect. This provides a possible explanation of why the high growth rates of money supply during the 1980s in Taiwan did not cause high inflation rates, i.e., during the same period the growth rate of real GNP was relatively high and the exchange rate was appreciating sharply.

One innovation of this paper is examining the relationship between money, output, and price by appropriately taking into account the exchange rate. However, the approach we adopted using aggregate analysis cannot see the impact of exchange rate appreciation on different sectors. It also cannot help us to understand pass-through effects. All these are interesting topics for future research.
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Comment

Maria S. Gochoco

Wu and Lin's study examines why there is no apparent proportionate relationship between monetary growth and inflation in Taiwan using monthly data for 1981–92. The reason, as they want to show using cointegration techniques, is that the appreciation by 29.7 percent of the NT dollar between 1981 and 1989 held inflation down to 3.04 percent even as $M_2$ grew 22.4 percent.

I have several comments: First, on the overall style of the paper, more verbal explanations of the methodology and the empirical results would be useful. For example, the authors could explain why cointegration is a useful procedure by stating that it circumvents the need for each time series in a regression to be stationary—a requirement for standard regression techniques to work.

Second, since cointegration only tells us about the long-run equilibrium relationship between the dependent variable and the independent variables, an error-correction specification can be used to examine their behavior over the short run. Such an error-correction model forces gradual adjustment of the dependent variable toward some long-run values (estimated via cointegration) while explicitly allowing for short-run dynamics.

Third, a better justification for the use of $M_2$ rather than a narrower monetary aggregate must be made instead of what is stated in footnote 5.

Fourth, the final estimated inflation equation's coefficients have to be explained in light of the theory the paper tests and the statistical significance of these coefficients must also be stated. For example, it does not make sense for the coefficient on monetary growth in the inflation equation to be greater than one.

Fifth, there is hardly any discussion of the conduct of monetary policy in Taiwan. The paper makes no mention of the use by the monetary authorities of...
open market operations, such as the Central Bank's selling its own CDs and savings bonds in 1985 and 1986, changes in the annual rate of domestic credit expansion, the depressing effect on the income velocity of money of the drop in interest rates and price stability between 1974 and 1986, and the liberalization of the foreign exchange market in Taiwan by which capital exports of $1 million to $5 million per year are allowed. These other factors may have had significant roles to play in holding inflation down despite the high rates of growth of money arising from current account surpluses.