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8.1  Introduction

Statistical agencies face increasing costs, lower response rates, and 
increased demands for timely and accurate statistical data. These increased 
demands on agency resources reveal the need for alternative data sources, 
ideally data that are cheaper than current surveys and available within a 
short time frame. Textual data available on public- facing websites present 
an ideal data source for certain US Census Bureau (henceforth Census) sta-
tistical products. In this paper, we identify such data sources and argue that 
these sources may be particularly well suited for classifi cation tasks such as 
industrial or occupational coding. Using these sources of data provides the 
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opportunity for statistical agencies to provide more accurate, timelier data 
for lower costs and lower respondent burden compared to traditional survey 
methods, while opening the door for new and innovative statistical products.

In this paper, we explore how public data can improve the production 
of federal statistics, using the specifi c case of website text and user reviews, 
gathered from Google Places API, to generate North American Industrial 
Classifi cation System (NAICS) codes for approximately 120,000 single- unit 
employer establishments. Our approach shows that public data are a useful 
tool for generating NAICS codes. We also fi nd challenges and provide sug-
gestions for agencies implementing such a system for production purposes. 
The paper proceeds as follows: fi rst, we highlight the business issues with 
current methods, before discussing new methods being used to generate 
industrial and occupational classifi cations in statistical agencies in several 
countries. Then we discuss our approach, combining web scraping with 
modern machine learning techniques to provide a low- cost alternative to 
current methods. Finally, we discuss our fi ndings in the context of the Cen-
sus Bureau’s current capabilities and limitations.

8.1.1  The Case for NAICS Codes

The NAICS is the system by which multiple federal and international 
statistical agencies assign business establishments to industrial sectors or 
classes. Economic statistics, such as the Business Dynamics Statistics (Halti-
wanger, Jarmin, and Miranda 2008), and survey sampling frames rely on 
timely and accurate industrial classifi cation data. Currently, NAICS codes 
are produced by multiple statistical agencies: The Census produces classifi -
cations through multiple surveys, most notably the Economic Census (EC). 
The Bureau of Labor Statistics (BLS) generates and uses NAICS codes in 
its surveys, and the Social Security Administration (SSA) produces codes 
for newly established businesses via information on the SS4 Application for 
Employee Identifi cation Number (EIN) form. NAICS classifi cation pro-
vides an ideal testbed for use of public data—more accurate, timely, and 
consistent NAICS codes would save Census considerable eff ort, and improve 
statistical quality and timeliness. For example, the EC uses “classifi cation 
cards,” which are forms sent to a business prior to the EC in an attempt to 
identify its correct NAICS code, which enables the correct EC electronic 
survey path for that business. Filling out such an additional “classifi cation 
card” form adds substantial burden to respondents, increases survey costs, 
and may also suff er from lower response rates. Our proposed methodology 
has the potential to allow Census to avoid such costly classifi cation proce-
dures and deliver better data products at a faster rate. Another compelling 
reason to develop NAICS codes from public data sources is that laws that 
govern data sharing between agencies prevent reconciliation between agency 
codes. A standardized set of assigned classifi cations would allow agencies 
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to coordinate their lists and ensure all establishments receive the same code. 
Figure 8.1 shows the percentage of agreement, at the 2- digit level, between 
NAICS codes produced by the 2012 EC, BLS, and SSA for the same set of 
single- unit establishments active in 2012. It shows that the Census and BLS, 
when coding the same cases, agree on the NAICS sector in approximately 
86 percent of cases, whereas the BLS and SSA concur in around 70 percent 
of cases.

Several statistical agencies have attempted to use textual data as a means 
for classifi cation. Much of the work has focused on generating occupational 
classifi cations based on write- in survey responses (for example, Fairman 
et al. 2012; Gweon et al. 2017; Jung et al. 2008). There are also attempts to 
generate classifi cations of businesses. The British Offi  ce for National Statis-
tics has attempted to use public textual information on companies to gener-
ate unsupervised classifi cations of industries (Offi  ce for National Statistics, 
2018), identifying industrial clusters using a combination of Doc2Vec and 
Singular Value Decomposition (SVD) models. The data were fi t on a “rela-
tively small” number of observations, leaving the usefulness of the method at 
much more fi ne- grained levels unknown (Offi  ce for National Statistics 2018). 
Researchers from National Statistics Netherlands explored how to generate 
industrial classifi cations similar to NAICS codes using Term Frequency- 
Inverse Document Frequency (TF- IDF) and dictionary- based feature selec-
tions via Naive Bayes, Support Vector Machine, and Random Forest clas-
sifi ers, fi nding three main complicating factors for classifi cation: the size of 
the business, the source of the industrial code, and the complexity of the 
business website (Roelands, van Delden, and Windmeijer 2017). Finally, 
the Australian Bureau of Statistics implemented a system that generates 

Fig. 8.1 Agreement on NAICS sectors between Census, BLS, and SSA
Source: 2012 Business Register Single Unit Businesses.
Note: Figure shows the percentage of BR establishments that share a common 2- digit NAICS 
sector when present in each respective data source.
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classifi cations based on placing short, free- text responses into classifi cation 
hierarchies using a bag of words, one- hot encoding approach. This approach 
has the advantage of simplicity—for each word in the vocabulary, a record 
receives a “1” if  its response contains that word, and a zero otherwise. How-
ever, this approach also ignores the context of words, a possible issue when 
seeking to distinguish closely related industries (Tarnow- Mordi 2017). In 
the US statistical system, Kearney and Kornbau (2005) produced the SSA’s 
“Autocoder,” a system that uses word dictionaries and predicts NAICS codes 
based on open- response text on Internal Revenue Service (IRS) Form SS4, 
the application for a new EIN. The Autocoder, developed in the early 2000s, 
remains in service and relies on a combination of logistic regression and 
subject- matter experts for quality assurance and manual coding tasks. Other 
work has sought to apply similar methods as ours to coding occupational 
injuries and occupational types (Bertke et al. 2016; Gweon et al. 2017; Ikudo 
et al. 2018; Measure 2014).

We seek to build on previous work by generating 2- digit NAICS sectors 
for a sample of single- unit employer businesses active in 2015 to 2016. Our 
approach combines web scraping of company websites, company names, 
and user reviews to generate a corpus of text associated with each business. 
We then apply Doc2Vec methods to reduce dimensionality of the data in 
a similar manner to previous attempts (Roelands, van Delden, and Wind-
meijer 2017; Tarnow- Mordi 2017). Finally, we use the outputs of this textual 
analysis as inputs into a Random Forest classifi er, seeking to identify 2- digit 
NAICS codes.

8.2  Data and Methods

Our approach includes collecting publicly available data from company 
websites and user- generated reviews of businesses and combining them with 
Census protected information on individual business establishments. We 
utilize public APIs to collect a target sample of approximately 1.3 million 
business establishments, match those records to the Business Register (BR) 
by name and address, perform textual preprocessing on available text in user 
reviews, company websites, and company name, and fi nally use these outputs 
as features (independent variables) in a Random Forest classifi er to predict 
2- digit NAICS codes. We fi rst provide a brief  overview of each stage of our 
approach, then compare our dataset sample to the universe of single- unit 
employer businesses.

8.2.1  Data from APIs and Web Scraping

An Application Program Interface (API) is a set of  procedures that 
allows users to access information or other services from a provider. For 
example, Google Places API (used to collect our data) allows access to busi-
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ness information such as name, address, rating, user reviews, website URL,1 
contact information, and Google Types2 tags. We leverage this information 
in two ways. First, public user reviews provide a rich source of contextual 
information about a business. For example, products users describe in their 
reviews—multiple reviews on the quality of steak from an establishment—
increases the likelihood the business is a restaurant versus a manufacturing 
plant. Second, we visit the website (when available) and “scrape” its visible 
textual information. The working assumption is that a company website 
provides clear and direct information about products or services it off ers. 
Next, we use Google Types, which vary in usefulness, with less useful words 
like “establishment” and “point of interest,” but also words such as “hotel,” 
“bar,” or even “Hindu Temple,” which would greatly aid a model in classify-
ing a business. Finally, we use the name of the company, as company names 
often indicate the type of products on off er (e.g., Krusty Burger). Together, 
these four elements—all sourced from publicly gathered data—provide us 
with the type of information needed to describe a business, what products it 
may sell, and how its customers use or perceive those products (Jabine 1984).

To generate our sample of businesses, we conducted a grid search on both 
Yelp and Google Places APIs, based on a combination of lat/long coordi-
nates and keywords. We identifi ed the geographic center of each Core- Based 
Statistical Area (CBSA) and each county therein to serve as the starting 
point for our search.3 To identify keywords, we found all words contained in 
the titles of all two- digit NAICS sectors.4 We then executed an API search 
for each keyword in 50 random locations for each CBSA and county, around 
the centroids provided above, with a set search radius of 10km. This resulted 
in 1,272,000 records, with approximately 70 percent of those coming from 
Yelp API. Next, we performed a search for each of  those businesses on 
Google Places API, retrieving website URL, user reviews, and Google Types. 
The website URL was then visited and text was scraped using an internally 
developed procedure.

For this study, we eliminated records that did not have a website and user 
reviews, to have the best sample to determine the overall utility of  both 
sources of data jointly. This restriction reduced the number of available rec-
ords from 1,272,000 to approximately 290,000. Future research can attempt 
to generate NAICS codes for establishments that lack either a website or 
user reviews.

1. URL: Uniform Resource Locator, or website address.
2. A list of over 100 diff erent classifi cation tags assigned by Google to describe a place.
3. This geographical search pattern will certainly mean that businesses not residing in a 

CBSA, or any industries that are more common in rural areas, may be undersampled. As 
discussed below, industries more common in rural areas (e.g., farming, mining) are heavily 
undersampled when we match to the BR. Further research is seeking to rectify this bias.

4. https:// www .census .gov /eos /www /naics/.
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8.2.2  Matching Collected Data to the Business Register

The Business Register (BR) is the Census Bureau’s comprehensive data-
base of US business establishments and companies, covering all employer 
and nonemployer businesses.5 To identify if  our 290,000 records appear in 
the BR, we utilized the Multiple Algorithm Matching for Better Analytics 
(MAMBA) software (Cuff e and Goldschlag 2018). This software utilizes 
machine learning techniques to link records based on name and address 
and provides high- quality matches. It also provides us with match metrics 
so we may identify quality matches over more tenuous linkages. In order to 
reduce the possibility of spurious linkages, we required that any matched 
pair must have either a 5- digit zip code, or city name, or 3- digit zip code in 
common—in order of  importance. We ran two particular matches—the 
fi rst matching on both name and address, and then a residual matching by 
only business name.

After matching the Google API data with the BR, we focus on the 120,000 
single- unit (SU)6 establishments that have both website and review text and 
are employer- based businesses. This accounts for 43.44 percent of the rec-
ords. This seemingly low match rate is the result of three circumstances: First, 
we only use single- unit employer businesses for a cleaner analysis. Multiunit 
(MU) fi rms sometimes have a complicated nature of  assigned industrial 
codes. For example, large retail companies may have storefronts (NAICS 
42), warehouses (48–49), and corporate headquarters (55), all pointing to 
the same website with similar user reviews, making identifi cation using our 
methods problematic. Additionally, the restriction to employer businesses 
may eliminate many nonemployer business matches. Second, Google records 
may not exist in the 2016 version of the BR. The Census Bureau estimated 
that approximately 350,000 businesses would form after 2016Q3 (before we 
initiated our search), meaning any of these businesses may appear in Google 
but would not appear as an employer business in the Census data (Bayard 
et al. 2018a, 2018b),7 or the Google records may be falsifi ed, and hence can-
not be matched (Copeland and Bindley 2019). Finally, the initial scraping 
occurred in December 2017/January 2018, whereas the BR data are from 
2015/2016. Thus, in some cases the BR data are almost two years older than 
the Google data. In some industries, this is a substantial issue: studies have 
found that approximately 19 percent of all service- providing businesses (e.g., 

5. https:// www .census .gov /econ /overview /mu0600 .html.
6. A single- unit (SU) establishment is a standalone business, whereas an “establishment” is 

defi ned as a particular location. A multiunit (MU) establishment in a given location is part of 
a larger business which operates in many locations. Our sample includes only employer- based 
businesses.

7. The Business Register defi nes a business as an employer business if  it has payroll on March 
12 of a given year. By measuring from 2016Q3, we account for any formations after this period. 
Figure sourced by taking the number of expected business formations for 2016Q3, 2016Q4, 
2017Q1, and then multiplying 2017Qs 2–4 by the proportion of quarters remaining in the year.
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NAICS code 41 or higher) fail within their fi rst year of operation (Luo and 
Stark, 2014, 11), meaning that many BR businesses may no longer exist, or 
appear as prominent search results, in the Google database.

8.2.3  Matched Data Quality

Figure 8.2 shows the percentage comparison for each NAICS sector 
between our sample (upper bar) and the BR single- unit employer universe 
(lower bar). It reveals that our sample heavily oversamples NAICS 44/45 
(Retail Trade) and 72 (Accommodation and Food Services). Approximately 
12.28 percent of all BR single- unit employers fall into the Retail Trade sec-
tor; however, this sector makes up almost 19 percent of our sample. This 
is expected, as approximately two thirds of our sample was sourced from 
Yelp, which is dominated by food services. In general, Google Places and 
Yelp both target public- facing industries in their APIs. On the other hand, 
our approach undersamples NAICS code 54, Professional, Scientifi c, and 
Technical Services, which is about 12.6 percent of all businesses, but only 
4.36 percent in our sample. Our sample also undersamples Construction and 
Mining sectors relative to their size in the Business Register.

8.2.4  Textual Data

We analyzed our sample (120,000 records) to see how many unique words 
were used within the user reviews and website text for each NAICS sector. 
This provides a measure of signal to noise (textual information) for a given 
sector, which helps in classifi cation accuracy of that sector. A model will 

Fig. 8.2 NAICS code sample representation vs. Business Register
Source: Business Register, 2015–2016. Google Places API.
Note: Figure shows the percentage of single- unit establishments in each sector on the 
2015/2016 (pool) BR (black, bottom) and the percentage of establishments in our matched 
sample (gray, top).
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have the easiest time identifying a NAICS sector if  all the words used in the 
reviews or website are unique to that sector. Figure 8.3 shows the proportion 
of words found in website and review text that are unique to that sector. The 
larger the proportion of unique words, the simpler the classifi cation decision 
for a model should be. Two clear trends emerge. First, there is a great deal 
of  heterogeneity between NAICS sectors. For example, the Information 
sector contains only 22 percent of words used on websites that are unique 
to that sector, compared to almost 58 percent in Accommodation and Food 
Services. Second, website text always contains a greater proportion of words 
that are unique to the sector compared to user reviews across all sectors. This 
may provide early indications that website text may provide a clearer way 
to identify NAICS codes; however, more sophisticated Natural Language 
Processing techniques are required for verifi cation.8

8.2.5  Natural Language Processing

Natural Language Processing (NLP) is a suite of analysis tools that gives 
mathematical meaning to words and phrases, converting words and phrases 
to a numerical format based on their semantic and contextual occurrence 
within a corpus of documents. For this research, we require this approach 
to convert website and review text into sensible dimensions, which we can 
then use in a model to classify companies into NAICS sectors. The most 

8. Another possibility here is insuffi  cient HTML parsing. We used standardized software 
(BeautifulSoup4, https:// www .crummy .com /software /BeautifulSoup/) for our parsing; how-
ever, it is possible many words in the HTML text are insuffi  ciently parsed fragments.

Fig. 8.3 Uniqueness of word corpora by NAICS code
Sources: Business Register, 2015–2016. Google Places API.
Note: Figure shows the percentage of words appearing in website (top, gray) and review (bot-
tom, black) that are unique to the particular NAICS sector.
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basic form of NLP appears as “one- hot encoding,” demonstrated in Matrix 
1. Although this method can be used for many classifi ers (e.g., Naive Bayes), 
it has some major disadvantages—namely, that it does not account for the 
context of words. For example, when identifying if  the word “club” is associ-
ated with either a restaurant or a golf  course, we would need to know if  the 
word “club,” when used in context, appears near to the words “sandwich” 
or “golf.”

Matrix 1: Demonstration of one- hot encoding in a sentence

(1) 

Do

Or

Do

Not

There

Is

No
Try

=

1 0 0 0 0 0 0
0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

 .

As an alternative to contextless approaches, Word2Vec methods were fi rst 
developed by Mikolov et al. (2013) to more adequately capture context in 
words. Word2Vec models operate by calculating the likelihood of a word 
appearing, given the words surrounding it. In this “skip- gram” model, a neu-
ral network is used to identify a latent layer of relationships between words 
by assessing how likely diff erent words are to appear near each other in 
sets of text. Figure 8.4 shows a basic illustration, where the model seeks to 
identify the probability of any of the listed words appearing given the word 
“burger” appears nearby. In our case, we should expect to see more men-
tions of the words “burger,” “salad,” “pork,” and “pizza” near one another 
in reviews and websites belonging to businesses in the Accommodation and 
Food services NAICS code, whereas we may see words like “oil,” “gas,” and 
“mine” from reviews in Construction or Mining industries. Thus, a model 
will be able to identify these patterns and classify businesses based on the 
words used in our dataset. The key output of the Word2Vec model is not 
the output probabilities. It is the “hidden layer”—in eff ect a latent variable 
similar to factor loadings in factor analysis, which reduces the dimensional-
ity of the data and can be used as predictors in a classifi cation model.

The Word2Vec model provides us with the ability to distinguish how likely 
words are to appear given their context, however it only provides the infor-
mation for individual words. On the other hand, our data have paragraphs 
of text for each observation. To solve this issue, we use Doc2Vec models 
(Mikolov et al. 2013), which function in the same way to Word2Vec, but return 
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a hidden layer of factor loadings for an entire document of text. In a Doc2Vec 
model, a value on a hidden layer i for document k can be considered the 
average loading of document k on i. The Doc2Vec model returns a series of 
values for each establishment, accounting for the context of the words used, 
averaged across all the sentences in a document. In this case, user reviews 
and websites for businesses in diff erent NAICS sectors should have diff er-
ent contexts, and this method should allow us to evaluate how user reviews 
for restaurants and hotels diff er from those for educational establishments.

8.2.6  Machine Learning

The vector outputs from Doc2Vec models lend themselves well to unsu-
pervised classifi cation techniques such as clustering. They can also function 
as features (independent variables) in supervised machine learning algo-
rithms. After matching our data to the BR, we get the actual NAICS sec-
tor codes for each establishment matched, which we use as our dependent 
variable. We build a Random Forest model–based classifi er to predict the 
NAICS sector of each establishment, where the independent variables are 
the generated vectors for business name, user reviews, and websites, as well 
as a series of binary variables indicating the Google Type tag for each estab-
lishment. Random Forests are a method of classifi cation techniques derived 

Fig. 8.4 Illustration of the Word2Vec model
Source: Adapted from http:// mccornickml .com /assets /word2vec.
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from Decision Tree classifi ers but are relatively immune to overfi tting that 
often impacts Decision Trees. In some cases, Random Forests outperform 
more common approaches such as logistic regression in class- imbalanced 
circumstances (Muchlinski et al. 2016). The 120,000 records are split into 
80 percent training and 20 percent validation set for model training and 
evaluation.

In order to ensure our model selection is both replicable and maximizes 
accuracy, we performed an analysis of 1,000 diff erent model confi gurations. 
We randomly alter the number of vectors a Doc2Vec model produces, as well 
as how many, and how deep, the trees are in the Random Forest model. We 
then tested how those diff erent model confi gurations altered the accuracy 
and repeat this process. Minimum log- loss is chosen as the model compari-
son criteria, as log- loss is a penalizing function that allows us to weigh the 
trade- off  between the prediction and its certainty. Log- loss penalizes incor-
rect predictions with high predicted probabilities but does not penalize less 
certain incorrect assumptions. For our purposes, this is an ideal trade- off , 
as the comparable SSA Autocoder does not assign NAICS codes if  the pre-
dicted probability is less than 0.638 (Kearney and Kornbau 2005). Hence, 
any system based on our model will need to be sensitive to the need to pre-
vent assigning incorrect codes without high levels of certainty.

8.3  Results

8.3.1  Model Evaluation

Figure 8.5 shows the predicted log loss (bold line) and 95 percent confi -
dence interval (shaded area) across a range of number of vectors used in our 

Fig. 8.5 Model performance across parameter space
Notes: Figure shows the mean and 95% confi dence interval for a model using the number of 
vectors for the respective text source. Y- axis inverted to ease interpretation.
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analysis. The goal of our grid search analysis was to minimize log loss. Lower 
scores on the y- axis indicate superior fi t (y- axis is inverted in fi gure 8.5 to ease 
interpretation). The fi gure highlights one major outcome of this experimen-
tation: in general, a relatively small number of vectors (around 10) produce 
better results for user reviews and websites, while it takes approximately 
20 vectors for business name. These fi ndings are slightly counterintuitive: 
Doc2Vec models can be fi t with up to 1,000 vectors, and one would assume 
that a complex task such as generating NAICS codes would require more, 
not fewer vectors. It is possible that given our sample is tiny compared to 
the normal training data for Doc2Vec models, we may be simply unable 
to generate suffi  ciently predictive vectors with our current sample.

8.3.2  Predictive Accuracy

The fi ndings here discuss our best fi tting model, which utilizes 119 trees 
in the Random Forest, with 20 vectors for business name, 8 for user reviews, 
and 16 for websites. Overall, across all NAICS sectors, and for SU establish-
ments only, our model predicts approximately 59 percent of cases accurately. 
This places our model substantially below the current autocoding methods 
used by the SSA; however, it is at a similar level to initial match rates for 
the SSA method, and shows comparable performance to similar exercises 
in other countries (Kearney and Kornbau 2005; Roelands, van Delden, and 
Windmeijer 2017). The model also exhibits considerable variation, with 
some NAICS codes (Information, Manufacturing) seeing fewer than 5 per-
cent of observations correctly predicted, while Accommodation and Food 
Services has approximately 83 percent of establishments correctly predicted 
into their NAICS sector. Given the unbalanced nature of our sample, evalu-
ating strictly on accuracy may be misleading—it would encourage a model 
to overfi t to only large NAICS codes. Instead, we use the F1 score to evalu-
ate our model.9

Figure 8.6 shows a scatter plot of the average number of words unique 
to the NAICS sector in our data (from fi gure 8.3) on the x- axis, and the F1 
Score for each NAICS sector on the y- axis. Clearly, Accommodation and 
Food Services, and Retail Trade have the highest F1 scores, and correspond-
ing highest percentage of unique words. Similarly, F1 scores for Information, 
Wholesale Trade, and Manufacturing sectors are exceedingly low and also 
have the least percentage of unique words appearing in those NAICS codes. 
This clear relationship demonstrates encouraging signs of  this modeling 
and approach—words that are unique to a certain NAICS code represent a 
better signal for a model to use as a classifi er. Therefore, we argue that our 
model performance will improve with additional data from undersampled 

9. The F1 score is the harmonic mean of the Precision and Sensitivity. For each NAICS code 
k, precision measures the total number of correctly identifi ed cases in k divided by the total 
number of cases identifi ed as k by the model. Recall, or sensitivity, measures the proportion of 
cases in NAICS code k accurately predicted.
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sectors. Although the increase in number of unique words may not be linear 
compared to the number of observations, our fi ndings point directly to our 
model not able to correctly predict businesses in a sector from a relatively 
small number of unique words, which may be ameliorated with a broader 
search.

8.3.3  Misclassification Analysis

One advantage of our multinomial classifi cation approach is that we can 
evaluate the diffi  culty in distinguishing between two NAICS codes, one of 
which is the correct one. Figure 8.7 shows the confusion matrix between 
actual (y- axis) and predicted NAICS codes (x- axis), excluding correctly 
predicted observations. This enables us to evaluate model errors and biases.

Encouragingly, in every NAICS code, our model assigns the highest aver-
age predicted probability to correct predictions. However, it also assigns 
Retail Trade (NAICS 44–45) as the second most likely NAICS code for each 
sector. This has a particularly large impact on Wholesale Trade (NAICS 
sector 42). Logically, this outcome is expected—the key diff erence between 
Wholesale and Retail Trade may not often be the actual goods, but the 
customers. Wholesale traders sell merchandise to other businesses and not 
directly to the public, but the types of words used on websites and in user 
reviews will often be similar. This pattern may also appear across other 
NAICS sectors—for example, the term “golf  clubs” may appear in Manu-

Fig. 8.6 Model performance by NAICS sector
Note: Figure shows the (averaged) percentage of words used in website and review text for 
each NAICS sector that is unique to that sector (x- axis) and F1 score from our model (y- axis).
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facturing, Wholesale Trade, Retail Trade, and “Arts, Entertainment and 
Recreation” sectors. In such cases, when words have similar loadings, our 
model tends to select the NAICS code with the largest number of observa-
tions because this reduces the impurity of the decision tree. This diffi  culty 
highlights the need for further investigation on methods and models to over-
come these weaknesses.

8.4  Discussion

This paper presented a new approach for Census and other statistical 
agencies to gather and generate industrial classifi cation codes, using publicly 
available textual data and machine learning techniques. The approach shows 
signifi cant promise—in NAICS sectors where more data are available (with 
high signal- to- noise ratio) to train classifi cation models, the accuracy goes 
up to 83 percent, with negligible fi ne- tuning of models. On the other hand, 
in sectors where little data are available, or where there are less unique words 

Fig. 8.7 Heatmap of incorrect classifi cations in 2- digit NAICS sectors
Note: Figure shows the proportion of incorrectly predicted businesses in each NAICS sector.
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describing a sector, accuracy lowers to 5 percent. Subsequent research has 
demonstrated that larger datasets and alternative modeling approaches do 
indeed increase accuracy. Hence, further development of this approach and 
framework promises to improve NAICS coding at the 2- , 4- , and 6- digit 
levels, using publicly available data sources, in a timely and effi  cient manner.

Our fi ndings indicate that these methods may eventually serve as the basis 
for a statistical product, once accuracy, bias, reliability, and replicability of 
the techniques are further researched and proven. This paper has shown that 
using text as data to generate NAICS codes requires data from a suffi  ciently 
large number of establishments in each NAICS sector to identify distinct 
signals from each NAICS code. Further, other types of predictive algorithms 
(e.g., logistic regression, gradient boosting, and deep learning) should be 
tested to fi nd their effi  cacy in solving this problem. In addition, well- known 
methods of feature engineering, which adds derived variables from the data, 
have also been shown to improve model accuracy (Chakraborty et al. 2019; 
Forman 2003; Liao et al. 2017; Xu et al. 2012). Even with advanced meth-
ods, it is possible to still struggle to disentangle NAICS codes with similar 
corpora of words, such as for Retail and Wholesale Trade. This may need 
clerical or other approaches for a coordinated solution.

We can also identify additional possibilities where our approach can 
enhance current products. First, current autocoding methods rely on dic-
tionaries of words fi rst gathered from EIN applications between 2002 and 
2004 and updated periodically. The new textual corpus could be used to 
update these dictionaries in an effi  cient, cost- eff ective manner. This would 
provide immediate added value to the Census and the SSA and could be 
compared to previous dictionaries for QA purposes. Second, our approach 
could be used for targeted searches of samples of BR data where current 
methods are unable to automatically assign a NAICS code. In this circum-
stance, Census staff  could leverage our approach as opposed to hand review, 
reducing the cost and time investment required to produce accurate NAICS 
codes.

Statistical production processes require steady access to source data and 
computational resources, but face constraints on budget. Web scraping of 
company websites is substantially cheaper than survey collection, even con-
sidering the computation resources needed. However, surveys may gather 
additional information not available on websites. In addition, access to APIs 
for data collection is not free, and grid searches across geographies on the 
scale needed would require substantial computing eff ort in order to eff ec-
tively generate enough data. Also, APIs are specifi cally designed to prevent 
users from replicating databases, and only provide users information based 
on proprietary algorithms. Practically, this may necessitate enterprise- level 
agreements between Census and data providers (e.g., Google) in order to 
gain access to the entirety of the data available. If  the data are sourced from 
a single provider, it introduces risk because the data format, availability, or 
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even the underlying measurement criteria in the data might change. The 
provider may even discontinue the data collection or show monopolistic 
behavior. These factors need to be carefully addressed for production pur-
poses of statistical products from public or restricted data sources.

The prospect of web scraping public sources of data may present two risks. 
First, a perceptual risk may be that data are being gathered without consent, 
although the data are in the public domain. This risk could be addressed if  
the US Census Bureau were transparent and announced its intent to publicly 
gather such information to improve national statistics, reduce respondent 
burden, save organizations time and resources, and reduce cost.10 Second, 
large- scale directed search eff orts using data that are protected by Titles 13 
and 26 is complicated, and risks not being scalable and repeatable. Such pro-
tected data need to be mixed with heavy “salting” with external data before 
searching can occur, to avoid fact of fi ling disclosures. Such an approach, 
while ensuring data privacy and confi dentiality, complicates the identifi ca-
tion of larger samples of BR records because there are fewer “salting” rec-
ords available from external sources (i.e., other APIs).

We are excited that our approach can yield useful statistical products. Poli-
cies could be developed to reduce the risk and enhance the usability of such 
approaches for production purposes. This would provide a clear advantage 
if  Census operations can utilize our approach of alternative data sources 
and modern machine learning techniques to help Census accomplish its 
mission more eff ectively.
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