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Comment Andrea Prat

One of the key activities of organizations is to collect, process, combine, 
and utilize information (Arrow 1974). A modern corporation exploits 
the vast amounts of data that it accumulates from marketing, operations, 
human resources, fi nance, and other functions to grow faster and be more 

Andrea Prat is the Richard Paul Richman Professor of  Business at Columbia Business 
School and professor of economics at Columbia University.

For acknowledgments, sources of research support, and disclosure of the author’s material 
fi nancial relationships, if  any, please see http:// www .nber .org/ chapters/ c14022.ack.

You are reading copyrighted material published by University of Chicago Press.  
Unauthorized posting, copying, or distributing of this work except as permitted under 

U.S. copyright law is illegal and injures the author and publisher.



Comment    111

productive. This exploitation process depends on the kind of information 
technology (IT) that is available to the fi rm. If  IT undergoes a revolution, 
we should expect deep structural changes in the way fi rms are organized 
(Milgrom and Roberts 1990).

Agrawal, Gans, and Goldfarb explore the eff ects that an IT revolution 
centered on artifi cial intelligence could have on organizations. Their anal-
ysis highlights an insightful distinction between prediction, the process of 
forecasting a state of the world � given observable information, and judg-
ment, the assessment of the eff ects of the state of the world and the possible 
action x the organization can take in response to it, namely, the value of the 
payoff  function u(�,x).

This is an important point of departure from existing work. Almost all 
economists—as well as computer scientists and decision scientists—assume 
that the payoff  function u(�,x) is known: the decision maker is presumed to 
have a good sense of how actions and states combine to create outcomes. 
This assumption, however, is highly unrealistic. The credit card fraud ex-
ample supplied by the authors is convincing. What is the long- term cost 
to a bank of approving a fraudulent transaction or labeling a legitimate 
transaction a suspected fraud?

Organizations can spend resources to improve both their prediction preci-
sion and their judgment quality. Agrawal, Gans, and Goldfarb characterize 
the solution to this optimization problem. Their main result is that, under 
reasonable assumption, investment in prediction and investment in judg-
ment are complementary (Proposition 2). Investing in prediction makes 
investment in judgment more benefi cial in expected value.

This complementarity suggests that moving from a situation where 
prediction is prohibitively expensive to one where it is economical should 
increase the returns to judgment. In this perspective, the AI revolution will 
lead to an increase in the demand for judgment. However, judgment is an 
intrinsically diff erent problem—one that cannot be solved through the anal-
ysis of big data.

Let me suggest an example. Admissions offi  ces of many universities are 
turning to AI to choose which applicants to make off ers to. Algorithms 
can be trained on past admissions data. We observe the characteristics of 
applicants and the grades of past and present students. Leaving aside the 
censored observations problem arising from the fact that we only see the 
grades of successful applicants who decide to enroll, we can hope that AI 
can provide a fairly accurate prediction of an applicant’s future grades given 
his or her observable characteristics. The obvious problem is that we do not 
know how admitting someone who is likely to get high grades is going to 
aff ect the long- term payoff  of our university. The latter is a highly complex 
object that depends on whether our alums become the kind of inspiring, 
successful, and ethical people that will add to the academic reputation and 
fi nancial sustainability of our university. There is likely to be a connection 

You are reading copyrighted material published by University of Chicago Press.  
Unauthorized posting, copying, or distributing of this work except as permitted under 

U.S. copyright law is illegal and injures the author and publisher.



112    Andrea Prat

between grades and this long- term goal, but we are not sure what it is. In 
this setting, Agrawal, Gans, and Goldfarb teach us an important lesson. 
Progress in AI should induce our university leaders to ask deeper questions 
about the relationship between student quality and the long- term goals of 
our higher- learning institutions. These questions cannot be answered within 
AI, but rather with more theory- driven retrospective approaches or perhaps 
more qualitative methodologies.

As an organizational economist, I am particularly interested in the impli-
cations of Agrawal, Gans, and Goldfarb’s model for the study of organi-
zations. First, this chapter highlights the importance of the dynamics of 
decision- making—a seriously underresearched topic. In a complex world, 
organizations are not going to immediately collect all the information they 
could possibly need about all possible contingencies they may face. Bolton 
and Faure- Grimaud (2009), a source of inspiration for Agrawal, Gans, and 
Goldfarb, model a decision maker who can “think ahead” about future states 
of the world in yet unrealized states of nature. They show that the typical 
decision maker does not want to think through a complete action plan, but 
rather focus on key short- and medium- term decisions. Agrawal, Gans, and 
Goldfarb show that Bolton and Faure- Grimaud’s ideas are highly relevant 
for understanding how organizations are likely to respond to changes in 
information technology.

Second, Agrawal, Gans, and Goldfarb also speak to the organizational 
economics literature on mission. Dewatripont, Jewitt, and Tirole (1999) 
develop a model where organizational leaders are agents whose type is 
unknown, as in Holmstrom’s (1999) career concerns paradigm. Each agent 
is assigned a mission, a set of measured variables that are used to evaluate 
and reward the agent. Dewatripont, Jewitt, and Tirole identify a tension 
between selecting a simple one- dimensional mission that will provide the 
agent with a strong incentive to perform well or a “fuzzy” multidimensional 
mission that will dampen the agent’s incentive to work hard but will more 
closely mirror the true objective of the organization.

This tension is also present in Agrawal, Gans, and Goldfarb’s world. 
Should we give the organization a mission that is close to a pure prediction 
problem, like admitting students who will get high grades? The pro is that 
it will be relatively easy to assess the leader’s performance. The con is that 
the outcome may be weakly related to the organization’s ultimate objective. 
Or should we give the organization a mission that also comprises the judg-
ment problem, like furthering the long- term academic reputation of our 
university? This mission would be more representative of the organization’s 
ultimate objective, but may make it hard to assess our leaders and give them 
a weak incentive to adopt new prediction technologies. One possible lesson 
from Agrawal, Gans, and Goldfarb is that, as the cost of adopting AI goes 
down, the moral hazard problem connected with judgment becomes rela-
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tively more important, thus militating in favor of  incentive schemes that 
reward judgment rather than prediction.

Third, Agrawal, Gans, and Goldfarb’s section on reliability touches on 
an important topic. Is it better to have a technology that returns accurate 
predictions with a low probability or less accurate predictions with a higher 
probability? The answer to this question depends on the available judgment 
technology. Better judgment technology increases the marginal benefi t of 
prediction accuracy rather than prediction frequency. More broadly, this 
type of analysis can guide the design of AI algorithms. Given the mapping 
between states, actions, and outcomes, and given the cost of various pre-
diction technologies, what prediction technology should the organization 
select? A general analysis of this question may require using information 
theoretical concepts, introduced to economics by Sims (2003).

Fourth, Agrawal, Gans, and Goldfarb show that economic theory can 
make important contributions to the debate over how AI will aff ect optimal 
organization. There is a related area where the interaction between econo-
mists and computer scientists can be benefi cial. Artifi cial intelligence typi-
cally assumes a stable fl ow of instances. When a bank develops an AI- based 
system to detect fraud, it assumes that the available data, which is used to 
build and test the detection algorithm, comes from the same data- generating 
process as future data on which the algorithm will be applied. However, 
the underlying data- generating process is not an exogenously given natural 
phenomenon: it is the output of a set of human beings who are pursuing 
their own goals, like maximizing the chance of getting their nonfraudulent 
application accepted or maximizing their chance of defrauding the bank. 
These sentient creatures will in the long term respond to the fraud- detection 
algorithm by modifying their application strategy, for instance, by providing 
diff erent information or by exerting eff ort to modify the reported variables. 
This means that the data- generating process will be subject to a structural 
change and that this change will be endogenous to the fraud- detection algo-
rithm chosen by the bank. A similar phenomenon occurs in the university 
admission example discussed above: a whole consulting industry is devoted 
to understanding admissions criteria and advising applicants on how to 
maximize their success chances. A change in admissions practices is likely 
to be refl ected in the choices that high school students make.

If  the data- generating process is endogenous and depends on the predic-
tion technology adopted by the organization, the judgment problem identi-
fi ed by Agrawal, Gans, and Goldfarb becomes even more complex. The 
organization must evaluate how other agents will respond to changes in the 
prediction technology. As, by defi nition, no data is available about not yet 
realized data- generating processes, the only way to approach this problem 
is by estimating a structural model that allows other agents to respond to 
changes in our prediction technology.
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In conclusion, Agrawal, Gans, and Goldfarb make a convincing case 
that the AI revolution should increase the benefi t of improving our judg-
ment ability. They also provide us with a tractable yet powerful framework 
to understand the interaction between prediction and judgment. Future 
research should focus on further understanding the implications of improve-
ments in prediction technology on the optimal structure of organizations.
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