Lettau and Ludvigson’s (2004) paper is a classic in the empirical cointegration literature. Motivated by an intertemporal budget constraint for a representative agent, that paper derived a cointegrating relation involving the logarithm of consumption ($c$), labor income ($y$), and asset values ($a$). Post–World War II quarterly US data were consistent with the cointegrating relation. Moreover, the implied vector error correction model (VECM) had a surprising structure: deviations from the long-run cointegrating relation were “corrected” by changes in asset values, not by changes in consumption or labor income. Said differently, the model’s error-correction term, labeled $cay$ by Lettau and Ludvigson, forecast future asset returns ($\Delta a$), but not future changes in $\Delta c$ or $\Delta y$.

Lettau and Ludvigson’s current paper extends their 2004 paper in two ways. First, it updates and extends the data through 2012:Q3, allowing an out-of-sample external validity check of their previous results. Second, it carries out an SVAR (structural vector autoregression) exercise to give an interpretation to the VECM’s errors.

Much of my discussion will focus on the first of these extensions. I will argue that Lettau and Ludvigson’s cointegration result, which the data clearly supported in their 2004 paper, is far less clear in the extended data. I will then show that many, but not all, of the SVAR results they present in this paper are robust to uncertainty about cointegration.

**Evidence on Cointegration in the Extended Sample**

Figure C1 plots the $c$, $a$, and $y$ data used in this paper along with the $cay$ error-correction term, $c_t - 0.18a_t - 0.70y_t$. The $c$, $a$, and $y$ series have clear upward trends, and these trends are absent in $cay$. In this sense,
Watson

Figure C2 changes the graph’s scale and plots \( \text{cay} \) in isolation. While the large trends in \( c, a, \) and \( y \) are absent, \( \text{cay} \) is nevertheless very persistent, with three large low-frequency swings, each lasting approximately twenty years.

Table C1 presents standard autoregressive persistence statistics for each of the series plotted in figure C1. After eliminating a deterministic linear trend, \( c \) and \( y \) remain highly persistent, with 90 percent confidence intervals for the largest AR root that exceed unity. The series \( a \) is somewhat less persistent; its 90 percent largest-root confidence interval ranges from 0.89 to 1.01. Importantly, the largest AR root for \( \text{cay} \) also appears to be large: the median unbiased estimate is 1.01 and the 90 percent confidence interval ranges from 0.96 to 1.02.

Figures C3 and C4 use a less parametric approach to gauge the persistence in \( \text{cay} \). These figures are based on weighted averages that summarize low-frequency variability in a series. Specifically, figure C3 plots the “cosine transformations” of \( \text{cay} \)

\[
f_j = \sum_{t=1}^{T} \cos(j(t - 0.5)\pi T^{-1}) \text{cay}_t, \text{ for } j = 1, \ldots, 12.
\]

\( \text{cay} \) is far less persistent than its constituents. Figure C2 changes the graph’s scale and plots \( \text{cay} \) in isolation. While the large trends in \( c, a, \) and \( y \) are absent, \( \text{cay} \) is nevertheless very persistent, with three large low-frequency swings, each lasting approximately twenty years.

Table C1 presents standard autoregressive persistence statistics for each of the series plotted in figure C1. After eliminating a deterministic linear trend, \( c \) and \( y \) remain highly persistent, with 90 percent confidence intervals for the largest AR root that exceed unity. The series \( a \) is somewhat less persistent; its 90 percent largest-root confidence interval ranges from 0.89 to 1.01. Importantly, the largest AR root for \( \text{cay} \) also appears to be large: the median unbiased estimate is 1.01 and the 90 percent confidence interval ranges from 0.96 to 1.02.

Figures C3 and C4 use a less parametric approach to gauge the persistence in \( \text{cay} \). These figures are based on weighted averages that summarize low-frequency variability in a series. Specifically, figure C3 plots the “cosine transformations” of \( \text{cay} \)

\[
f_j = \sum_{t=1}^{T} \cos(j(t - 0.5)\pi T^{-1}) \text{cay}_t, \text{ for } j = 1, \ldots, 12.
\]
As discussed in Müller and Watson (2008), the set of averages \( \{ f_j \}_{j=1}^k \) capture the variability in \( cay \), for periods greater than \( 2T/k \), where \( T \) is the sample size. Thus, with \( T = 60 \) years in the Lettau-Ludvigson sample, the \( k = 12 \) points plotted in figure C3 summarize the variability in \( cay \) for periods greater than ten years.

**Table 1**

AR persistence statistics

\[
\begin{align*}
x_t &= \mu_t + u_t \\
\mu_t &= \beta_0 + \beta_1 t \\
\rho(L)u_t &= \varepsilon_t
\end{align*}
\]

<table>
<thead>
<tr>
<th>Series (x)</th>
<th>( \hat{\rho}^{OLS}(1) )</th>
<th>( \hat{\rho}^{MUB}(1) )</th>
<th>90% confidence interval for ( \rho(1) )</th>
<th>DF tstat</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>1.00</td>
<td>1.01</td>
<td>1.01 to 1.02</td>
<td>-0.10</td>
</tr>
<tr>
<td>a</td>
<td>0.94</td>
<td>0.94</td>
<td>0.89 to 1.01</td>
<td>-3.19</td>
</tr>
<tr>
<td>y</td>
<td>0.99</td>
<td>1.01</td>
<td>1.01 to 1.02</td>
<td>-0.77</td>
</tr>
<tr>
<td>cay</td>
<td>0.95</td>
<td>1.01</td>
<td>0.96 to 1.02</td>
<td>-1.79</td>
</tr>
</tbody>
</table>

**Notes:** \( \hat{\rho}^{OLS}(1) \) is the OLS estimate of the sum of the AR coefficients, \( \hat{\rho}^{MUB}(1) \) is the median unbiased estimate, and DF tstat is the Dickey-Fuller t-statistic. \( \hat{\rho}^{MUB}(1) \) and the 90 percent confidence interval are computed using Stock’s (1991) method. The results for \( cay \) do not account for sampling error in the estimated cointegrating coefficients.
The low-frequency cosine weighted averages \((f_j)\) of an \(I(0)\) process are approximately i.i.d. \(N(0, \sigma^2_{Lk})\) random variables, where \(\sigma^2_{Lk}\) is the long-run variance of the process. For a series that is more persistent than \(I(0)\), the \(f_j\) random variables are heteroskedastic with higher variance for smaller values of \(j\). (Smaller values of \(j\) correspond to lower frequencies, and more persistence translates into more low-frequency variability.) If \(c, a,\) and \(y\) were cointegrated, then the \(f_j\) values plotted in figure C3 should look like i.i.d. random variables. Instead, the figure indicates a much higher variance for \(f_j\) associated with low frequencies, so that \(cay\) is more persistent than an \(I(0)\) process.

Figure C4 uses a parameterization from a fractionally integrated model to formalize the persistence characterized by the heteroskedasticity in figure C3. Write \((1 - L)^d cay_i = u_i\), where \(u_i\) is an \(I(0)\) process. If \(cay\) is \(I(0)\) (i.e., if \(c, a,\) and \(y\) are cointegrated) then \(d = 0\), while if \(cay\) is \(I(1)\), then \(d = 1\). More generally, the fractional model allows for noninteger values of \(d\), where values of \(d > 0\) characterize processes that are more persistent than \(I(0)\). Figure C4 plots the log-likelihood values for \(d\) calculated using the \(f_j\) data, normalized so that the \(I(0)\) model has value of 0.

**Fig. C3.** Low-frequency weighted averages of \(cay\)
The log likelihood for \( d = 1 \) is five points larger than for \( d = 0 \). Thus, processes with persistence close to the \( I(1) \) model fit the \( cay \) data much better than the \( I(0) \) model.

Robustness of the SVAR Results to Cointegration

The structural VAR estimated by Lettau and Ludvigson has the form:

\[
\begin{bmatrix}
\Delta c_t \\
\Delta y_t \\
\Delta a_t
\end{bmatrix} = \mu + \begin{bmatrix}
\phi_{11} & \phi_{12} & \phi_{13} \\
\phi_{21} & \phi_{22} & \phi_{23} \\
\phi_{31} & \phi_{32} & \phi_{33}
\end{bmatrix} \begin{bmatrix}
\Delta c_{t-1} \\
\Delta y_{t-1} \\
\Delta a_{t-1}
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
\gamma_x
\end{bmatrix} cay_{t-1} + H \begin{bmatrix}
\eta_{1t}^p \\
\eta_{2t}^p \\
\eta_{1t}^T
\end{bmatrix},
\]

where \( H \) is lower triangular, \( \eta_{1t}^p \) is the first permanent structural shock (labeled the \textit{productivity shock} by Lettau and Ludvigson), \( \eta_{2t}^p \) is the second permanent shock (which they label as the \textit{factor shares shock}), and \( \eta_{1t}^T \) is the transitory shock (labeled as the \textit{risk aversion shock}). This formulation imposes two restrictions on the VECM: first, consistent with their
2004 specification, \(cay\) enters the VAR equation for \(\Delta a\), but not the equations for \(\Delta c\) or \(\Delta y\), and second, the lower triangular restriction on \(H\) means that the structural shocks are identified by a \(\Delta c \rightarrow \Delta y \rightarrow \Delta a\) Wold causal ordering.

To understand the role of cointegration for identifying the structural shocks, it is useful to rewrite (1) as

\[
\begin{bmatrix}
\Delta c_t \\
\Delta y_t \\
\Delta cay_t
\end{bmatrix} = \mu + \begin{bmatrix}
\phi_{11} & \phi_{12} & \phi_{13} \\
\phi_{21} & \phi_{22} & \phi_{23} \\
\phi_{31} & \phi_{32} & \phi_{33}
\end{bmatrix} \begin{bmatrix}
\Delta c_{t-1} \\
\Delta y_{t-1} \\
\Delta cay_{t-1}
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
\gamma_a
\end{bmatrix} + \tilde{H} \begin{bmatrix}
\eta_{1t}^p \\
\eta_{2t}^p \\
\eta_{3t}^T
\end{bmatrix}, \tag{2}
\]

where the \(\Delta c\) and \(\Delta y\) equations in (2) are identical those in (1), and the final equation in (2) replaces the equation for \(\Delta a\) in (1) with an equation for \(\Delta cay\). The equation for \(\Delta cay\) is a linear combination of the equations in [1], with coefficients given by the cointegrating coefficients.) The matrix \(\tilde{H}\) in (2) retains the same lower triangular form as \(H\) in (1).

In the VECM (2), \(\Delta cay\) follows an \(I(0)\) process (so that \(c, a,\) and \(y\) are cointegrated) when \(\gamma_a < 0\). In contrast, \(\Delta cay\) follows an \(I(1)\) process (so that \(c, a,\) and \(y\) are not cointegrated) when \(\gamma_a = 0\). The first two equations are unaltered by the cointegration restriction (whether \(\gamma_a = 0\) or \(\gamma_a < 0\)). Because the first two structural shocks, \(\eta_{1t}^p\) and \(\eta_{2t}^p\), are computed from the errors in the first two equations, they are unaltered by the cointegration restriction. Thus, Lettau and Ludvigson’s \(productivity\ shock\) and \(factor\ shares\ shock\) are invariant to the cointegration restriction. However, because the \(risk\ average\ shock, \eta_{3t}^T\), is computed from the third equation, it depends on the cointegration restriction.

When \(\gamma_a < 0, c,a,\) and \(y\) are cointegrated, \(\Delta cay\) is \(I(0)\), and \(\eta_{3t}^T\) is “transitory” in the sense that its effect of \(c_{t+h} a_{t+h} y_{t+h}\) decays exponentially as \(h\) grows large. In contrast, when \(\gamma_a = 0, c, a,\) and \(y\) are not cointegrated, \(\Delta cay\) is \(I(1)\), and \(\eta_{3t}^T\) is “permanent” in the sense that its effect \(c_{t+h} a_{t+h} y_{t+h}\) remains bounded away from zero as \(h\) grows large. The estimated value of \(\gamma_a\) is \(-0.059\), so that \(\eta_{3t}^T\) is transitory in the estimated model (see, e.g., Lettau and Ludvigson’s figure 4). Figure C5 contrasts the impulse responses of \(\eta_{3t}^T\) in the model with \(\gamma_a = 0\) with those in the estimated model from Lettau and Ludvigson. The impulse responses are similar over short horizons, say, two to three quarters, but are substantially different over longer horizons.

Because nearly all of the variability of \(c\) and \(y\) (see Lettau and Ludvigson’s figure 4) is explained by \(\eta_{1t}^p\) and \(\eta_{2t}^p\), the identification of \(\eta_{3t}^T\) has little effect on the paper’s conclusions about \(c\) and \(y\). In contrast, much
Fig. C5. Impulse responses for $\eta_{t}$ (“risk aversion” shock): $(0)$ is solid, $(1)$ is dashed.
of the variation in $a$ is explained by $\eta^T_{lt}$, so that some of the paper’s conclusions about $a$ depend importantly on the cointegration restriction. In particular, the low-frequency characteristics of $a$ depend on the cointegration restriction. I provide two examples. 

Figure C6 plots the Beveridge-Nelson (1981) transitory component of asset values: $a_t - \tau_t$, where $\tau_t = \lim_{k \to \infty} E_t(a_{t+k} - k\mu_a)$ and $\mu_a$ is the mean of $\Delta a$ for the estimated cointegrated model. Two plots are shown: the solid curve is for the VECM model estimated by Lettau and Ludvigson, and the dashed curve is for the non-cointegrated model (i.e., the estimated model imposing $\gamma_a = 0$).

Because much of the variability in $a$ is explained by $\eta^T_{lt}$, whether this shock is transitory (so that it is absent from $\tau$) as in the VECM model, or permanent (so that it is included in $\tau$) as in the non-cointegrated model, has an important effect on the estimated transitory component of asset values. In turn, this has an important effect on forecasts of future values of asset values.

If much of the variance of $a$ arises from $\eta^T_{lt}$, and $\eta^T_{lt}$ is transitory, then there will be large predictable “mean reversion” in $a$. (Where by “mean
reversion” I mean reversion to the stochastic trend components in \(c\) and \(y\).) By contrast, if \(\eta_{it}\) is permanent, there will be far less predictability in \(a\).

To see the relationship between predictability in \(a\) and in \(cay\), note that \(cay_t = c_t - \beta_a a_t - \beta_y y_t\), so that \(a_t = -\beta_c^{-1}cay_t + \beta_a^{-1}(\beta_y y_t - c_t)\). Because there is relatively little forecastable variation in \(y\) and \(c\), essentially all of the forecastability of \(a_t\) arises from \(cay_t\). Figure C7 plots \(-\beta_c^{-1}cay_t\) (the “\(cay\)” component of asset values) over the 1947 to 2012 sample period along with its forecast values through 2030. Two forecast paths are plotted: the first is the path implied by Lettau and Ludvigson’s estimated VECM and the second is for the estimated non-cointegrated model. In the cointegrated model, \(cay\) is \(I(0)\), so that its large 2012 value is predicted to disappear over the 2012 to 2030 period, yielding fall in asset values of approximately 20 percent. In contrast, under the \(I(1)\) model, there is little predictable variation in \(cay\) and therefore little forecastable change in the \(cay\) component of asset values.

Of course, both the \(I(1)\) and \(I(0)\) models are constrained models of persistence. Even limiting attention to the \(I(d)\) model discussed earlier,
figure C4 suggests that there are many values of \( d \) beyond those implied by the \( I(0) \) and \( I(1) \) models that may characterize the data. In terms of figure C6, these lead to a wide range of forecast paths for future values of the \( cay \) component of \( a \). Figure C7 summarizes the uncertainty about future values of this component by plotting 90 percent prediction sets for average returns: 

\[
\tilde{r}_{t:t+h} = -\beta_a^{-1}r^3(cay_{t+h} - cay_t).
\]

These prediction intervals are constructed so that they contain the realized value of \( \tilde{r}_{t:t+h} \) with 90 percent probability. The dashed lines show the prediction set for the cointegrated model (so that \( cay_t \) is \( I(0) \)) using the estimated parameters from the Lettau and Ludvigson VECM model. Under this model, the large value of \( cay \) in 2012:Q4 (the end of the sample) is largely the result of transitory shocks, so that \( cay \) is predicted to decline with high probability over the forecast period. Returns are therefore forecast to be large and negative with high probability. Thus, the 90 percent prediction set for average returns from 2012 to 2020 ranges from roughly \(-3\) percent to \(-2\) percent, and the 90 percent prediction set for average returns from 2012 to 2030 ranges from \(-1.2\) percent to \(-0.8\) percent. Evidently, if asset values follow the VECM model estimated by Lettau and Ludvigson, then with very high probability returns will average roughly 1 percent over the next two decades.

Figure C8 also shows an alternative 90 percent prediction set that is much wider. This prediction is constructed using methods outlined in Müller and Watson (2013) that incorporate uncertainty about the stochastic process for \( cay \). Because, for example from figure C4, \( cay \) may be more persistent than an \( I(0) \) process, the prediction is much wider. This 90 percent prediction set suggests that average returns are far less forecastable and far less certain: the 90 percent prediction set ranges from roughly \(-2\) percent to \(+3.5\) percent over the prediction period.

**Summary**

Lettau and Ludvigson’s paper both updates their important 2004 study and provides an interpretation for the shocks in their VECM. The data extended through 2012:Q3 suggest more persistence in \( cay \) than was evident in the earlier data, and this calls into question the cointegration restriction in their estimated VECM. That said, many of Lettau and Ludvigson’s conclusions—those related to what they call *productivity* and *factor share* shocks—are robust to non-cointegration.
Fig. C8. 90 percent predictions sets for average returns from 2012:Q3 to $T + h - (l(0)$ model is dashed. General persistence model is solid.)
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1. Lettau and Ludvigson provide some discussion of this in section V of the current paper. Out-of-sample fragility of cointegrating relations is not unique to Lettau and Ludvigson (2004). Other examples that come to mind are the “great ratios” in Klein and Kosobud (1961), the balanced growth and other relations investigated in King et al. (1991), and the money demand relations investigated in Stock and Watson (1993).

2. The calculations for $cay$ do not account for sampling error in the estimated cointegrating coefficients, which impart spurious mean reversion into the series. For example, the 5 percent one-sided critical value for the Dickey-Fuller $t$-statistic falls from $-3.41$ to $-3.80$ when sampling error is taken into account. (See Stock and Watson 2011, chapter 16.)

3. The estimated value of $\gamma$, is $-0.059$, with an estimated standard error of 0.026. Because of persistence in $cay$, the usual $t$-statistic will not have an approximate normal distribution and reliable inference about the true value of $\gamma$ requires nonstandard methods familiar from the literature on unit roots and near unit roots.

4. This is the “MN” frequentist set for the “abid” model described in Müller and Watson (2013). They describe the Bayes set, which coincides the Bayes prediction set computed for the low-frequency $l(d)$ model with uniform prior to $d$ in ($-4$ to $1.4$). See Pástor and Stambaugh (2012) for related calculations about long-run returns using parametric Bayes methods.
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