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3.1 Introduction

Since the late 1970s, two features have distinguished the US Consumer Expenditure (CE) Survey from any other American household survey: its goal is to obtain comprehensive spending data (that is, not just in a few spending categories and not just over a brief time interval), and it has a panel structure. It reinterviews households, which enables measurements of how a given household’s spending changes over time.

These two features give the survey great value. This is why, in addition to satisfying the core mission of measuring the spending basket needed to construct the Consumer Price Index (CPI), the CE data are widely used by federal agencies and policymakers examining the impact of policy changes, and by businesses and academic researchers studying consumers’ spending and saving behavior. These uses are rightly emphasized by the BLS, for example, in the quote that begins this chapter.

It could be argued that the non-CPI-related uses of the survey are becoming more important than its core use in constructing the CPI. After all, spending weights can be constructed from aggregate data without a household...
survey; many countries use such price indexes (often in the form of a “personal consumption expenditures [PCE] deflator”) as their principal (or their only) measure of consumer inflation.¹ Macroeconomic analysis in the United States has moved increasingly toward use of the PCE deflator instead of the CPI.²

But national-accounts-based spending weights do not provide any information about how expenditure patterns vary across households with different characteristics (e.g., elderly versus working age, or employed versus unemployed, or any of the myriad other subpopulations whose expenditure patterns might be important to measure). The BLS CE survey home page rightly emphasizes this point: “The CE is important because it is the only federal survey to provide information on the complete range of consumers’ expenditures and incomes, as well as the characteristics of those consumers.”³ Furthermore, without expenditure data it is impossible to measure the different rates of inflation experienced by different kinds of households. These purposes provide a compelling case for continued collection of comprehensive spending data at the level of individual households.

The importance of maintaining the second of the CE’s two unique features—the panel aspect of the survey—is less obvious. Our purpose is to articulate and explore the reasons that the panel aspect of the data is extremely valuable. We argue that panel data contribute greatly to the central mission of the CE survey, construction of the CPI (both the aggregate CPI and the relevant indexes for subgroups), as well as to its other missions, such as helping researchers and policymakers understand the spending and saving decisions of American households.

A panel survey is arguably more expensive and more difficult to conduct than a cross-sectional survey would be,⁴ and any redesign of the CE survey must consider costs as well as benefits. We do not have the expertise to estimate the costs of preserving the panel dimension of the survey, so our goal is simply to ensure that the significant benefits of true panel data on comprehensive spending are clearly recognized. Specifically, we focus on the following benefits and their implications for CE redesign. Collection of panel data:

1. See chapter 2 (Blair) in this volume for a detailed comparison of the US CPI and the PCE deflator.
2. The most recent sign of such a trend is a decision by the Federal Reserve to begin publishing forecasts of consumer inflation as measured by the PCE deflator rather than CPI inflation. A 2010 speech by Federal Reserve Bank of Philadelphia president Charles Plosser argued that the PCE deflator is a more accurate measure of inflation than the CPI because the CE survey overweights housing compared to the “correct” weights.
4. It is inarguable that contacting the same households twice is more expensive than contacting them once. However, a proper measure of survey cost is “dollars spent to obtain data of a given informativeness” and if the data-quality benefits of panel measurement methods outweigh the calling-multiple-times costs, a panel survey might have a lower cost in dollars-per-unit-of-data-quality.
1. Improves measurement of expenditure data, feeding into the core mission of the CE survey.
2. Increases the range and quality of group-specific price indexes that can be constructed.
3. Permits reasonably reliable measurement of consumption inequality and relative standards of living.
4. Expands the range and improves the power of analyses of household spending.
5. Allows the measurement of dynamic responses like the propensities to consume that are crucial to the analysis of many economic events and policies.

The rest of the chapter considers each of these benefits in turn. Where we discuss the extant CE survey we focus on the interview survey rather than its (also useful) diary complement. (For reasons that will become clear below, our view is that it is impossible for a diary survey to form the basis for a meaningful panel.)

### 3.2 How Panel Data Aids Measurement

This section discusses first how, in a redesigned CE survey, repeated interviews can increase the accuracy of any given measure of spending in a period and thus may improve the quality of the comprehensive spending data that virtually every use of the CE survey relies upon, directly or indirectly. Second, this section shows that, because spending has volatile transitory components, understanding the evolution of inequality in true standards of living, or constructing price indexes for households with different patterns of expenditure, requires measurement of spending not just at a point in time, but over a substantial interval of time. Such long-term spending information is best measured by repeated interviews (or by a time-series of administrative data), in part because recall is imperfect.

#### 3.2.1 How Panel Data Affects Accuracy of Expenditure Measurement

Measurement error in the CE threatens all of its missions, and measurement error seems to be increasing. The fact that households are interviewed several times in the collection of panel data offers the potential to reduce the mismeasurement of expenditures for those households who participate in multiple interviews (*nonsampling error*), but it is possible that the added burden of a panel survey increases another kind of error, the *sampling error*, that arises when the participants in a survey differ in systematic but unobservable ways from the population.\(^5\) We discuss these in turn.\(^6\)

\(^5\) The two types of mismeasurement are not completely separate: some households, rather than being nonparticipants, are instead reluctant participants who report expenditures poorly.

\(^6\) See the outline and citations in Safir (2011).
Nonsampling Error is Likely Reduced

Research by BLS staff and others has demonstrated that the expenditure data that are recorded in the survey for a particular household may be inaccurate for a host of reasons, including problems of respondent misinterpretation of the survey questions, incorrect recall, deliberate misrepresentation (for example, about purchases of alcohol or illegal drugs), or as a result of data processing errors due to mistakes in collecting, recording, or coding expenditure information. For all of these categories of error, the benefit of repeated measurement of expenditures is potentially large.

The first benefit of true panel data is that familiarity breeds accuracy. As households are reinterviewed, respondents become familiar with the process and so the quality of the responses is likely to rise. Having gone through at least one expenditure interview, the household can better keep information on hand to improve the accuracy and efficiency/speed of responses. Households may also mentally note purchases during a subsequent recall period that might previously have been forgotten. (Chapter 13 in this volume, by Hurd and Rohwedder, provides evidence supportive of these hypotheses; in the survey literature, these kinds of effects are called “panel conditioning.” See Shields and To [2005] for a discussion of some of the less favorable effects of such conditioning.)

It is possible that some of the gains from repeat interviews may be captured by an initial contact interview, as the current CE structure provides. In a household’s contact interview, the CE survey procedures are explained to household members and information is collected so that the household can be assigned a population weight. The preparation includes suggestions on record keeping, such as keeping receipts and bills (e.g., utility bills), so that they can be consulted in the subsequent interviews. While surely helpful, such a preview of the survey procedures is unlikely to foster the degree of understanding that is gained by actually participating in the survey.

A second benefit of repeated interviews is that the survey taker has the ability to look for and double-check reporting errors or omissions and so can correct potential mismeasurement. The current computer program that Census Bureau surveyors use during interviews in the field is programmed with various procedures to double-check suspicious entries. The introduction of computer-assisted personal interviews in 2003 may have improved the quality of the CE data.

8. See http://www.bls.gov/opub/hom/pdf/homch16.pdf for a description of the changes associated with the introduction of CAPI interviewing. Cho and Pickering (2006) analyze whether CAPI interviewing improved data quality. First, the amount of spending in (ex ante thought to be) underreported categories rises with CAPI and the amount of spending in (ex ante thought to be) overreported categories falls, although the net effect is an overall fall. At the same time, CAPI increases the number of items reported—higher counts (but not higher expenditures). Finally, there are more high-spending levels for households.
With reinterview panel data, this benefit can be maintained by the new, improved version of the CE. A respondent who previously reported an expenditure on any category of regular spending, such as on mobile telephone service, cable television, mortgage payments, and so forth can be prompted for these categories because the software can add additional prompts based on the reports from the previous interview. Not only can this assist in identifying omitted categories, but it can be used to improve amounts. A household who is guessing about past spending on cell phones, for example, could be prompted with their previous report, or prompted conditional on their previous report having been based on consulting a specific bill.

Repeat interviewing also allows the correction of past responses based on more accurate information in a subsequent interview. For example, respondents who had a water bill to consult when responding in one interview could be asked whether, based on the history on their bill, their previous response was accurate. Or, a respondent who realizes that he is making a wild guess about spending in a particular category in a given interview might pay more attention to spending in that category as subsequent bills arrive, thus leading to a better estimate of spending in subsequent interviews.

Finally, evidence from the survey research literature suggests that memorable events tend to be subject to the “telescoping” problem: they may be remembered as being nearer in time than they actually are (Neter and Waksberg 1964). Thus, a purely cross-sectional CE might overstate spending on automobiles (for example) if respondents tended to remember automobile purchases well but tended to think that they were more recent than they actually were. Here, the benefit of repeated interviews is the ability to check responses against reports from the previous interview to correctly measure the spending during the actual period covered by the interview. For example, the surveyor could remind the household that in their prior interview (say, three months ago) they reported a car purchase and check whether a claim that they had purchased a new vehicle in the last three months really constituted the second purchase of a new vehicle in such a short time.9

In sum, when households participate in repeated interviews the accuracy of their responses is likely to improve measurement quality through respondent familiarity, through comparison of responses across interviews, and through checking for errors in temporal recall. These benefits are more likely to be reaped when the interviews are closer together in time.

9. The panel structure of the current CE was, in part, designed specifically to address this problem: the first interview is intended to bound the recall period for the second interview, and the data from the first interview is not used because of concerns about telescoping effects. One might argue that the telescoping problem could be addressed in a two-interview survey where the data from the first interview were discarded, but discarding half of the data collected might not be an efficient use of time and money.
Table 3.1  Participation rates for 2008 CE households

<table>
<thead>
<tr>
<th>Number of completed expenditure interviews</th>
<th>Number of consumer units</th>
<th>Percent</th>
<th>Percent of those with at least one interview</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3,408</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1,072</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>886</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>1,089</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>4,957</td>
<td>43</td>
<td>62</td>
</tr>
<tr>
<td>Total</td>
<td>11,412</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: Calculations by Bureau of Labor Statistics performed for the authors.

Sampling Error Might Rise

One widely acknowledged cost of repeated interviews is an increase in survey fatigue, which leads some households to drop out of the survey without completing all interviews.\(^{10}\) Table 3.1 provides some statistics on the participation patterns for the 2008 survey (kindly provided to us by the BLS).\(^{11}\) The table indicates that while about 70 percent of households agreed to the first interview (the first row says 30 percent completed zero interviews), only 43 percent completed all four interviews (last row). This compares with a corresponding full-interview-completion rate of 56.5 percent as recently as the late 1990s reported in Reyes-Morales (2003, 27), who finds that households “who completed all four interviews are larger and older and are more likely to be homeowners and married couples than are [those] who responded only intermittently.”

These results suggest the potential for significant bias due to nonparticipation that is correlated with expenditure choices. If the households who complete all four interviews differ from those who complete only some, there can be little doubt that the households who refuse to be interviewed at all (the 30 percent in the first row) differ systematically from those who complete at least one interview.\(^{12}\)

It seems likely that the panel nature of the survey (specifically, the burden associated with reinterviews) increases the degree of sampling mismeasurement

---

10. There is also evidence that households increasingly respond “no” to lead-in questions (“Have you made any expenditures in [category x]?”) even when they have done spending in that broad category (Shields and To 2005), because a “no” response reduces the time they must spend in the interview. We discuss this type of measurement error below.

11. The BLS statistician looked at all addresses that entered the sample in 2008. That is, she looked at all addresses whose first or “bounding” interview was scheduled for 2008. Then she excluded the “type C” addresses (the nonresidential or “bogus” addresses) and got the numbers above for the consumer units at the remaining addresses. Some consumer units moved away and others moved in during the period. Table 3.1 includes the consumer units that were originally there and moved away, but not the ones that moved in later (their replacements). (Personal communication to Christopher Carroll on February 22, 2012.)

12. For further evidence on the characteristics of nonresponders, see Reyes-Morales (2005).
by introducing stronger selection effects than those that would exist for a single cross-sectional survey. To some extent this can be rectified in the construction of appropriate sample weights (for example, by reweighting the households who participate in multiple interviews so that the weighted sample’s characteristics match the characteristics of households who complete only a single interview). But to the extent that nonparticipation is both correlated with the expenditure of interest and not perfectly correlated with the observed household characteristics, the measurement of expenditures will be biased even after reweighting.

It is not clear, however, that the set of households who participate in the first interview are meaningfully different from those who would participate in a purely cross-sectional survey. Indeed, until the second interview is conducted, the CE survey is a cross-sectional survey. The size of the bias introduced as a result of reinterview-induced attrition might therefore be estimated by comparison of results obtained from a sample that includes only the first interview to results obtained from the complete CE data set. If results are not markedly different, it may be that the reinterview-induced bias is not very large in its practical implications.

3.2.2 How Panel Data Improves Measurement of Standard of Living (and Associated Price Indexes)

The case for measuring well-being using consumption rather than income goes back at least to Friedman (1957), whose famous “permanent income hypothesis” argued that income incorporates both permanent and transitory components, but that households choose their normal level of spending based principally on income’s permanent component. Friedman illustrated his argument by observing that households who are paid once a month do not concentrate all their spending on payday; rather, they choose a level of regular monthly expenditure (including mortgage payments, utility bills, etc.) that on average matches the regular flow of income that they expect to receive. He then extended this point to annual data. According to Friedman, households who experience transitory shocks to income in a given year will keep their expenditures close to the level of income expected in a “typical” year, smoothing through any temporary shocks to income.

Nevertheless, most work on economic inequality has focused on measuring disparities in household income, not consumption. This is

13. Excepting the initial contact interview in which the expenditure part of the survey is not asked.
14. Because permanent income was not directly measurable, Friedman anticipated that researchers would challenge him to propose a measurable proxy for permanent income. One of his proposals for such a measure was average household income over a three-year period. Friedman was explicit in rejecting the idea that permanent income should be defined as “lifetime” income, as Modigliani and Brumberg (1954) had proposed; this seems to be because he had the (correct) intuition that liquidity constraints and uncertainty could prevent distant future income from influencing current choices (Carroll 2001).
15. See, for example, Piketty and Saez (2003). This is a principal reason that the formal list of the CE’s missions has recently been expanded to include the measurement of poverty.
likely because the CE data are not as well measured as the available income data.\footnote{See Aguiar and Bils (2011) for recent evidence of important systematic biases in the CE data, and Attanasio, Battistin, and Ichimura (2004) for some earlier evidence; see Meyer and Sullivan (2009) for comparisons of poverty as measured by income and consumption sources. Meyer and Sullivan (2009) have argued in a number of papers, however, that at the bottom of the distribution consumption is likely better measured than income, which may come from informal or irregular sources that are not well captured by the usual survey methods such as the use of income tax returns.}

What would be required for a redesigned CE to contribute significantly to the measurement of inequality? Two features stand out: comprehensive measures of spending, and measures that cover sufficiently long time periods without requiring recall over extended periods—that is, something like the panel structure of the current CE interview survey.

As Friedman noted, an important part of spending is on durable goods like cars, televisions, suits, and the like, which provide “consumption services” over a period far longer than the annual frequency of the budget survey. The theoretically correct measure of “consumption” would spread out the expenditures on such goods over the time span over which they provide value, rather than recording the entire expenditure as consumption on the date of purchase.

Friedman also emphasized the point that spending on nondurable goods and services may contain nonrepeating or transitory elements that do not reflect the household’s perception of its permanent income. For example, emergency vehicle repairs induced by an auto accident should not be confused with permanent elements of consumption.\footnote{Further complications arise from items that may not be classified as durable but that nevertheless are purchased only occasionally because they provide “memories” or other benefits that last a long time; the most compelling example here is holiday travel expenses, but to some extent this category could include spending on entertainment like tickets for plays, sports events, and museums.}

Friedman’s insightful original discussion of these points provides some enduring guidance about the appropriate goals of a redesigned CE survey. For example, it clarifies why spending data that cover a narrow slice of time (like a month or less) may provide a poor picture of both households’ true spending patterns across categories of goods and their long-term well-being. In only a short period, a household’s spending, even on highly nondurable goods like food, may be seriously distorted by economically meaningless variations like a long holiday or failure to visit the grocery store during one of the four weeks in the month.\footnote{This point goes to the heart of the debate about the meaning of the conflict between the much larger increases in consumption inequality measured in the CE’s diary survey (which covers a two-week period) versus the interview survey (which covers a three-month period). One interpretation of the discrepancy is that with the spread of “big box” retailers, households may be making fewer trips to the store but buying more when they do go. It is possible that over some appropriately extended period (like a year) they buy precisely the same amount as before the advent of the big box stores, but the shift to more diary-survey periods with zero expenditures and fewer with larger expenditures would look like an increase in inequality. See Attanasio, Battistin, and Ichimura (2004) for a discussion.}

Over how long a period should spending be measured?
It seems plausible to propose that three months’ worth of spending data would provide a reasonable measure of a household’s usual spending on most nondurable goods, including food. For example, using UK scanner data, Leicester (chapter 16, this volume) shows that over a four-week period about 8 percent of households recorded no spending on sugars or confectionary, but over a twelve-week period only about 1 percent reported no spending in these categories. More broadly, he calculates the distribution across households of budget shares on various categories of commodities purchased at grocery stores when the data are aggregated at frequencies ranging from two weeks to a full year. For these highly nondurable goods, the distribution of budget shares for the three-month time interval are not sharply different from those for the yearly time interval, while the distribution of budget shares at the monthly frequency is markedly different. This evidence strongly supports the proposition that a month is not a long enough time interval to reliably measure a household’s usual spending behavior.

For more durable goods, Leicester’s (chapter 16, this volume) data show that expenditure patterns over even a three-month interval differ markedly from those over a full year. This is perhaps not surprising, since many kinds of spending—holiday travel, school expenses, clothing—vary systematically across households and are highly seasonal, or have a once-a-year character. (This is called the “infrequency of purchase” problem in the survey literature.) While these points suggest that longer interview time frames might provide better measurement, such a conclusion might not be correct because longer periods might introduce other measurement problems. If respondents had perfect memories, an annual accounting could be accomplished in a single interview, but experience has shown that there are enormous measurement problems associated with long recall periods—forgotten expenditures, misremembered timing of purchases, and problems due to the burden of the length of interview required for such an long recall period.

With cross-sectional surveys there is always a trade-off in the recall period. Longer recall periods have greater recall problems (forgetting, telescoping, and so on), but shorter periods have more problems because of infrequency of purchase. A panel survey with repeated interviews dodges this tradeoff: several interviews over which fluctuations in purchases can be averaged are likely to provide a much better measure of a household’s typical budget constraint and standard of living than can be obtained from a single interview.

Credible measurements of permanent expenditures are especially important for the CE’s mission of permitting the construction of group-specific price indexes, which are a major advantage of a CE-based CPI over an inflation index constructed from aggregate spending weights.19 As an important example, an

19. Or, to put the point in reverse, if the CE survey does not provide a credible measure of permanent consumption expenditure patterns by household type and expenditure category, then it cannot be used to construct a credible measure of the group-specific CPIs, and its advantage over PCE deflators disappears.
expenditure survey that accurately measures permanent consumption can be used to measure price indexes for households at different levels of standards of living. Broda and Romalis (2009), for example, show that high- and low-expenditure households have experienced substantially different changes in the prices of the baskets of the goods that they consume, so that the inequality in the nominal expenditure levels of these different groups of households overstates the increase in inequality in real expenditure between groups.

The mandate to improve the usefulness of the CE for measuring poverty provides another important reason for collecting panel data (as “poverty” defined by expenditure ought to be based on permanent expenditure patterns). When short time intervals are employed, infrequency of expenditure generates spurious dispersion that does not correspond to meaningful variation in standards of living.

A final related point is that the collection of panel data could prove to be important for the CE’s ability to meet future needs that are not currently anticipated. A plausible example of such a use might be the construction of a price index for people with “high medical expenses.” If only cross-sectional data were available, the price index would inevitably be biased (lumping together, say, people with temporarily high expenses because of an auto accident, with people with permanently high expenses because of a chronic condition). It would be impossible to construct a credible price index for such a group without panel data.

3.3 How Panel Data Aids Research

The mission of the Consumer Expenditure Survey program (CE) is to collect, produce, and disseminate information that presents a statistical picture of consumer spending for the Consumer Price Index, government agencies, and private data users. The mission encompasses analyzing CE data to produce socioeconomic studies of consumer spending. (Horrigan 2011, 2)

In this section, we more formally lay out some of the advantages of panel data for the research mission of the CE survey: to support government agencies and private users in their study of consumer spending. Studies using the CE data have long been an important source of information for academic and government economists concerned with improving our understanding of national saving, consumption demand, and a variety of policies that operate at least in part through consumer spending and saving. Most of the policies one might consider, theories that one might like to evaluate, or behavioral responses that one might like to measure are dynamic, meaning that they relate to changing consumption and saving behavior. This focus comes partly from the core economic theory of the consumer, in which spending levels are based on forward-looking behavior, so that identification of the impact of economic events or policies on spending cannot in general be measured
from cross-sectional spending patterns, but only from changes in spending. But the focus also comes partly from the important questions for which expenditure measurement is crucial, which are often about dynamic issues such as price elasticities, national saving, and responses to policies. While some information can be extracted from changes in the cross-sectional distribution (see, for example, Blundell, Pistaferri, and Preston [2008]), this section lays out the advantages of true panel data.\(^{20}\)

An alternative to true panel data is synthetic panel data. Such data can be useful for some purposes, but the section following this one lays out some of the limitations of synthetic panel data.

### 3.3.1 General Framework for Studying Expenditures

Consider the following general framework for studying the causal impact of some observed variable \(X_{h,t}\) for household \(h\) and time \(t\) on the expenditure of that household \(c_{h,t}\).

\[
\begin{align*}
    c_{h,t} &= \beta_0 + \beta_1 X_{h,t} + \varepsilon_{h,t} \\
    \varepsilon_{h,t} &= \alpha_h + \tau_t + \gamma_{h,t},
\end{align*}
\]

which is a specialization of the more comprehensive framework in Deaton (2000b).

In this statistical model, we assume additivity of the unobserved determinants of spending, denoted \(\varepsilon_{h,t}\), and assume that the causal effect, given by \(\beta_1\), is linear and homogeneous across households and time. Neither assumption is central to the issues we discuss, but both make our points easier to elucidate. Notably, we assume that there is a permanent household-specific component of \(\varepsilon_{h,t}\), denoted \(\alpha_h\), and potentially a time-specific component common across households, denoted \(\tau_t\).\(^{21}\)

The analysis of this equation could proceed, given certain strong assumptions, using cross-sectional data alone.

As an alternative, one could, given repeated observations on spending of the same households over time, first-difference equation (1) and analyze the change in spending over time:

\[
\begin{align*}
    \Delta c_{h,t} &= \beta_1 \Delta X_{h,t} + \nu_{h,t} \\
    \nu_{h,t} &= \Delta \tau_t + \Delta \gamma_{h,t}.
\end{align*}
\]

20. See also the more detailed discussion in Deaton (2000a) of applications to development economics.

21. In exercises of this kind, the proportion of household-level consumption expenditures that can be explained by observable variables like the household’s demographic characteristics and other standard \(X_{h,t}\) variables is modest—the \(R^2\) in regressions of the form of equation (1) is typically far below 0.5, indicating that households’ choices are determined much less by observable than by unobservable characteristics (a leading candidate for such an unobservable characteristic is, of course, permanent income).
Notice that the individual effect ($\alpha$) drops out. The advantages of this equation then stem, first, from the ability to estimate the causal effect $\beta_1$ consistently when there is possible correlation between $\alpha_h$ and $X_{ht}$ in the cross sectional, and, second, from increased power in the first-difference estimation because the variation in $\alpha_h$ generally weakens estimation of the relationship of interest.

An important caveat is that equation (2) will be biased if $\Delta X_{ht}$ is measured with error. We discuss the implications of such measurement error below, which has varying plausibility for different $X$ variables. But for clarity of exposition we begin with the assumption that $X$ has no measurement error.

3.3.2 Advantage: Consistent Estimation

In many applications, it is unreasonable to expect that persistent, unmodeled differences in household expenditure levels are uncorrelated with the variation in $X_{ht}$ across households. If $E[\alpha|X] \neq 0$, then cross-sectional estimation of $\beta_1$ is inconsistent. Using data on expectations of income and other financial conditions, and subsequent data on realizations of these variables to explicitly measure alpha, Souleles finds that forecast errors are correlated with consumers’ demographic characteristics (Souleles 2004). As an example, consider a study of how tax rates are related to expenditures. In a cross section of households, wealthier households will tend to have higher levels of expenditure and higher tax rates, so the relationship uncovered by estimation of equation (1) would be that households with higher tax rates would tend to have higher expenditures, $\beta_1 > 0$. Obviously, it would be a mistake to conclude from this that raising tax rates would raise household expenditures.

One solution would be to try to include measures of permanent income and wealth on the right-hand side of equation (1) to “control for” differences in household-specific spending levels not driven by tax rates. While this might seem straightforward, in order to eliminate the bias, the measure of permanent income used must capture all the variation in permanent income. Thus, as already discussed, one needs not just to capture variation in current income and wealth, but enough variables to capture completely any differences in household-specific variation in anticipated future income that might be correlated with tax rates. This is surely impossible (although absorbing most of the variation would eliminate most of the bias).

A common, and better, solution is to focus on the sort of variation that identifies what is probably the effect of interest: how a change in taxes changes the expenditures of households on average. To do this, one can measure the average relationship between the change in expenditures and the change in tax rates over time, as in equation (2). This relationship removes the household-level effect, $\alpha$, which is the problematic term causing the inconsistency in equation (1). (Of course, one also might expect the true effect $\beta_1$ to differ with household characteristics. But allowing for different effects in different subpopulations is straightforward using equation [2].)
Formally, when $E[\alpha|X] \neq 0$ estimates of $\beta_1$ using equation (1) are biased. One can still estimate $\beta_1$ consistently if in addition to $X$ one includes a vector of $Z_h$ of persistent household-level characteristics that completely capture all variation in $\alpha$ and is orthogonal to $u$, $E[\varepsilon|X, Z] = 0$. But even this approach is still likely to be less efficient than panel data estimation (as we show below).

Our example may seem special because it focuses on the change in spending over time, rather than the level. But most questions of either academic or policy interest are of the form: “How does some change in the environment change spending?” A topical example important to the macroeconomic outlook as this chapter is being written is the effect of changes in housing prices on spending (the “housing wealth effect”). Cross-sectional data would undoubtedly show that people with greater housing wealth have greater consumption expenditures, controlling for any and all other observable characteristics, but a substantial part of this relationship would surely reflect the fact that people with higher unobserved permanent income have both higher spending and higher wealth. The causal effect of house price shocks on spending would remain unknowable. Similarly, the effects on household spending of policy interventions designed to induce mortgage refinancing cannot be plausibly estimated with cross-sectional data, for the same reasons. These examples are the norm, not the exception. Indeed, few variables spring to mind that would be directly related to household consumption expenditures but would not also be systematically related to the unobservable determinants of consumption like permanent income.

But a solution comes from the permanent income theory of consumption. The theory implies that for an optimizing consumer the path of spending will satisfy an equation like:

$$c_{h,t+1} = c_{h,t}^* + \theta \Delta p_{t+1} + \nu_{h,t}$$

or

$$\Delta c_{h,t+1} = \theta \Delta p_{t+1} + \nu_{h,t}$$

where, for example, $\Delta p_{t+1}$ might represent the change in the real price of goods between two periods; that is, the real interest rate between these periods. This is the famous “random walk” proposition of Hall (1978). In this analysis, the key question of interest is the coefficient $\theta$, which reveals the effect of the interest rate (say) on consumption growth. More sophisticated versions of the theory allow roles for uncertainty, liquidity constraints, and other variables, but still tend to assign a central role to the change in consumption as a measure of the change in circumstances. According to these theories, the change in spending is the most fundamental appropriate object of analysis. This key point explains the exalted role that panel data (even when it comes in highly problematic forms like “usual” household food expenditures) has played in the academic and policy literatures.
3.3.3 Advantage: Improved Power

The previous section shows the benefits of panel data when $E[\varepsilon|X] \neq 0$. A next question is whether panel data is important even when $E[\varepsilon|X] = 0$. For the reasons sketched out above, this is typically an implausible assumption, but we maintain it throughout this subsection to illustrate that there can be important improvements in the precision of estimation from using true panel data rather than cross-sectional data in this case. These advantages arise from the ability to eliminate the variation stemming from $\alpha$ across households. (For a comprehensively useful treatment of the issues discussed below and many related ones, see Deaton [2000b]; for a more general-purpose treatment, see Johnson and DiNardo [2000]; and for a clear discussion of panel identification issues, see Moffitt [1993]).

To make this point as concretely as possible, consider cross-sectional (CS) estimation of the effect of interest, denoted $\beta_{CS}$, with sample size $N$, and first-difference (FD) estimation on true panel data, denoted $\beta_{FD}$, also with sample size $N$ (for example, two cross sections on the same $N/2$ households).

If $E[\varepsilon|X] = 0$ (and our other assumptions hold), both estimators are unbiased. But the asymptotic approximation to the statistical uncertainty is smaller for the estimator of $\beta_{1}$ using equation (2) and true panel data than for the estimator of $\beta_{1}$ using equation (1) and cross-sectional data if $\text{var}(\hat{\beta}_{FD}) < \text{var}(\hat{\beta}_{CS})$. Assuming (for the moment) that $\alpha_h$ and $u_{h,t}$ are independent and identically distributed across $h$ in each sample, the asymptotic approximations to these variances are:

\begin{align*}
\text{var}(\hat{\beta}_{CS}) &= \frac{1}{N} \frac{\sigma_a^2 + \sigma_\varepsilon^2}{\text{var}(X_{h,t})} \\
\text{var}(\hat{\beta}_{FD}) &= \frac{1}{N} \frac{\sigma_\varepsilon^2}{\text{var}(\Delta X_{h,t})}.
\end{align*}

To further interpret these equations, assume temporarily that $X$ and $\varepsilon$ are independent and identically distributed over time so that $\sigma_\varepsilon^2 = 2\sigma_\alpha^2$ and $\text{var}(\Delta X_{h,t}) = 2\text{var}(X_{h,t})$. Under these (admittedly extreme) assumptions, the panel-data first-difference estimator is more efficient than the cross-sectional data levels estimator if

\[\frac{1}{N} \frac{\sigma_\varepsilon^2}{\text{var}(\Delta X_{h,t})} < \frac{1}{N} \frac{\sigma_a^2 + \sigma_\varepsilon^2}{\text{var}(X_{h,t})}.
\]

22. The points we make below are well known to microeconometricians; the purpose of our exposition is to clarify and sharpen the argument, not to break new econometric ground.

23. A more efficient approach still would be to employ a random effects estimator, which optimally combines the variation in the cross section with that over time, but the key features of the power advantage of panel data are readily observable in the comparison of these two estimators.
which holds if there are any unmodeled persistent differences across households; that is, as long as

\[ \sigma_a^2 > 0. \]

While \( X \) and \( u \) are highly unlikely to be independent over time, the intuition for this result is broadly useful and intuitive: a second observation on a given household provides more information than a first observation on a different household because, as long as there are persistent household effects, the first observation tells you something (and may tell you a lot) about what to expect for the second observation (and vice versa). Intuitively, with less statistical uncertainty surrounding the possible determinants of the expenditures that one is trying to explain with \( X_{h,t} \), the role of \( X_{h,t} \) is easier to measure.

This conceptual point gains empirical clout from the fact, widely known among microeconomists, that observable \( X \) variables have embarrassingly little explanatory power for expenditures, income, wealth, or other similar outcomes in cross-sectional regressions. It is rare to encounter a data set in which a dependent variable relevant to our discussion can be explained with an \( R^2 \) greater than 0.5. The traditional interpretation of this fact is that unmeasured variables are hugely important in practice, and it is not implausible to guess that most such variables are highly persistent.

Exploring our setup further, it is also useful to think about the polar alternative to an iid \( u \); if \( u \) is perfectly persistent, \( \sigma_u^2 = 0 \) and \( \text{var}(\hat{\beta}_D) \) collapses to zero. This implausible result highlights (among other things) the extreme nature of our assumptions that \( X_{h,t} \) is measured without error (and, implicitly, that \( \Delta X_{h,t} \) has nonzero variance). But it also makes very clear the point that the more important are persistent unmodeled differences in spending, the more useful is panel data for obtaining power in any given inference.

Another lesson of equation (3) is about the great importance (in the panel context) of minimizing or eliminating measurement error in \( \Delta X \) (though perfectly persistent measurement error in the level of \( X \) is not a problem). It is easy to see that such measurement error will bias the estimates of \( \beta_1 \) (toward zero, in the univariate case). Equation (3) makes plain that such error will also bias down the measured variance of the panel estimator. The upshot is that, while good measurement is important in a cross-sectional context, it may be even more important in a panel context. This point could be important in guiding survey designers among the choices they must make. If survey resource constraints force a choice, say, between collecting several variables that have high transitory measurement error and one that has little or no measurement error, the logic of panel estimation would tend
to suggest a very high value to collecting the variable with low measurement error.

A few caveats now deserve mention.

First, less persistence in \( u \) (a greater value of the household-specific error term \( \sigma_u^2 \)) weakens the panel data estimator. For questions in which expenditures are the object to be explained, classical measurement error will not bias estimates of \( \beta_1 \), but will reduce their precision. In some contexts expenditures are an independent rather than a dependent variable; measurement error could lead to bias there as well.

Second, and in many contexts more problematic, the more persistent \( X \) is over time, the less variation there is in \( \Delta X \) (holding its cross-sectional variance fixed). For many potential \( X \) variables (e.g., demographics) first differencing removes all information, since the household’s demographic characteristics usually do not change over time. Since the first-difference estimator relies on this variation to identify the effect of interest, it is weaker when there is less variation in this dimension.

A generalized least squares estimator like the random effects estimator would balance these benefits and weight the variation in the different dimensions to produce a still more efficient estimator. But the main point remains that repeated observations on the same households—because each observation provides more information about the other than either would about a third, random household—can enhance the power of estimation in the presence of unmodeled persistent differences in household-spending levels. This logic carries over to a large class of nonlinear and more complex models than considered here.

How important are these issues in practice in the current CE survey? For illustrative purposes, we calculate the variances that affect the power of panel versus cross-sectional estimation using CE interview survey data from the family files in 2007 and 2008. Since no single application is critical, we simply assume that \( \beta_0 = 0 \) and consider no \( X \) in our calculations. Table 3.2 shows the ratio of the variances in equation (3) based on estimation of equations (1) and (2) under the assumption that \( \beta_1 = 0 \) and \( u, \tau, \) and \( \alpha \) are independent and identically distributed. For the cross-sectional regression, we ignore the panel structure in estimation and inference, treating the data as if there were no repeat interviews of the same household.

Table 3.2 shows that estimates from panel data (would) have roughly half the variance of the corresponding analysis pretending that the data was purely cross-sectional in nature. While the actual improvement will depend on the specific analysis, these results suggest that standard errors on coefficients of interest could be about 70 percent smaller when a first-difference estimator is used and likely smaller still if a random-effects estimator were employed (which would be consistent if the cross-sectional analysis were also consistent). Furthermore, in many applications the assumptions necessary for consistent estimation in cross-sectional data are not met, so that
power is irrelevant and the only way to make inference at all is to have access to panel data.

A final important point concerns the limits to the advantages of panel data for power. As with the case where $E[\alpha|X] \neq 0$ so that cross-sectional estimation is inconsistent, it is possible to improve power in the cross-sectional by modeling $\alpha$. As in the previous case, any included $Z_h$ must be orthogonal to $u$ to preserve consistency. But these additions can be costly in terms of power. As one introduces more variables in the vector of $Z_h$, one introduces more parameters to estimate that lowers the precision of the estimator, leading to an (at least partially) offsetting increase in the variance of $\hat{\beta}^{CS}$. Further, to the extent that these additional variables are correlated with $X_h$ their addition further increases in the variance of $\hat{\beta}^{CS}$. The additional variables do this by leaving less independent variation in $X$ from which to identify the effect of $X$ on spending. Finally, it is possible that the additional covariates also reduce the variance of household-specific nonpersistent unmodeled variation; that is, they may reduce the variance of $u$. To the extent that these covariates reduce this variation, they can actually raise the precision of $\hat{\beta}^{CS}$ and reduce its variance. In this case, if these covariates vary over time, they can also increase the power and reduce the variance of the panel data estimator. In sum, while in theory it is possible to model permanent household-level determinants of spending levels and approach the precision of estimation that exploits the panel dimension of panel data, it is rarely the case in practice that there are sufficiently few actually exogenous determinants of persistent differences to make cross-sectional data on spending as powerful as the comparable data set with a true panel dimension.

3.3.4 Example from the 2007 and 2008 CE Interview Surveys

In this subsection we present an example that illustrates the importance of the benefits of panel data just discussed. We consider how the availability of panel data affects the ability to study the effect of the receipt of a stimulus tax rebate on spending, following Parker et al. (2011).

<table>
<thead>
<tr>
<th>Expenditures</th>
<th>Ratio of total $VAR(\alpha_h + \tau_i + u_{hi})$ to FD $VAR(\Delta \tau_i + \Delta u_{hi})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>1.06</td>
</tr>
<tr>
<td>Log food</td>
<td>1.78</td>
</tr>
<tr>
<td>Nondurable</td>
<td>1.79</td>
</tr>
<tr>
<td>Log nondurable</td>
<td>2.87</td>
</tr>
<tr>
<td>Total</td>
<td>1.88</td>
</tr>
<tr>
<td>Log total</td>
<td>2.49</td>
</tr>
</tbody>
</table>

Source: Author's calculations based on the 2007 and 2008 files of the Consumer Expenditure Interview Survey Family files, processed as described in Parker et al. (2011).
Parker et al. (2011) use the CE survey to measure the effect of the receipt of a 2008 economic stimulus payment (ESP) on spending during the three months of receipt. The BLS, working with the authors, added a supplement to the standard survey to cover this additional source of household income in sufficient detail to allow the research. The BLS was able to accomplish this extremely rapidly, as the time between the law that enacted the stimulus payment program and the first payments was only a few months. The ESPs were distributed by the federal government from the end of April to the beginning of July 2008. The amount of payment any household received was based on year-2007 taxable income. The timing of the receipt was determined largely by the last two digits of the tax filer’s Social Security number and the means of delivery—electronic transfer of funds or mailed paper check.24

Parker et al. (2011) estimate the following equation

\[
\Delta C_{h,t} \text{ or } \Delta \ln C_{h,t} = Z_{h,t} \theta + \beta \text{ ESP}_{h,t} \text{ or } 1(\text{ESP} > 0)_{h,t} + \varepsilon_{h,t},
\]

where the dependent variable is three-month to three-month change in spending or log spending, the control variables, \(Z_{h,t}\), are age of household head, change in the number of children, and change in the number of adults, and the key independent variable is either the stimulus payment amount received in that period or an indicator for whether any payment is received in that period.

To illustrate the importance of panel data, we consider instead the estimated effect of receipt of a stimulus payment on spending from a regression that is analogous to equation (4), but in levels instead of first differences:

\[
C_{h,t} \text{ or } \ln C_{h,t} = \tilde{Z}_{h,t} \theta + \beta \text{ ESP}_{h,t} \text{ or } 1(\text{ESP} > 0)_{h,t} + \tilde{\varepsilon}_{h,t},
\]

where the vector of control variables, \(\tilde{Z}_{h,t}\), are age, age-squared, the number of children, and the number of adults.

There are several reasons why estimation in first differences is more likely to lead to consistent estimation of the causal effect of stimulus payments. First, whether a household receives a rebate at all is a function of the previous year’s income, which in turn is correlated with standard of living. Thus, in the entire sample, there is a correlation between the level of income and payment receipt that does not reflect the causal effect of the receipt of a payment on spending, but instead partly measures the effect of permanent income on both spending and eligibility for a payment. While there is the

24. The BLS has a commendable history of nimbleness in such circumstances; the BLS staff similarly added questions to the 2001 survey to permit analysis of the 2001 economic stimulus (see Johnson, Parker, and Souleles [2006] for the analysis of those data).
25. See Parker et al. (2011) for more details.
The possibility that this type of problem might arise in first differences, it is less likely. Nevertheless, it is possible that households ineligible for stimulus payments in a given period have different changes in spending (or log spending) than the typical recipient. For this reason, Parker et al. (2011) focus most of their analysis on the subsample of households that report receiving a payment, and we follow this choice and focus only on households that receive stimulus payments at some point in time.

The second reason to estimate in first differences applies to this subsample. The amount of the stimulus payment is determined by household characteristics, such as income (eligibility for receipt of the payment required a minimum income and was phased out at high incomes) and the number of children eligible for the child tax credit. First differencing implies that any correlation between the level of spending and stimulus payment caused by permanent income or usual standard of living is removed from the variation that identifies the causal effect of the payment on spending. There remains a smaller concern that this type of correlation might cause bias even in first differences due to a correlation between spending changes and other factors correlated with household characteristics. To circumvent this concern, the original analysis also considers the effect of stimulus payment receipt; we also do so here.

Table 3.3 shows the results of estimation of equation (4) in the top panel and equation (5) in the bottom panel. The coefficients in the first and third pairs of columns are interpreted as the proportion of the stimulus payment spent during the three-month period in which it is received. The middle two columns show the percent increase in spending upon receipt. The final row

<table>
<thead>
<tr>
<th>Table 3.3</th>
<th>The effect of economic stimulus payments on spending with and without panel data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spending</td>
<td>Nondurable</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Using panel data: Dollar change or log change in spending</td>
<td></td>
</tr>
<tr>
<td>$ESP$</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>(0.055)</td>
</tr>
<tr>
<td>$1(ESP &gt; 0)$</td>
<td>1.215</td>
</tr>
<tr>
<td></td>
<td>(0.672)</td>
</tr>
<tr>
<td>Using cross-sectional data: Level or log spending</td>
<td></td>
</tr>
<tr>
<td>$ESP$</td>
<td>0.246</td>
</tr>
<tr>
<td></td>
<td>(0.072)</td>
</tr>
<tr>
<td>$1(ESP &gt; 0)$</td>
<td>–94.6</td>
</tr>
<tr>
<td></td>
<td>(0.842)</td>
</tr>
<tr>
<td>Percent difference</td>
<td>103</td>
</tr>
</tbody>
</table>

Source: Parker et al. (2011).

Note: Regressions on the bottom use the same sample in cross-sectional form, so the dependent variable is level or log consumption and the controls add age squared and are number of kids and number of adults instead of changes. All regressions include a complete set of time dummies.
shows the percent by which the cross-sectional estimates differ from the panel estimates. These differences are large, in some cases more than 100 percent. They are large and negative for the analysis with a log-dependent variable, despite the fact that these results use only variation in the timing of receipt (the middle pair of columns of results). The bias is larger for nondurable than for durable goods.

3.3.5 Advantage: Dynamics

Many interesting issues in the analysis of spending data involve not just the contemporaneous effect on spending of a contemporaneous change in environment, but the dynamics of this effect over time.

Consider, for example, the research on aggregate consumption expenditures that shows that they are “too smooth” to be explained by standard versions of the canonical permanent-income model. A common response has been to incorporate “habit formation” into the utility function in aggregate models, so that changes in circumstances lead to persistent dynamic changes in spending (because habits slow the adjustment of consumption to changed circumstances). In one of the main models of habits, for example, the strength of the habit formation motivation can be estimated as the coefficient $\gamma_i$ in a regression of the form

$$\Delta C_{t+1} = \gamma_0 + \gamma_1 \Delta C_t + \epsilon_{t+1}.$$  

Estimation of this equation using aggregate data typically finds quite large values for $\gamma_1$. Across thirteen countries, Carroll, Sommer, and Slacalek (2011) find an average value of $\gamma_1 = 0.7$, with no country having a point estimate below 0.5.

Many other kinds of models (for example, models with sticky expectations or rational inattention) also predict important and extended dynamics of spending. In the economic stimulus example of the previous section, a central question is whether the stimulus-related spending was rapidly reversed so as to provide little net increase in spending over longer periods like six months or nine months. The current panel structure of the CE (with three first differences in expenditures) allowed this to be investigated.

Another (related) set of interesting questions concerns the degree of “mobility” in expenditure patterns. A large literature has measured the degree of income mobility as a proxy for socioeconomic fluidity, but if consumption determines utility, mobility (or the lack of mobility) in spending should be even more interesting than income mobility. Measuring spending mobility in this sense, of course, requires comprehensive panel data on spending over an extended period, at least a few years, which may not be feasible for a CE-type survey. In principle, such questions might be addressed, however, by survey data from sources like the Panel Study of Income Dynamics, using its new questions that attempt to measure broad aggregates of household spending. An improved CE survey with a shorter panel element, however,
could play a vital role in calibrating the degree of measurement error versus true mobility that would emerge from a PSID-type study.

Because extended dynamics are central to the questions posed by these models, panel data are indispensable to being able to answer them. Cross-section data offer virtually no ability to estimate parameters like $\gamma_i$. Of course, estimation of such a parameter can be problematic even in panel data, because any measurement error or transitory variation in lagged consumption growth should bias the $\gamma_i$ coefficient toward zero. But, in principle, careful econometric work (and assumptions about the size and nature of the transitory “noise”) could yield estimates of $\gamma_i$ that should be comparable to those from macrodata. (See Dynan [2000] for just such an effort.) Without high-quality panel data on household-level spending, it will likely be impossible to distinguish between the competing explanations (habits, sticky expectations, etc.) for the macroeconomic stickiness of consumption growth. This matters, because alternative interpretations have quite different consequences for vitally important questions like the appropriate monetary and fiscal policies during an economic slump.

3.4 Is Synthetic Panel Data a Substitute for True Panel Data?

By grouping or averaging repeated cross-sections on time-invariant household characteristics, a researcher can track group averages over time and conduct panel analysis for cohorts as unit of observation, as for example:

\[
\Delta \overline{c}_{c,t} = \beta_0 + \beta_1 \Delta \overline{X}_{c,t} + \overline{v}_{c,t}
\]

\[
\overline{v}_{c,t} = \Delta \tau_t + \Delta u_{c,t}.
\]

Deaton (1985) discusses estimation with such “synthetic” panel data instead of true panel data.

The CE data have been fruitfully used for such analyses by, for example, Attanasio and Weber (1995), Gourinchas and Parker (2002), and Attanasio and Davis (1996). Attanasio and Weber (1995) studies how consumption growth responds to changes in interest rates. In this case, averaging loses the researcher very little within-cohort variation in the key explanatory variables because most of the power of the analysis comes from changes over time. Further, as exemplified by Gourinchas and Parker (2002), in practice, estimation from moments requires that the moments that are available for every household be collapsed to average moments across households in the finite sample (otherwise there are far too many moments for the data size for any hope for generalized method of moments [GMM] asymptotics to apply). When moments like this are employed, even analyses that use true panel data (such as Attanasio and Vissing-Jorgensen [2003], for example) take cross-sectional averages before estimating. In the case of Attanasio and Davis (1996), to match data across unrelated data sets requires the construc-
tion of synthetic cohorts in any case, so that true panel data is of less use. Another example is Aaronson, Agarwal, and French (2012), who study the effect of a change in the minimum wage on spending by comparing changes in households’ spending around dates when state-specific minimum wages were changed. Since the change in the minimum wage is statewide, no information is lost by collapsing the data across states.

Perhaps the greatest shortcoming of synthetic panel analysis is the enormous loss of variation in the independent variable that could have been used to identify the effect of interest. The significance of this loss depends on the relative variances of the independent variables and the residual in the true panel data and in the synthetic equivalent, that is on \( \text{var}(\Delta X_{c,t}) \) and \( \text{var}(V_{h,t}) \) versus \( \text{var}(\Delta X_{c,t}) \) and \( \text{var}(V_{c,t}) \). In the extreme case, if there is no variation in \( \Delta X_{c,t} \) that is correlated with cohort characteristics, then one loses identification completely in synthetic cohorts.

Any randomized experiment, like the timing of economic stimulus payments among recipients, has no (asymptotic) variation at the synthetic cohort level. That is, the best possible source of variation—variation that is independent of households’ characteristics—is impossible to exploit in a panel dimension using synthetic cohort analysis. In general, in any situation where \( \text{var}(\Delta X_{c,t}) \rightarrow 0 \) with the size of the cohorts, there is no exploitable variation in synthetic panel data (but there would be in true panel data).

A second relative shortcoming of synthetic panel data is that it can be impossible (or sometimes difficult, requiring many other assumptions) to identify the change in spending for a time-varying population of interest. For example, researchers have been interested in measuring the consumption of stockholders, or might be interested in measuring the effect of house-price changes on spending. But households’ stockholding status can switch over time (if they buy or sell their portfolio), and even more obviously, homeownership status can change. This significantly impedes analysis. Attanasio and Vissing-Jorgensen (2003) thus use the true panel nature of the CE survey and Attanasio, Banks, and Tanner (2002) need additional information and must make additional assumptions to show that their estimates will be unbiased because they use only cross-sectional data.

### 3.5 Conclusion

The CE survey can be used to address many economically crucial questions that no other US survey can be used to address. This reflects two important features that are therefore valuable to maintain in any redesign of the CE survey. The first of the CE’s unique characteristics is its collection of spending data that is comprehensive in both the scope of expenditures and the span of time covered. This need is compelling but obvious, so our chap-
ter focuses on articulating the value provided by the second of the unique features of the CE survey: its provision of household-level true panel data on spending.

A reinterviewing process that yields true panel data on spending is critical to the core missions of the CE survey, such as the construction of group-specific price indices or improving the measurement of poverty. Panel data is even more important for the many research purposes to which the survey has been put, such as estimating the marginal propensity to consume out of economic stimulus payments.

The BLS faces formidable challenges in redesigning the survey in a way that preserves its current unique qualities and addresses the growing problems of measurement error. But any redesign would be a large step backward if it did not preserve both the comprehensiveness and the panel features of the current survey.
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