The role played by imperfect information in business fluctuations has received increasing attention since Lucas's early work. However, the locus of that attention has shifted from systematic misperceptions of the sources of price shocks in the original Lucas form of imperfect information to the macroeconomic consequences of information-related microeconomic failures. This paper seeks to summarize a major development of this latter literature, to integrate that development into a standard macroeconomic model and to provide a reformulation that casts additional light on the mechanism by which monetary policy affects the economy. The microeconomic failures in question occur most significantly in financial markets. In credit markets, it is by now well established that lenders who are less well-informed than borrowers about the risk characteristics of the borrower's investment projects may well respond by fixing interest rates and (under certain conditions) rationing credit. In equity markets, it is equally well established that, when potential equity issuers are better informed about their future prospects than potential equity purchasers, raising funds by issuing new equity may be a highly costly, if not prohibitively difficult, undertaking. Briefly and crudely stated, the significant macroeconomic consequences of these financial market failures (which are essentially microeconomic in nature) include an increase in the importance of internally generated funds in determining firm behavior—especially investment behavior; a reduction in the importance of interest rates as a determinant of borrowing and investment (and hence as a macroeconomically stabilizing variable); amplification of the output responses of firms to demand and other disturbances, the risk and cash flow consequences of which cannot be shifted
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either by issuing equity or by increased borrowing (leading to accelerator-like behavior); and significant changes in the likely consequences of macroeconomic policy.

However, financial markets are not the sole area of impact of imperfect information on macroeconomic behavior. Efficiency wage models of labor-market behavior and comparable models of product markets have made important contributions both to understanding macroeconomic phenomena like unemployment and to investigating likely paths of adjustment between macroeconomic equilibria. Thus the paper's basic model of financial market failures is extended to incorporate the impacts of these further informational imperfections in labor and product markets.

The paper consists, therefore, of five sections. The first two describe the impact of imperfect information in financial markets on investment and loan-market behavior, respectively. A third section incorporates these behaviors into a traditional IS-LM model of macroeconomic equilibria. The fourth section then briefly discusses an extension of the model to examine likely paths of adjustment between equilibria when labor and product markets also suffer from information imperfections. Finally, a fifth section investigates the long-run growth implications of the model.

1.1 Firm Behavior and Investment

The model of firm behavior that will be used is essentially that of Greenwald and Stiglitz (1987). Firm decision makers maximize the expected end-of-period equity of the firm minus an expected cost of bankruptcy, which is simply the cost of bankruptcy times the probability of bankruptcy. We assume initially that firms use only circulating capital; inputs must be paid before outputs are available for sale and before output prices are known. Formally, therefore, firms

$$\max \tilde{d}(q_t) - c(q_t)P_B,$$

where $\tilde{d}(q_t)$ is the expected end-of-period equity, $c(q_t)$ is the cost of bankruptcy, which we will assume is linear in $q_t$ (the size of the firm) so that $c(q_t) = cq_t$, $P_B$ is the probability of bankruptcy, and $q_t$ is the firm's capital stock in period $t$, which is also, in this circulating capital world, the output that the firm has available for sale at the end of period $t$. Here, end-of-period equity is

$$\tilde{d}(q_t) = \bar{p}_t q_t - (1 + \bar{r}_t)\bar{b}_t,$$

where $\bar{p}_t$ is price of output at the end of period $t$, $\bar{b}_t$ is the firm's indebtedness at the beginning of period $t$, and $\bar{r}_t$ is the return to borrowers, which is a random variable (as is $\bar{p}_t$) since the firm may go bankrupt and default on its loans. Then
\[ \bar{a}(q_t) = q_t - (1 + r_t)\bar{b}_t, \]

where \( r_t \) is the expected value of \( r_t \) and the expected price level is normalized at one.

Bankruptcy occurs if the end-of-period value of the firm, \( a_t \), is less than zero; if

\[ p_t q_t \leq (1 + r_t)\bar{b}_t, \]

where \( r_t \) is the contractual level of interest that the firm promised to pay debt-holders at the beginning of period \( t \). The debt incurred by the firm at beginning of period \( t \) is

\[ \bar{b}_t = w_t \ell_t q_t - a_{t-1}, \]

where we assume that output is produced with a constant-returns-to-scale technology using only labor as an input.\(^5\) \( \ell_t \) is the amount of labor needed per unit of output, \( a_{t-1} = p_{t-1}q_{t-1} - (1 + r_{t-1})\bar{b}_{t-1} \) is the equity level that the firm inherits from period \( t - 1 \), and we assume for the moment that no dividends are paid out.

The cost of bankruptcy incurred here represents the cost to managers of the firm (i.e., those deciding on output levels). The justification for such bankruptcy costs is twofold. First, in a world of imperfect information, outside observers cannot distinguish between failure due to incompetent management and failure due to bad luck (which is idiosyncratic to the type of firm in question). As a result, failure will unavoidably stigmatize managers whether it is deserved or not. The negative impact of this failure on their future earnings is, therefore, what is represented by the cost \( c(q_t) \).\(^9\) Alternatively, the imposition of a punishment—termination of employment—associated with failure may be one way to structure management incentive contracts that are characterized by sharing rules for positive profits but have no means of credibly forcing managers to participate in losses. And, for these purposes, bankruptcy may be one natural point for assessing such penalties since the ability of management to conceal losses is greatly reduced under such circumstances. Having bankruptcy costs increase with firm size then simply reflects the fact that a larger scale of operation requires more managers. The advantages of this kind of interpretation of bankruptcy cost are, first, that it enables bankruptcy costs to play a larger role in firm decisions than estimates of actual reorganization cost, which are relatively small, would imply;\(^10\) second, that relatively high bankruptcy costs of this kind account for the observed fact that bankruptcy is a rare event that managers appear to strive disproportionately actively to avoid.\(^11\) Finally, we will assume that reorganization costs to debtholders are zero.

We will assume that the contractual rate of interest paid by firms is set to yield an expected return to debtholders that equals a required return, \( \bar{r} \). For
the moment we will assume that the equity-constrained firms are not credit rationed.

Thus, each firm's decision makers maximize

\[ q_t - (1 + \hat{r}_t)(w_t, \ell_t)q_t + (1 + \hat{R}_t)q_{t-1} - cq_t P_B, \]

where the probability of bankruptcy,

\[ P_B = F[\hat{u}_t], \]

where \( \hat{u}_t \) = price below which firms go bankrupt = \( (1 + \hat{R}_t)w_t, \ell_t - (a_{t-1}/q_t) \). \( F \) is the distribution function of \( \hat{p}_t \), and the contractual rate of interest, \( r_t \), is determined, simultaneously with \( \hat{a}_t \), by the equation

\[ (1 + r_t)[w_t, \ell_t - (a_{t-1}/q_t)] = \hat{u}_t[1 - F(\hat{u}_t)] + \int_0^{\hat{u}_t} \hat{p}_t F(\hat{p}_t). \]

In this last equation, the right-hand side represents the expected return required by borrowers per unit of output (i.e., the required return, \( 1 + r_t \), times the amount borrowed per unit of output). The left-hand side represents the actual expected return to borrowers per unit of output as a function of \( \hat{a}_t \). The definition of \( \hat{u}_t \) implies that the return from selling the output \( q_t \) at \( \hat{a}_t \) just covers the contractual return to debtholders (i.e., \( 1 + r_t \)). At prices below \( \hat{u}_t \), the returns to debtholders are just \( \hat{p}_t q_t \) (since they receive the entire proceeds from sales of output) or \( \hat{p}_t \) per unit of output (see appendix for derivation).

The optimal level of output (and hence investment), \( q_t \), which solves this maximization problem, depends positively and linearly on \( a_{t-1} \), since the maximand, on being divided by \( a_{t-1} \), is a function of \( q_t/a_{t-1} \) and \( \hat{u}_t \) depends on \( q_t \) only through \( q_t/a_{t-1} \). The first-order condition determining the optimal level of \( (q_t/a_{t-1}) \) takes the form

\[ 1 = (1 + \hat{r}_t)w_t, \ell_t + cP_B + c\frac{d\hat{u}}{d(q_t/a_{t-1})} \left[ \frac{q_t}{a_{t-1}} \right] \frac{dP_B}{d\hat{u}}. \]

The left-hand side of this equation is the expected end-of-period return to output (investment) and the right-hand side is the expected marginal cost of output, including the marginal increase in bankruptcy costs associated with higher levels of output (the second and third right-hand-side terms). The output (investment) function of a typical firm can, therefore, be written as

\[ q_t = h(w_t, r_t, \sigma_t) a_{t-1}, \]

where \( \sigma_t \) represents the spread of the price distribution, \( F \), and

\[ h_w < 0, \ h_r < 0, \ \text{and} \ \ h_{\sigma} < 0. \]

The levels of firm output and investment depend not just on the expected return to investment, which depends in turn on wages and interest rates as it does in the traditional case, but also on the firm's equity level and the level of
uncertainty concerning future prices. Higher equity levels mean that the same level of output (and hence investment) can be attained with a lower level of borrowing and thus with a lower risk of bankruptcy. Moreover, under quite general circumstances (e.g., if bankruptcy is an event that occurs in the lower tail of a single-peaked distribution of prices), then higher equity levels also lower the incremental risk of bankruptcy associated with any given level of output (investment). This means that higher equity levels reduce the incremental cost of higher output and, thus, lead to increased output and investment.  

Increased uncertainty about future profitability has an opposite effect. Greater uncertainty increases both the absolute and incremental risk of bankruptcy under quite general conditions at any level of investment (output) and firm equity. Thus, firms respond by lowering investment (and output) since they cannot absorb the increased risks by issuing more equity.

Complete specification of the output and investment model then requires an equation describing the evolution of equity levels. Substitution from the definitions of $b_t$ into the definition of $a_t$ yields

$$a_t = \bar{p}q_t - (1 + \bar{r}_t)(w_t\ell_t - a_{t-1}).$$

Thus, firm equity levels in period $t$ are firm equity levels in period $t-1$ plus profits (including a shadow return on $a_{t-1}$). The critical assumption here is that a firm does not have recourse to external equity markets.

The formal rationale for such an assumption is developed in the Appendix below. It is, however, straightforward to describe the arguments involved. Suppose that in addition to the level of output, $q_t$, prices, wages, and interest rates, the profitability of each firm depends on an unobservable productivity variable. If all firms look identical to potential investors, then firms with high levels of unobserved productivity (and hence future profits) will sell stock on the same terms as those with low levels of unobserved productivity. However, the cost of selling any given amount of stock is higher for the high-productivity firm since the shares that it sells represents a portion of a higher level of profits. Thus, only low-productivity firms would sell stock on these terms. However, in doing so, they would identify themselves as low-productivity firms with a resulting negative impact on their current market values. If, therefore, firms (or their managers) are concerned with the current as well as the future market values of their equity, this second effect may deter even low-productivity firms from issuing equity.

Allowing for dividends leads to only a slight modification of the equity equation as long as dividend levels are fixed. Then, the end-of-period equity of the firm becomes

$$\bar{a}_t = \bar{p}q_t - (1 + \bar{r}_t)(w_t\ell_t - a_{t-1}) - d_t,$$

where $d_t$ is the level of dividends. The rationale for such an assumption is similar to that for restricting equity issues. Dividends are negative equity is-
sues to which a firm has made a prior commitment. Only low-productivity firms with a high incremental value for such funds as protection against bankruptcy would seek to abandon this commitment and the consequent negative signal involved should discourage such changes.16

If a firm is, in addition, constrained in the amount of debt that it can issue and that constraint is binding, then the output function is even simpler. Let $b_t$ denote the maximum level of allowed borrowing, then

$$w_t \ell_t q_t = \text{dollar amount of investment} = (a_{t-1} + b_t),$$

which is inherited equity plus the level of borrowing allowed under the credit constraint. If the output (investment) of these firms is added to that of firms which are merely equity constrained, then the aggregate investment function will now include the allowed borrowing level, $b_t$, as an explanatory variable. The investment function of equation (3) can thus be rewritten as

$$q_t = h(w_t, \ell_t, \sigma_t, a_{t-1}, b_t),$$

where $b_t$ represents the level of rationed credit and $h_b > 0$.

Extending the circulating capital model to incorporate investment in long-lived physical capital is principally a matter of redefining the production period. Consider a firm whose sole investment project consists of a plant with a fixed life of $T$ periods. Assume for simplicity that funds borrowed to support the plant are due to be repaid (including accrued interest) at the end of period $T$, that input costs and output revenues are contemporaneous in each subperiod $t = 1, \ldots, T$ (or at least are subject to minimal uncertainty looking forward from the beginning of each subperiod), and that intervening subperiod profits are reinvested at a safe rate of return, $r^*$, the end-of-period-$T$ return to the plant investment is

$$\bar{\pi}_T = \sum_{t=1}^{T} \bar{\pi}_t(k)(1 + r^*)^{T-t},$$

where $\bar{\pi}_t(k)$ is the profit in subperiod $t$ looking forward from the time of the initial investment, which is a random variable and a function of that initial investment, $k$. The end-of-period $-T$ equity of the firm is then

$$\bar{a}_T = \bar{\pi}_T(k) - (1 + r_0)^T b_o,$$

where $b_o$ is the level of initial borrowing and $r_o$ is the contractual rate of return on that borrowing. If $\bar{a}_T$ is less than zero, the firm goes bankrupt and incurs a bankruptcy cost proportional to its scale of operation, $k$. Finally, initial borrowing by the firm is simply

$$b_o = p_k k - a_o,$$

where $p_k$ is the price of capital goods and $a_o$ is the initial equity of the firm.

If $\bar{\pi}(k)$ is linear in $k$ (i.e., constant returns to scale), this long-run investment problem is identical in structure to the circulating capital formulation.
described above. Thus, nothing in the model restricts the definition of invest-
ment to circulating capital and the basic implications of financial market
imperfections in the circulating capital model (e.g., the dependence of invest-
ment on both inherited equity and the uncertainty of the economic environ-
ment),\textsuperscript{17} can apply equally well with fixed capital investment.

Several points should be made about the nature of aggregate (and individual
firm) investment behavior implicit in equations (4) and (5). First, high profit-
ability in any given period, by generating increases in firm equity levels (for
non-credit-constrained firms) and increased cash flow (for credit-constrained
firms), will lead to increased future investment. Thus, the model suggests the
kind of significant relationship between current operating cash flow and in-
vestment found by Hubbard, Fazzari, and Petersen (1988), among others.
Also, if high profitability in any period is related to increases in demand in
that period, the model will exhibit the kind of accelerator behavior that has
been so successful in explaining actual investment behavior.\textsuperscript{18} The model can
be usefully thought of, therefore, as providing a microeconomic rationale for
both the cash flow and accelerator aspects of investment behavior that appear
to play such a significant role in practice.\textsuperscript{19} Second, firms wishing to borrow
pay firm-specific rates of interest, not some average rate on all assets. With
imperfectly informed lenders, changes in general market rates do not neces-
sarily lead to changes in the rates charged to borrowing firms.\textsuperscript{20} Some part of
the shift in loan supply is absorbed by increased credit rationing since charg-
ing higher interest rates has an adverse effect on the quality and riskiness of
the borrower pool (see below). Thus, the rate, \( r_t \) (and the associated expected
return to lenders \( r_{-t} \)), which enters the investment model above may vary sig-
nificantly less than widely observed market rates (such as Treasury-bill rates),
which would be available for use in any empirically estimated investment
equation. Second, the impact of interest rates tends to be small relative to the
impact of changes in a firm's financial position,\textsuperscript{21} and real interest-rate series
have, until the very recent past, been observably quite stable. Thus, the vari-
ability in the financial positions of firms and the perceived riskiness of the
environment they face over the business cycle can be responsible for a far
greater share of the variation in investment over time than market interest
rates. For both reasons, the model provides an explanation for the relatively
small and elusive role that interest rates play in empirical investment equa-
tions and suggests that interest rates themselves do not play a primary role in
macroeconomic stabilization.\textsuperscript{22}

Finally, as will be noted extensively in later sections of this paper, invest-
ment, although defined for explanatory purposes as investment in physical
capital of the usual sort, need not and should not be interpreted so narrowly.
Part of investment takes the form of working capital and the hiring and train-
ing of workers, and a rise in the cost of investment (because, e.g., of a dete-
rioration in a firm's equity position) will be reflected as a reduction in working
capital, in employment, and, since the costs of working capital and hiring are
part of the costs that determine aggregate supply, in aggregate supply and labor demand. Pricing, too, may have an important investment component. If future demand depends on current sales, then firms will invest in future demand by lowering current prices and expanding current sales. An increase in the cost of investment will consequently appear as an increase in current prices and a reduction in current output as firms respond by reducing investments in future demand. Again, therefore, a reduction in investment will appear as a reduction in current supply. Productivity growth may also have an important investment component through both research and development spending, the learning associated with the implementation of new technologies embodied in fixed capital investment, and the "learning-by-doing" related to higher current output. Thus, the idea of investment should not be narrowly construed as relating solely to fixed investment, and in what follows we will take such a broad view.

1.2 Credit Rationing and Loan Markets

In describing loan markets, this section will focus on the role of bank lending. The justification for doing this is threefold. First, cyclical changes in firm financing are dominated by changes in short-term bank financing. This is especially true at the peak and during the downward phase of the cycle. Second, the role (or lack of role) of monetary policy is central to macroeconomic theory and, in most modern industrial societies, the proximate impact of monetary policy is on the banking system. Therefore, in examining the role of monetary policy, the banking system is a logical point of departure. Finally, a model of loan markets based on bank lending appears relatively easy to extend to incorporate direct lending to firms, whereas the opposite—extending a direct loan model to incorporate a banking system—seems to be less straightforward.

We will assume, following Stiglitz and Weiss (1981), that lenders are unable to distinguish among borrowers, that borrowers accept a common fixed loan size, and that as the contractual rate of interest charged borrowers rises, the quality of the borrower pool falls. This occurs because the pool of borrowers at high contractual interest rates consists to a disproportionate degree of those who, because they have high expected default rates, do not face comparably high expected interest rates. This means that as contractual interest rates rise, the expected returns on loans may first rise, but ultimately fall as the cost of deterioration in the borrower pool outweighs the direct gains from higher contractual rates. The deterioration in the default rate may also be because of adverse incentive effects. At the same time, the variance of loan returns should rise steadily with rising contractual rates of interest as default rates arise. Changes in contractual rates of interest will, therefore, trace out a mean-variance frontier of loan returns as illustrated in figure 1.1. We will assume that the expected return on this frontier peaks at a contractual interest
Fig. 1.1 Optimal bank behavior (credit rationing case)

rate, $r_m$, corresponding to an expected lender return, $\tilde{r}_m$, and a return standard deviation, $\sigma_m$.27

Next we assume that lenders (banks) have a choice of investing in risky loans along this frontier or in safe government bonds that pay a return, $r_f$, in period $t$. In making this choice we assume that banks are risk averse and characterized by declining absolute risk aversion as their financial positions improve.28 Like some of the firms to which they lend, banks are assumed to be run by managers/decision makers who are not fully diversified (i.e., they are disproportionately invested in the banks that they manage).

A useful starting point is to consider a case in which loan demand at any interest rate below $r_m$ exceeds the total lending capacity of banks, and $r_f$ is below $\tilde{r}_m$. Then banks will always ration credit and the efficient investment frontier for a bank runs along a line from the point $r_f$ on the vertical axis to a tangency with the mean-variance loan return frontier traced out by varying contractual rates of interest (see fig. 1.1). (At interest rates on government bonds above $\tilde{r}_m$, banks invest entirely in government bonds.) The tangency point on the loan return frontier determines the terms on which bank loans are made. It necessarily occurs at an expected return at or below $\tilde{r}_m$ and, thus, entails a contractual loan rate at or below $r_m$. The fraction of the bank's assets devoted to commercial loans (on the terms determined by the tangency of the efficient frontier and the loan return frontier) is then determined by the tan-
gency of the bank decision maker’s mean-variance indifference curve with the efficient frontier. This too is shown in figure 1.1. The position of this tangency point depends on several factors.

As $r_g$ falls toward zero, the point of tangency on the loan frontier may move only very slightly, especially if the frontier has a shape like that shown in figure 1.1. As a result, the contractual rate of interest charged borrowers may be highly insensitive to changes in the rate of interest in public securities markets. Nevertheless, as $r_g$ falls, the tangency of the efficient frontier with the bank indifference curves may change substantially leading to a significant change in bank lending.

As the financial positions of firms improve, the quality of the overall borrowing pool improves, since firms are less likely to default. This appears as a shift upward in the loan return frontier, since at each contractual rate of interest the expected return on loans rises and the variance of returns falls as default rates decline. The slope of the efficient frontier will then become steeper and the tangency of the frontier with the decision makers’ indifference curve will move to the right (i.e., to a steeper point on the indifference curve). Thus, the optimal bank portfolio will consist of a greater fraction of loans and a smaller fraction of government bonds.

A reduction in the interest rate on the government bonds will have a similar effect. An improvement in the financial position of a bank can be interpreted as a flattening of the risk-return indifference curves (because of declining absolute risk aversion) and hence a shift to the right in their tangency with the efficient frontier. This implies a greater fraction of commercial lending and less investment in the safe government asset.

The actual level of bank commercial lending is the product of the share of loans in the bank portfolio and the level of bank assets. The latter is, in turn, just the sum of bank capital and deposits. Since we will assume that the money supply consists only of deposits and that reserve requirements are fixed, total loans are

$$b_t = \left[ \frac{M_t}{P_t} + \gamma_t b_{t-1} \right] \beta [r_g, a_{t-1}, a^b_{t-1}],$$

where $0 \leq \beta \leq 1$ is the fraction of bank assets loaned that depends on $r_g$, the rate of return on government bonds, $a_{t-1}$, borrowing firm equity positions, and $a^b_{t-1}$, the equity position of banks as they enter period $t$ with $\beta_1 < 0$, $\beta_2 > 0$, and $\beta_3 > 0$. The variable $\gamma_t$ is bank capital in period $t$, $k = 1$ minus the required reserve ratio, the nominal money supply is $M_t$, and $P_t$ is the price level, with all magnitudes except those last two being real variables.

The contractual rate of interest on loans in the rationing equilibrium is

$$r_t = \alpha(r_g, a_{t-1}), \quad \alpha_t \geq 0,$$

and $\alpha_t$ may be either positive or negative. Higher levels of firm equity lower default rates, and lower default rates should lower $r_t$, but these higher levels of firm equity also raise demand for funds, which has an opposite effect.
The level of bank equity does not affect \( r_t \) in the rationing equilibrium because \( r_t \) depends only on the tangency of the efficient frontier with the loan return frontier. If, at this contractual interest rate, the demand for loans is less than the amount that bank portfolio decisions make available (i.e., there is no credit rationing), then competition among banks will drive down the contractual rate of interest (given that loan size remains fixed, as in Stiglitz-Weiss 1981). As this occurs bank loan returns move down along the loan return frontier. The available efficient portfolio frontier under these circumstances runs from the point \( r_g \) on the vertical axis (see fig. 1.1a) to the point of the loan return frontier corresponding to a particular contractual interest rate. Along this new frontier banks select a portfolio mix which is tangent to their risk-return indifference curves. At this tangency, lower contractual returns will lead to less loan investment by banks and hence lower loan supply. At the same time, lower contractual rates of interest increase loan demand. At some point the two just balance and an equilibrium without credit rationing occurs. However, under these conditions, \( r_t \) still depends on \( r_f \) and \( a_{t-1} \), which affects both loan demand and the position of the loan return frontier.33

In order to complete the loan sector of the model, we must specify how bank equity and bank capital evolve over time. For simplicity we assume that bank capital may come only from reinvested earning. Bank capital borrowing and new equity, like those of other firms, will be assumed to be impossible.34 Formally, therefore,

\[
\gamma^b_{t-1} = \pi^b_{t-1} + \gamma^b_{t-2} - d^b_{t-1},
\]

where \( \pi^b_{t-1} \) is bank profitability and \( d^b_{t-1} \) is the amount in bank dividends in period \( t - 1 \).
The restrictions on capital borrowing and new equity issues might suggest that bank capital (the net worth that appears in the bank’s balance sheet) is also bank equity, the discounted value of the bank’s profits. However, that is not the case. The equity of the bank, looking forward from the beginning of period $t$, include the value of the bank’s franchise as perceived by its managers. This will depend, if there are restrictions on entry and deposit interest, on level of the expected future money supply and thus, in turn, on current monetary policy. To keep things as simple as possible we will assume formally that

$$ a^b_{t-1} = y^b_{t-1} + \mu_{t-1}, $$

where $\mu_{t-1}$, the value of the bank’s franchise, depends upon current and expected future monetary policy.

The availability of credit to firms and the terms on which credit is made available, therefore, depends on the financial condition of the firms themselves and that of the banking sector, which reinforces the cash flow and accelerator-like investment behavior noted in section 1.1. Monetary policy affects loan conditions through a number of channels. First, and perhaps least important, monetary policy will affect the interest rate on government bonds. This change in interest rates on government bonds may have a small and even ambiguous effect on interest rates charged borrowers and hence on the demand for funds. Second, changes in monetary policy will lead to changes in the equity of banks due to changes in the perceived value of their franchises. Third, monetary policy increases the assets in the hands of banks that are available for loans to firms. This last effect is an artifact of the assumed restriction of lending in the model to banks. Monetary policy that shifts control over financial investment funds from households to banks naturally increases lending to firms if only banks are able to do this. However, to the extent that banks enjoy special advantages in making loans to firms, a similar impact, but one of lesser magnitude, would occur even if direct lending to firms were allowed. Allowing banks to borrow for capital purposes would also offset this third effect, but again (in the absence of perfect capital markets and perfect deposit competition) only partially. Fourth, changes in monetary policy (reserve requirements and discount rates) directly affect the extent of bank lending and the bank’s willingness and ability to lend.

1.3 The Macroeconomic Model

The changes introduced into a standard macroeconomic framework by incorporating the effects of financial market imperfections are extensive. However, much of the familiar structure of the traditional model can be preserved. If the inherited equity levels of firms ($a_{t-1}$) and the level of environmental uncertainty ($\sigma_t$) are treated for the moment as exogenous parameters, then a goods market equilibrium (suppressing these parameters for notational convenience) can be written
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\[ y_t = i_t(r_t, b_t, w_t) + g_t + c_t(r^f_t, y_t), \]

where \( y_t \) is real output, \( i_t \) is real investment, \( g_t \) is real government spending, and \( c_t \) is real consumption, which is assumed to depend on the level of output and the interest rate on government bonds, \( r^f_t \), which in turn is assumed to be the interest rate available to consumers.\(^{36}\) The principal difference from the traditional IS curve is that financial market conditions are no longer embodied in a single interest-rate variable, but rather in one interest rate facing consumers (\( r^f_t \)) and two variables (\( r_t, b_t \)) that capture the loan market conditions, involving both price and quantity rationing, facing firms.

The financial market equilibrium (LM curve) interacting with the goods market described above implicitly consists of four financial markets: (1) a money market equating the supply and demand for demand deposits, (2) a government bond market equating the demand for government bonds to the existing supply, (3) the market for loans described in the previous section, and (4) a market for the fixed amount of outstanding common stock of firms.

The last of these markets can be ignored in the analysis which follows. This stock market can be thought of as equilibrating the supply and demand for shares through the determination of a stock price per share. Since equity sales are excluded in the model, this stock price does not influence investment; since in this model consumption does not depend on perceived wealth, it does not affect consumption demand.\(^{37}\) Nor does its interaction with other asset markets need to be considered. Strictly speaking, stock price should enter the demand curves for both money and government bonds (and loans if banks were allowed to own common stocks), but in this case the stock price could be eliminated by solving for stock prices from the stock supply-and-demand equation and substituting into the money and government bond market equations.

Similarly, the money and government bond demand equations can be solved to yield a reduced-form equation for the government bond interest rate in terms of the real supplies of government bonds and money and the level of output, \( y_t \), which presumably affects money demand. This is roughly equivalent to a traditional LM curve and will be written formally as

\[ r^f_t = \ell \left[ y_t, G_t, M_t, P_t \right], \quad \ell_1 > 0, \quad \ell_2 > 0, \quad \ell_3 < 0, \]

where \( G_t \) is the outstanding nominal amount of government debt.

The principal innovation that arises from credit rationing is the introduction of equations (4) and (5) describing the loan behavior of banks. These determine \( r_t \) and \( b_t \) as functions of \( r^f_t \) given the equity positions of banks, \( a_t \); the equity positions of borrowing firms, \( a_{-1} \); the levels of environmental uncertainty (\( \sigma_t \)) and wages (\( w_t \)), which affect the demand for bank loans; and the levels of bank capital (\( \gamma_{t-1}^B \)) and the money supply (\( M_t/P_t \)), which determine bank resources. For analytical purposes, because two loan-market variables
are involved, the simplest approach is to incorporate the loan-market equilibrium into the IS curve by substituting from equations (4) and (5) into the investment function of equation (6). This yields a goods-market equilibrium of the form

\[ y_t = i_t \left( r^f_t, \frac{M_t}{P_t}, w_t \right), b_t \left( r^f_t, \frac{M_t}{P_t}, w_t \right) \right] + g_t + c_t(r^f_t, y_t) \]

where the variables \( a_t, a^b_t, \sigma_t, \) and \( q_{t-1} \) have been suppressed as parameters. Since \( r_t \) is increasing and \( b_t \) is decreasing in \( r^f_t \), an increase in \( r^f_t \) reduces investment demand and hence aggregate demand. This credit-rationing-modified IS curve is, therefore, downward sloping in the usual way.\(^{38}\)

The traditional macroeconomic equilibrium is then depicted in figure 1.2 with the intersection of the IS and LM curves determining an equilibrium level of output and the government bond interest rate for any given level of real wages. It also has several familiar properties. An increase in government debt shifts the LM curve upward, leading to an increase in interest rates and a reduction in output.\(^{39}\) Also, the model is characterized by the standard neutrality result. If the government debt and the money supply are increased proportionately, then prices increase in the same proportion and real magnitudes are unchanged. The same result arises, if the taxes required for debt service are fully discounted by taxpayers and the money supply increases.

However, there are significant differences from a traditional macromodel.

---

**Fig. 1.2 Macroeconomic equilibrium**
In particular, an increase in the (real) money supply shifts both the LM curve downward and the modified IS curve to the right, since such a shift directly increases bank lending. As a result it is conceivable, given the relative magnitudes of these shifts, that an increase in the money supply could lead to higher equilibrium output and higher interest rates on government bonds. And, since monetary policy affects the IS curve directly, its effect on total output is likely to be far more significant than that of government debt operations alone, which affect only the LM curve. This seems to be borne out by empirical observations. The added potency of money supply changes arises because it shifts resources into and out of the hands of financial institutions with particular access to borrower information.

Furthermore, unanticipated monetary policy may have stronger impacts still. Assuming that most firms have nominal liabilities (bonds, bank debt, taxes payable, etc.) and real assets, an unexpected monetary expansion may lead to a transfer from lenders (ultimately households) to firms, enhancing the equity positions of firms. This would lead to a further rightward shift in the IS curve, a further increase in output, and more upward pressure on interest rates.

Another exogenous factor that exerts a particular influence in this credit and equity rationing model is an increase in the uncertainties faced or perceived by individual firms. In practice, this could correspond either to an increase in the overall rate of inflation (which has empirically been related to increased relative price fluctuations and to increased variability in the rate of inflation) or to an increase in the unpredictability of monetary policy (as in 1979–82). Such an increase in uncertainty would reduce investment demand both directly and indirectly through its effect on bank lending terms. The IS curve of equation (8) would shift to the left, and equilibrium output and real interest rates would fall (although the change in actual loan rates might be small).

The model is completed by an equilibrium in the labor market that determines the real wage, \( w_t \), as a function of the IS-LM equilibrium. The labor demand curve in this market is just the marginal product of labor at a given level of output net of the incremental risk of bankruptcy borne by managers as output (and employment) increases. This is a downward sloping marginal product curve of the usual sort as shown in figure 1.3. However, this labor demand curve shifts with the financial position of firms. An improvement in a firm's equity position reduces the incremental risk associated with increased output (and employment) at any given output level. Thus, unanticipated shifts in monetary policy that lead to changes in firm equity positions will shift the labor demand curve. Similarly, credit rationing restrictions and the cost of paying workers in advance of production may change the marginal product of labor (net of associated material and interest costs) in response to changes in loan-market conditions.

The labor supply relationship may be embodied in either an upward sloping supply curve of the usual sort or a no-shirking constraint of the kind developed...
in Shapiro and Stiglitz (1984). In both cases, shifts in policy that change the labor demand curve (by inducing shifts in either firm equity positions, loan-market conditions, or the uncertainty of the economic environment) will lead to changes in equilibrium employment, wages, and output (see fig. 1.3). In the case of a labor-supply function there will be no associated unemployment. In the case of a no-shirking constraint (efficiency wage) model, the shift in the labor-market equilibrium will be associated with a change in unemployment. In both cases the change in wages will tend to offset, but only partially, the contemporary change in output at constant wages predicted by the IS-LM interaction. Finally, it should be noted that these changes in output may be relatively short-lived (in contrast to the supply effects of capital accumulation) since firm financial conditions may change relatively quickly (along with loan-market conditions), and they do not depend on any arbitrary nominal price rigidities (in contrast to tradition Keynesian models).

1.4 Short-term Adjustment

The equilibrium shift in output and wages implied by a particular movement in the labor demand curve (see fig. 1.3) should, given the likely slopes of either the labor supply or the nonshirking constraint curve, involve significant changes in both wages and output (employment). However, with imperfect information, the adjustment path to the new equilibrium is likely to involve large initial changes in output (employment) and only small changes in wages. This possibility is based on three simple assumptions in addition to the
assumption that firm decision makers are risk averse; namely, (1) that firms are uncertain of the impact of their actions, (2) that this uncertainty increases with the size of movements from the status quo, and (3) that uncertainties associated with price and wage changes are greater than those associated with quantity changes (e.g., in output or unemployment). The first two of these assumptions should be uncontroversial, but the last is central and requires some explanation, which will be provided below.

The reason that rates of adjustment concerning the impacts of different decision variables are related to their relative uncertainties can be seen intuitively as follows. If firms are risk averse, then they will consider both the mean and the variance of the returns yielded by different combinations of changes in decision variables. As firms make adjustments, the expected value and the variance of profits change together. However, if uncertainty concerning the impact of one decision variable A (a price) is greater than uncertainty concerning the impact of another decision variable B (a quantity), then, other things being equal, the optimal portfolio of adjustments will contain less movement in A than B. Following such initial changes, which are greater in B than in A, the expected returns to further changes in A are likely to rise relative to the expected returns to changes in B (since B will now be closer to its new optimal value). Thus, ultimately, A may adjust as extensively as B, but in the short run A will exhibit inertia relative to B.

One important qualification must, however, be made to this simple description. When the consequences of actions are particularly uncertain, and firms are particularly risk averse, it is sometimes suggested that firms will simply maintain the status quo. But what does it mean to continue doing what you were doing before? Does it mean keeping absolute prices fixed, or relative prices? Absolute wages, or relative wages? We provide here an answer: very risk-averse firms will take those actions that minimize the variability of their profits. Thus, in speaking in the previous paragraph of the magnitude of changes in A relative to B, these must be interpreted as changes from the minimum variance point, not as changes from preexisting levels. If the economic environment is one in which the variance of profit is related to relative wages or prices, firms will minimize variance by keeping relative wages or prices fixed. Thus, in the present model, the minimum variance response is one of no change in real magnitudes.

The arguments just given imply that short-term movement in real wages from the no-change point will be relatively small compared to those of output and employment, if firm decision makers face relatively large uncertainties about the effects of wage changes. In efficiency wage models this is likely to be the case. The usual efficiency wage assumption is that average productivities can be observed accurately. Thus, if a large group of workers is laid off or not replaced (where there is substantial normal turnover), the lost labor supply is just the number of workers involved times average productivity. There is little or no uncertainty about this. However, firms are likely to be much less
certain of the impact of a wage change on labor supply since this involves estimating the impact of wage changes on turnover (both in quality and quantity) and worker performance. Neither is likely to be known very accurately, nor can these effects be ascertained immediately following any initial wage change (they take time to become manifest). Similarly, if firms who produce to inventory know the impact of output changes on both inventories and costs with little uncertainty, but are highly uncertain of the effects of price changes on both inventories (via sales) and revenues, then these firms will focus predominantly on output rather than price adjustments in the short run. The result will then be a pattern very similar to that which is observed in practice, of adjustment characterized by rapid output and employment changes and small wages and price changes.

1.5 Long-term Dynamics

The long-run dynamics of the model are driven by rates of accumulation in capital and equity and changes in technology, themselves driven by R&D investments. For simplicity, we will assume that bank and firm capital grow in proportion (because of structures of relative profitability in banking and production activities), and that $\sigma$, the environmental uncertainty, is fixed. The IS-LM labor demand–labor supply equilibrium for given real money and real government debt levels can be solved to yield a level of equity accumulation as a function of $a_{t-1}$ and presumably $k_t$. In this reduced form function,

$$i_t = g(k_t, a_{t-1}), g_1 > 0, g_2 > 0.$$

Higher levels of firm equity (and higher levels of physical capital) tend to lead to higher levels of output and investment. In steady state, investment must replace depreciation and equip new workers entering the labor force (if the labor force is growing). Thus, in steady state,

$$i = (\delta + n)k = g(k, a),$$

where $n$ is the rate of growth of the labor force, $k$ and $a$ must now be interpreted as per capita magnitudes, and we assume constant returns to scale (including in the bankruptcy cost function). In a general equilibrium context, $g_1$ should be less than $\delta + n$ (because increased capital that increases wages and interest rates has a relatively small general-equilibrium effect on new investment demand). Under such a condition, the steady-state levels of $a$ and $k$ in equation (9) are related by an upward sloping curve (see fig. 1.4). This is essentially an equity demand curve. It describes the level of equity per capita in steady state that is required to generate sufficient investment to sustain a particular level of the per capita capital stock. For levels of $a$ below this curve, the per capita capital stock will be declining. For the levels of $a$ above the curve, $k$ will be increasing.

A second steady-state relationship exists between $k$ and $a$ and can be de-
Fig. 1.4 Long-run steady state

scribed as an equity supply curve. Higher levels of both the capital stock and equity tend to increase output, drive up wages, and ultimately reduce profit rates and retained earnings per worker. Since retained earnings are the source of equity growth and since equity per capita must grow in steady-state conditions at a proportional rate \( n \), the steady-state equity demand relationship is

\[
na = h(k, a), \quad h_1 < 0, \quad h_2 < 0,
\]

which is a downward sloping curve (see fig. 4). This second curve intersects the equity demand curve at the long-run steady state of the equity and credit rationing model. A simple phase plane analysis indicates that the equilibrium is stable with dynamic paths that may either return monotonically (most likely) or cyclically to equilibrium. Thus, temporary deviations in firm equity levels, due, for example, to unexpected money supply changes, are ultimately eliminated as the model returns over time to the long-run steady state. Cycles in these models appear, therefore, like most observed business cycles to be self-limiting.

This long-run steady state can also be used to study long-run comparative statics. For example, a sudden increase in uncertainty \((\sigma_i)\) shifts the equity demand curve upward and yields a new steady state with lower capital and higher equity levels.\(^{44}\)

1.6 Conclusion

The important point to note about the macroeconomic implications of even the relatively simple model of credit and equity rationing developed here is
that this model describes, remarkably accurately, many aspects of observed aggregate behavior, which are difficult to account for in terms of traditional macroeconomic models. At the same time, it embodies realistic microeconomic assumptions about information availability, which produces highly reasonable microeconomic descriptions of firm and lending institution behavior.

Appendix

This Appendix describes the structure of information that underlies the microeconomic description of firm-level behavior in Section 1.1 of this paper. In doing so, it will be useful to begin with the model of the text altered only slightly to include an additive productivity factor, $\theta_t$, which is unobservable to outside investors but known with certainty by a firm's managers, so that the profits of the firm are

$$\pi_t = p_t q_t - (1 + r_t) b_t + \theta_t.$$ 

Substitution from the definition of $b_t$, and normalization so that $\ell_t$, output per unit of labor, is one, yields

$$\pi_t = [p_t - (1 + r_t)w_t] q_t + (1 + r_t)a_{t-1} + \theta_t,$$

where $p_t$ is the price at which goods are sold at the end of period $t$, $w_t$ is the wage level, $q_t$ is output (investment) in period $t$, $r_t$ is the return to lenders, and $a_{t-1}$ denotes the equity funds that the firm inherits from period $t - 1$. At the beginning of each period, each firm receives an independent $\theta_t$ draw from a distribution that is the same for all firms. \(^45\) This distribution has $E[\theta_t] = 0$ and a range $[-\theta_a, \theta_a]$. At the beginning of a period a firm knows $w_t$, $q_t$, $a_{t-1}$, $r_t$, and $\theta_t$ with certainty. It also knows the distribution of $p_t$ but not the particular realized value of $p_t$, which materializes only at the end of the period.

At the beginning of period $t$, neither $q_t$ nor $\theta_t$ is observable to outside investors. We will also assume for the moment that lending to firms is done by banks who have access to confidential firm information (i.e., they observe $\theta_t$ and $q_t$), but are constrained not to reveal that information either by revealing borrowing levels, $b_t$, or by acting upon it (i.e., by purchasing the stock of a firm in the open market). Thus only $a_{t-1}$ for each firm is observable to outside (i.e., nonbank) investors at the beginning of period $t$.

We assume that financial contracts are limited to either (1) debt contracts, which provide a fixed return, $r_t$, if a firm is solvent or, in the event of insolvency, all the assets of the firm, or (2) equity contracts, which provide a fixed fraction of the firm's net worth if the firm is solvent and nothing otherwise. In practice, under equity contracts share owners receive their returns through dividends. We will assume that loans are made by banks, which are owned,
in turn, by households, and that equity is held directly by households (i.e., Glass-Steagall-like restraints restrict bank ownership of common stock). We will also assume initially, that all investors are risk neutral and require an expected rate of return, \( \bar{r} \), on their investments.

Under these circumstances, the equation determining the level of \( r_t \), the contractual rate of return on loans, directly determines the probability that a firm goes bankrupt (i.e., \( \pi_t \equiv 0 \)). From the definition of \( \pi_t \), bankruptcy implies that

\[
p_t < (1 + r_t)w_t - \left[ \frac{(1 + r_t)q_{t-1} + \theta_t}{q_t} \right] = \tilde{u}_t,
\]

where, by definition, \( \tilde{u}_t \) is the price realization below which firms go bankrupt. The expected total return to investors is, therefore,

\[
\bar{b}_r E(1 + r_t) = (\tilde{u}_t \cdot q_t + \theta_t)[1 - F(\tilde{u}_t)] + \int_0^{\tilde{u}_t} (q_t p_t + \theta_t) dF(p_t),
\]

since, at prices above \( \tilde{u}_t \), lenders receive \( \tilde{u}_t \) per unit of output plus \( \theta_t \), and, at prices below \( \tilde{u}_t \), lenders as residual claimants receive the entire \( p_t \) per unit of output plus \( \theta_t \), again. The level of \( r_t \), and hence \( \tilde{u}_t \), is then set so that this expected return is equal to \( (1 + r_t)\bar{b}_r \). Thus, substitution for \( \bar{b}_r \) and rearrangement of terms yield

\[
(1 + \tilde{r}_t)\left[ w_t - \frac{a_{t-1} + \theta_t/(1 + r_t)}{q_t} \right] = \tilde{u}_t (1 - F(\tilde{u}_t)) + \int_0^{\tilde{u}_t} p_t dF.
\]

which is just the equation of the text modified by the inclusion of the \( \theta_t \) factor (which is observed by bank lenders).

Expected profits are also a simple extension of those in the text. In particular,

\[
E(\pi_t) = [1 - (1 + \tilde{r}_t)w_t]q_t + (1 + \tilde{r}_t)\left[ a_{t-1} + \frac{\theta_t}{1 + \tilde{r}_t} \right].
\]

Thus, in both instances (expected profits and the definition of \( \tilde{u}_t \)), the effect of the additive productivity factor, \( \theta_t \), is to replace \( a_{t-1} \) by \( a_{t-1} + \theta_t/(1 + \tilde{r}_t) \), and the output function of the firm can be written

\[
q_t = h(w_t, \tilde{r}_t, \sigma_t)\left[ a_{t-1} + \frac{\theta_t}{1 + \tilde{r}_t} \right],
\]

where the function \( h \) is exactly that of the text.46 If therefore, we define

\[
z_{t-1} = a_{t-1} + \frac{\theta_t}{1 + \tilde{r}_t},
\]
then the analysis can proceed directly in terms of $z_{t-1}$ instead of $a_{t-1}$. Since $q_t$ is linear in $z_t$ and $u_t$ is a function of the ratio of $q_t$ and $z_t$, $u_t$ is independent of $z_t$. Thus, the objective function of firms

$$[1 - (1 + r_t)w_t]q_t + (1 + r_t)z_t - cq_tF(\tilde{u}_t),$$

is linear in $z_t$, and the end-of-period valuation function for the multiperiod problem is linear in end-of-period equity, as are future expected profits (and their discounted value). The expected end-of-period market value of the firm is therefore,

$$E[V_t] = k'E[z_{t+1}] = k'E[a_{t+1}] = k'z_t,$$

where $k'$ and $k$ will depend on $w_t$, $r_t$, $\sigma_t$, and their future expected values, and the second equality follows from the fact that $E[\theta_t] = 0$, ex ante, for each $t$.

Now consider a decision to raise an amount of equity, $e_o$. The share of the firm retained by the original shareholders depends on the market value of the firm when it decides to issue equity, $V_{ot}$, where

$$V_{ot} = \left[\frac{1}{1 + r_t}\right]E[V_t] = k'E[z_t]\left[\frac{1}{1 + r_t}\right],$$

where the expectations are now taken conditional on the information available to outside equity investors. Thus

$$E[z_t] = a_{t-1} + \frac{E[\theta_t/equity issued]}{1 + r_t}.$$

The share of the firm sold to new shareholders is

$$s = \frac{e_o}{e_o + V_{ot}}.$$

The cost of this equity sale from the perspective of the firm's inside managers is

$$s \cdot k'(z_t + e_o) = sk'\left[a_{t-1} + e_o + \frac{\theta_t}{1 + r_t}\right],$$

since they observe $\theta_t$. Since the new equity simply increases $a_{t-1}$, the value of the equity issue, $e_o$, is $k' \cdot e_o$. Thus, the condition that firms issue equity is simply

$$e_o k' \left[a_{t-1} + e_o + \frac{\theta_t}{(1 + r_t)}\right] \leq (e_o + V_{ot}) \cdot k' e_o,$$

or, after rearranging terms,

$$\theta_t \leq (k' - 1)a_{t-1}(1 + r_t) + k'E[\theta_t/equity issued].$$

\[\text{(A1)}\]
With no impediments to issuing equity, $k'$ is equal to one and,\(^47\) the equity issue condition becomes

\[(A2) \quad \theta_i \leq E[\theta / \text{equity issued}].\]

This condition implies, in turn, that no equity will be issued. The expectation of $\theta_i$ for equity issuers would be derived only from those with $\theta_i$ less than that expectation (i.e., those who issue equity according to eq. \[A2\] above), and this can only occur at $\theta_a$, the lower limit of the $\theta$ distribution, where essentially no one issues equity. Thus, no equilibrium without equity issue restrictions is compatible with the information structure assumed here.

However, an equilibrium with such restrictions and consequently $k' > 1$, may exist. In that case, it is still firms for which $\theta_i$ is less than or equal to some threshold of those who issue equity (see eq. \[A1\]) and, in consequence,

\[E[\theta / \text{equity issued}] < E[\theta / \text{no equity issued}].\]

Thus, firms announcing equity issues will face an immediate decline in current market value. If current, as well as end-of-period, market value enters a firm's objective function,\(^48\) this will in turn represent an additional fixed cost of issuing equity and a further deterrent to doing so. In practice, therefore, asymmetric information concerning firm prospects (i.e., $\theta_i$) between managers and outside investors may well restrict equity issues to a small number of firms and an insignificant amount of funds, as appears to be the case in practice.\(^49\) This is the underlying rationale for the equity issue constraint.

In relaxing the informational assumptions described above, the obvious place to begin is with the assumptions of well-informed bank lenders. If banks cannot distinguish among potential borrowers (i.e., they cannot observe $q_t$ or $\theta_i$), then the contractual rate of interest $r_t$ must be set at the same level for all firms. Under these circumstances, the analysis must be adjusted slightly but remains fundamentally unchanged. There is an induced tendency for poor (i.e., low $\theta_i$) firms to borrow more since they have higher default rates and hence lower expected interest costs for any $r$ than good (i.e., high $\theta_i$) firms. This does not, however, alter the linearity of the problem in $\gamma$, so that the basic qualitative results of the fully informed lender case continue to apply (slightly stronger assumptions are needed to ensure that the second-order maximum conditions are satisfied).

A further difficulty is raised if lenders are able to infer $\theta_i$ from the level of firm borrowing and reveal this information to investors at large. However, in this case, poor firms would have an incentive to increase borrowing (and invest in nonproduction technologies) to conceal their low $\theta_i$ values from the market. At the same time, very poor firms (i.e., those with $z_t < 0$) have an incentive to borrow a great deal (since the probability of bankruptcy declines with output for such firms) so that the need for viable firms to distinguish themselves from very poor firms should set an upper limit on borrowing.
Thus, if lenders attempted to infer firm quality from borrowing levels, there would be a countervailing tendency for all firms to borrow the same amount and equilibria exist in which borrowing levels are constant across firms and uninformative.

Notes

4. See Myers and Majluf (1984) and Greenwald, Stiglitz and Weiss (1984). Empirical support for these models is provided by Asquith and Mullins (1986) and in extensive related literature.
6. Similar results obtain if firms maximize an expected utility (or valuation function) of end-of-period equity if the utility function is characterized by decreasing absolute risk aversion.
7. We assume that, for a variety of informational reasons, futures markets are not a significant economic factor (see Greenwald and Stiglitz 1986).
8. The restriction to only labor inputs is made solely for expositional convenience. The effect of relaxing the constant-returns-to-scale assumption is examined in Greenwald and Stiglitz (1986).
9. The importance of bankruptcy itself in this regard is that it represents identifiable failure as opposed to other failures that may be at least partially obscured by accounting flexibility.
10. Although there is some literature stressing that the direct costs of bankruptcy are small, this literature may in fact greatly underestimate the total costs, which include the fact that assets may be tied up during the process of reorganization.
11. In most models in which reorganization costs are small, lenders face imperfect information about the risks of investment projects, and managers serve the interests of shareholders; managers should seek high-risk projects that increase shareholder returns at the expense of lenders. Under these conditions one would expect bankruptcy to be a frequent occurrence.
12. If lenders are risk averse, the required return will be a function of the bankruptcy probability, which in turn depends on \( \bar{\theta} \). Formally, eq. (2) holds, with \( r \) implying a function of \( \bar{\theta} \).
13. This result depends on the constant-returns-to-scale production assumption (see Greenwald and Stiglitz 1986 for details), which are quite general.
14. These comparative static propositions depend on imposing restrictions on \( F \), which ensure that the second-order conditions are satisfied.
15. The value of equity in providing protection against bankruptcy is also greater for low- than high-productivity firms, since low-productivity firms are in greater danger of bankruptcy.
16. In practice, since dividend levels typically involve an implied promise of continuity, reducing dividends to obtain equity funds is likely to be less appealing than issuing equity, since the current equity yield is likely to be smaller.

17. However, in practice, there are complications introduced by the existence of long-lived capital. If loans are made on a short-term basis, then a bankruptcy constraint must be defined for each subperiod, \( t \), which, in turn, requires that there be some means of valuing fixed capital at these intervening times. Doing this is not straightforward. Also, firms typically invest in both fixed and working capital. Thus, each individual decision period entails choices of both long-lived investment and current output. The interaction of these two kinds of decisions also significantly complicates the analysis, although it does not change its fundamental implications.

18. See Eisner (1967), Jorgenson (1963) and Lintner (1971) for examples of a large literature.

19. A second accelerator-like effect also arises if there is fixed capital and an increase in demand for a firm's output is persistent. Then past increases in output and profitability are likely to be indicators of future profitability, which would raise the value of a firm's fixed capital stock. In a world without informational imperfections, any such increases in future profitability would be reflected in the market values of firms and would enter a classical investment equation through Tobin's \( q \). In a model with imperfect information, it is the perception of the managers of a firm, based on their private information, which matter, and these perceptions matter in two distinct ways. First, parallel to the classical effect, a rise in future expected return (i.e., an increase in expected prices relative to \( w_t \)) will directly elicit higher levels of output. But, in addition, higher future profitability increases the flow of future equity funds and affects output (investment) through that channel as well; this second effect is operative only if the firm cannot raise new capital through new equity issues. In practice, of course, stock market valuations and internal firm assessments may be highly correlated, especially in cross-sectional data, so that the two models will be hard to distinguish. Nevertheless there are important differences between the two. For example, in the past, stock market values have appeared to fluctuate without any clear relationship to future firm profitability and cash flow. Such fluctuations would affect Tobin's \( q \) and investment in the classical sense, but would not affect investment in the model presented here.

20. See Stiglitz and Weiss (1981) and the discussion below in sec. 1.2.


22. These same factors also explain why properly specified neoclassical investment models like those of Abel (1980) and Abel and Blanchard (1986) perform relatively less well empirically than simple accelerator models.

23. See Phelps and Winter (1970) for a model of this kind.


25. A critical issue to be discussed in subsequent research is the extent to which nonbank lending is a substitute for bank lending. This substitution is of both theoretical and empirical relevance. See Vale (1989).

26. See discussion in the Appendix concerning loan sizes and the information to be derived from observing loan sizes.

27. Since these default risks are, in practice, correlated across borrowers, the law of large numbers does not effectively eliminate the total risk facing even large banks.

28. Note that this represents a departure from the perfectly informed, risk-neutral lenders of sec. 1.1. However, accommodating such behavior does not fundamentally alter the characteristics of the firm-level model.

29. Formally,

\[
\lim_{r' \to r^m} \frac{dr}{dr'} \to 0, \quad \frac{dr}{dr'} < 0, \quad \text{for } r' < r^m.
\]
30. This is not quite the whole story. The point of tangency with the loan return frontier will also shift—under most circumstances—to the left. Thus the share of loans represented by any point along the horizontal axis will increase, and the total increase in the loan share in the bank’s portfolio will consist of the combined effects of the shift in the tangency with the indifference curve and the shift in tangency with the loan return frontier. Also, as the tangency with the loan return frontier changes, the contractual rate of interest charged to firms changes.

31. The substitution effect always leads to more loans. The income effect does too, provided there is decreasing absolute risk aversion.

32. Alternatively, the increase in the bank’s financial position could be interpreted as a shift upward in expected terminal wealth, where the mean-variance diagram is taken over values of terminal wealth rather than returns. This would move the whole picture to a region of the indifference map with flatter indifference curves (since absolute risk aversion has declined).

33. If banks can distinguish among categories of potential borrowers, this process of increasing loan demand will entail the making of the loans to successively less attractive groups and rationing the marginal group in equilibrium.

34. The borrowing restriction here has no significant impact on the implications of the model.

35. This is similar in spirit, but likely to be more significant in magnitude than the wealth effect of monetary policy.

36. This consumption function, which is common to traditional macroeconomic models, is used for the sake of simplicity. A full general equilibrium model with intertemporal consumer utility maximization is developed in Greenwald and Stiglitz (1986). A model with a consumption function modified to take account of permanent income in a rational expectations context is developed in Greenwald and Stiglitz (1988). Another general equilibrium alternative is developed by Woodford (1986), who incorporates endogenous borrowing constraints.

37. Relaxing this condition would complicate the analysis without altering its fundamental conclusions.

38. The same results apply, of course, to this noncredit rationed IS curve.

39. This assumes that the increase in the supply of government debt is not completely offset by an increase in demand for government debt in anticipation of higher future taxes. Moreover, since the consequences of the source of the increase in debt (i.e. higher government spending or lower taxes) are not considered, the change should be interpreted in terms of a comparison of a high-debt economy (for historical reasons) to a low-debt economy.

40. These changes in uncertainty also affect the whole curve, shifting the relative demands for different financial assets.

41. Taking into account shadow prices associated with financial constraints and bankruptcy.

42. Uncertainty here is appropriately defined in terms of the covariance matrix of uncertainties concerning the impacts of the several decision variables.

43. These arguments are developed in Greenwald and Stiglitz (1989).

44. If learning by doing is incorporated into the model, different steady states correspond to different growth rates as well as different levels and temporary deviations from steady state have persistent effects on the level of output (see Greenwald and Stiglitz 1989).

45. This restriction is of no practical significance since different θ distributions would correspond to observationally different classes of firms and we need only replicate the analysis for each such class.

46. The use of a more realistic multiplicative productivity factor would merely complicate the analysis without altering its basic implications.
47. In general, \( k' \) exceeds one, because without being able to issue unlimited amounts of equity, positive bankruptcy risk ensures that \((1 + \bar{r})w_t < 1\), and firms make positive profits per unit of output. Since equity increases output, it earns these positive profits in addition to the normal return \((1 + \bar{r})\).

48. Such a situation will arise if firms serve existing shareholders and existing shareholders sell a fraction of their current holdings in the beginning of each period (after equity issues have been announced). An overlapping generations model, in which current shareholders are older households consuming wealth at a fixed rate, will give rise to such a situation.

49. With decreasing returns to scale, the value of additional equity is also smaller for high-\( \theta \) firms than low-\( \theta \) firms since the extra output made possible by the additional equity is incrementally less valuable at the high-\( \theta \) firms' higher levels of output. See Taggart (1985).
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