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4 Risk Averse Speculation
in the Forward Foreign
Exchange Market:

An Econometric Analysis
of Linear Models

Lars Peter Hansen and Robert J. Hodrick

4.1 Introduction

In this paper we study the determination of forward foreign exchange
rates. An exchange rate is the price of one currency in terms of another
currency, and a forward rate is a contractual exchange rate established at
a point in time for a transaction that will take place at the maturity date on
the contract in the future. Well-organized forward markets exist for all
major currencies of the world for various maturities, with the most active
contract lengths being one, three, six, and twelve months.

The existence and efficiency of organized forward markets for foreign

exchange were critical links in the case for flexible exchange rates.
Friedman (1953) stated,

Under flexible exchange rates traders can almost always protect them-
selves against changes in the rate by hedging in a futures market. Such
futures markets in foreign currency readily develop when exchange
rates are flexible.
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He then argued that the cost of such hedging was “‘the price that must be
paid to speculators for assuming the risk of future changes in exchange
rates.’”t The price of hedging can be thought of as the deviation of the
forward rate from the expected future spot rate, and advocates of flexible
exchange rates obviously thought that this price or risk premiuvm would
be kept small by competition. One purpose of this paper is to employ
modern ideas of asset pricing to determine the nature of this risk pre-
mium in a way that leads to statistical representations with testable
hypotheses. We then estimate parameters of these representations and
test the hypotheses with data from the recent experience with flexible
exchange rates.

This recent experience with flexible exchange rates was surprising to
economists in many respects. Its most notable characteristics have been
the volatility of spot exchange rates and the magnitude of forward rate
forecast errors. While we now know that volatility of exchange rates can
be produced in a variety of models and is characteristic of the asset
market approach to exchange rate determination, we still have little solid
evidence on how well the flexible exchange rate system is working or that
movements in exchange rates reflect the market fundamentals of our new
theories.” There is also little evidence on the nature of risk premiums in
the forward market. Understanding the importance of risk in this market
should facilitate the development of empirical models of spot exchange
rate determinations.

Substantial evidence exists against the hypothesis of “simple market
efficiency” in which either the forward rate or its logarithm is equated
with the conditional expectation of the level or logarithm of the future
spot exchange rate. Published studies employing a variety of techniques
and data sets which provide evidence against this type of hypothesis
include Geweke and Feige (1979), Frankel (1980), Hansen and Hodrick
(1980), Bilson (1981), Cumby and Obstfeld (1981), Hakkio (1981), and
Longworth (1981). The contribution of this literature is to show that
while the deviations between forward rates and expected future spot rates
may be small relative to the movement of spot rates, it is possible to
devise and implement econometric procedures that are powerful enough
to reject the notion that these deviations are zero. Although it has often

1. A subtle yet economically important distinction must be drawn between forward
markets and futures markets. Black (1976) discusses the differences in the payofis from
forward and futures contracts while Jarrow and Oldfield (1981). Cox. Ingersoll. and Ross
{1981). French (1981). and Richard and Sundaresan {1981) examine the theoretical issues in
detail. The essential difference is that forward contracts have a payoff only at maturity.
whereas futures contracts involve daily payolfs between the time at which the contract is
written and the maturity date.

2. Surveys of the state of knowledge on exchange rate determination are provided by
Mussa (1979). Dornbusch (1980). and Frenkel (1981). Each stresses that exchange rates are
asset prices and consequently should be expected to be volatile.
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been noted that empirical rejection of this notion of efficiency cannot be
identified with market failure, developing testable hypotheses that in-
corporate the relevant intertemporal risk considerations has proven to be
very difficult. For instance, using a traditional approach to measuring risk
with a static capital asset pricing model cannot adequately characterize
the intertemporal movements in risk premiums.

Our approach to characterizing risk premiums in the forward market
has as its foundation the theoretical intertemporal asset pricing models.
In section 4.2 we analyze the first-order conditions of an economic agent
who has the opportunity to trade forward foreign exchange contracts in
competitive equilibrium. We use these conditions to develop three linear
econometric models of the risk premiums which are analyzed in sections
4.3, 4.4, and 4.5. We choose to focus on linear models because of their
tractability and their preeminence in the empirical international eco-
nomic and time series econometric literatures. Evaluating the perform-
ance of linear representations of risk premiums is an important first step
in understanding the role of risk in the forward foreign exchange market.
Each statistical representation of the risk premiums relies on special
auxiliary assumptions to derive a testable hypothesis. Each auxiliary
assumption leads to a different estimation procedure, but each procedure
can be thought of as the natural extension of the estimation strategy
proposed and implemented in Hansen and Hodrick (1980). This strategy
is particularly useful in estimating forecasting equations in which the time
interval between observations is much shorter than the forecast interval.
Employing such data sets increases the effective degrees of freedom
relative to procedures that equate the sampling interval to the forecast
interval. In the problem at hand we have employed a data set in which
observations on spot and one-month forward rates are sampled semi-
weekly. The formal justification for the econometric procedures can be
found in Hansen (1982), and we provide some details of our procedures
in appendix A.

In section 4.6 we summarize our results and provide some concluding
comments.

4.2  An Intertemporal Equilibrium Condition

This section develops the relationship between forward exchange rates
and expected future spot exchange rates that will prevail in a competitive
market with zero transactions costs and rational use of information. As a
theoretical foundation we rely on the discrete time asset pricing models of
Rubenstein (1976), Lucas (1978), Breeden (1979), Brock (1980), and
Richard (1981). In these models investors maximize expected utility
subject to sequential budget constraints. In equilibrium, assets are priced
such that the product of the price of the asset in terms of a numéraire good
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and the conditional expectation of the marginal utility of the numéraire
consumption good is equal to the conditional expectation of the product
of the marginal utility of consumption & periods in the future and the &
period payoff on the asset for each investor. Equivalently, the equilib-
rium condition can be represented by:

(1) Er(Qc,wk Nestok) =1,

where

E.r+k(Uc.t+k)
E (U, )

which is the marginal rate of substitution of time ¢ + k consumption of the
numéraire good for time ¢ consumption of the same good for a particular
investor, r,, ¢ i is the k-period return on an asset purchased at ¢, and E(.)
is the conditional expectation based on the information set, ®,, available
to the investor at ¢.°

An analogous expression to (1) for nominal returns is:

(2) Er(Qm.Hk Rr+k.k) =1,

where @, . 1 is the marginal rate of substitution of money betweent + k
and ¢ for a particular investor, and R, , ;_, is a k-period nominal return. In
referring to Q,, , . . as a marginal rate of substitution, we are not implying
that nominal balances are the arguments of a utility function, instead we
indicate indirect intertemporal valuation of the currency. In some mod-
els, such as Lucas (1982), a simple link exists between the marginal rate of
substitution of money and the marginal rate of substitution of the numér-
aire good such that

Qc.t+k =

l_[r+.k
11,

where Il, is the purchasing power of the numéraire currency, where
purchasing power means the price of the money in units of the numéraire
good. Such a link would also occur if real balances are placed in the utility
function, in which case results of the real asset pricing models apply
directly. Although Townsend (1983) considers monetary models in which
the simple link breaks down, by suitably redefining the marginal rate of
substitution of money expression (2) remains intact.” If a k-period nomi-
nal risk-free asset is available at ¢, its return R7, , ;, will satisfy:

an.l+k= Qc.r+kv

3. We define the payoff on an asset as the future price plus interest payments or
dividends denominated in the numéraire good. The return is the payoff divided by the
current price of the asset. We take the conditional expectation of the marginal utility of
consumption at ¢ to allow for nonseparability of preference over time.

4. Townsend (1983) considers a model with a cash-in-advance constraint. In his model
the nominal value of a subset of consumption goods must be less than or equal to the amount
of nominal money balances chosen in the previous period. Letting k, denote the value of the
Kuhn-Tucker multiplier of this constraint implies that
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(3) E(Qp1si) = (Rl )"

Now consider the pricing of a forward contract in the foreign exchange
market. At time ¢ the investor has access to a forward exchange market in
which he can buy or sell various foreign currencies with delivery and
payment at time ¢ + & .* Let F/ ; be the forward exchange rate which is the
domestic currency price of a unit of currency j established at ¢ for payment
att + k. The spot exchange rate at ¢ is S/, and the profit in the numéraire
currency from a long position in the forward market of currency f is the
difference between the uncertain future spot exchange rate and the
forward rate, that is S{., — F/,.

Since no investment is required at time ¢, the first-order condition for
the representative investor requires that the conditional expectation of
the marginal utility of the nominal profit from contracting in the forward
exchange market of currency f must be zero. The marginal utility of the
nominal profit is the indirect valuation of the currency times the profit on
the contract. Since the indirect valuation of the currency at time ¢ is in the
information set, we can divide the conditional expectation of the mar-
ginal utility of the profit by that to yield:

(4) Er[Qm.!+k (S;i+k_FIj.k)] =0.

A necessary condition for E(S{, . — F! ;) # 0 is that the intertemporal
marginal rate of substitution of money, @Q,, ,, ;. have a nonzero condi-
tional variance. This conditional variance can be nonzero even if the
intertemporal marginal rate of substitution of consumption is constant, as
would be the case if the investor were risk neutral, because of the
uncertainty about the purchasing powers of the currencies. a point
stressed by Frenkel and Razin (1980).° In light of the difficulties in

EvilUcorr) Thar+ Xsy
Er(Ur.:) " n: + )\;

Considerable controversy exists in the literature regarding how the use of fiat money in a
model should be motivated. The implications for the determination of spot exchange rates
of various alternative strategies, such as placing real balances in the utility function,
cash-in-advance constraints, or physical and intertemporal barriers to trade, do differ. We
conjecture that motivating and introducing forward markets into the various models may
result in additional differences in the joint spot and forward exchange rate processes. In this
paper we abstract from these differences, which must be investigated vsing explicit solutions
to general equilibrivm models. to focus on intertemporal risk aversion,

5. We abstract from any margin requirements which might affect the investor’s current
budget constraint. Typically, margin requirements can be met by allowing a broker to hold
an investor's securities. such as Treasury bills. from which the investor continues to receive
interest. If the optimizing amount of these securities which the investor would hold in the
absence of considering forward contracts is greater than the margin requirement. the
margin requirement is not a constraint. Margin requirements are also more common on
futures contracts for which settlement occurs daily.

6. The intertemporal marginal rate of substitution of money can be uncertain even if
investors are risk neutral because of uncertainty in the purchasing power of money. Letting

Qm.l+k =
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accurately measuring the relative purchasing powers of currencies, we do
not attempt to control for uncertainty about the purchasing powers in
investigating deviations of the forward rate from the expected future spot
rate. In spite of this qualification, we refer to these deviations as risk
premiums because of the substantial body of evidence from other finan-
cial markets indicating that investors are risk averse.

Equation (4) is our fundamental representation of the international,
intertemporal equilibrium condition that must hold for all investors re-
gardless of their country of residence. Without additional assumptions
this condition has little, if any, empirical content. Ideally, one would like
these additional assumptions to be made explicitly on the preferences,
technology, or the stochastic behavior of any exogenous forcing pro-
cesses in a general equilibrium approach, but this is not currently a
feasible empirical modeling strategy for this problem.” As an alternative,
the next sections develop testable statistical models which embody auxil-
iary assumptions to simplify interpretation of the equilibrium condition.
These assumptions take the form of either specific distributional prop-
erties on the endogenous variables of the system or constant conditional
covariances of these variables. Since we are not conducting an explicit
general equilibrium analysis, we do not investigate whether our auxiliary
assumptions can even be produced by a specification of preferences,
technologies, and exogenous forcing processes. It is important to remem-
ber in interpreting the resuits of our statistical tests that evidence for or
against a particular representation is evidence for or against the joint
hypothesis of the model as specifted in (4) and the auxiliary assumptions
that are employed to implement it. These statistical representations allow
us to characterize empirically the nature of risk premiums in the forward
market.

4.3 The Lognormal Model

In this section we develop testable implications using our first repre-
sentation of the equilibrium condition, equation {4), and a joint lognor-
mality assumption which we chose because of the multiplicative nature of
(M. Let Z,=(S8), ..., SEF} ., ... ;F?,, Q. ). Assume that this vector
stochastic process has the logarithmic autoregressive representation:

[T} be the purchasing power of currency f and II, that of the numéraire, the condition (4}
under risk neutrality can be written as

Er(S{+k) - F‘ri.k = E(If, o/ Ty} — E.'(njrl+k)/Er(n1+k)-

while these terms will in general be nonzero, we do not think they are the sole source of our
results.

7. Although Grossman and Shiller (1981), Hall (1981), and Hansen and Richard (1983)
describe strategies for testing the real asset pricing theory by restricting preferences and
using data on aggregate consumption, their procedures cannot easily be modified to study
the forward foreign exchange market using the data set we employ here.
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(5) Z,=A0—A(L)Z,_1 +u,

where lowercase letters represent the natural logarithms of their upper-
case counterparts, A, is a vector of constants, and A(L) is a matrix with
elements that are possibly infinite-order polynomials in the lag operator,
and u« is a sequence of mean zero, independent, identically distributed,
normal random vectors. The zeros of det[] — { A({)] are not necessarily
assumed to be outside the unit circle to allow nonstationarity of the z
process. Allowing for nonstationarity may be important since Meese and
Singleton (1982) found evidence that the autoregressive univariate pro-
cesses for the logarithms of spot exchange rates contain unit roots.

Let E(.) be the conditional expectation based on the information set
@7 =(z, z,_y, . . -). Since ®7 is a subset of ®,, (4} implies that:

(6) Ef(S{+kaJ+k):F{,kEf(Qm,f+k)'
Then, employing the distributional assumption (5):
(7) Ef(Sf+ka_r+k) = exP[Ef(5f+k) + Ef(qm,r+k)

+ 1/2VE(s ) + 112V G oo i)
+ C}"(si’+k ; qu+k)] ’

and

FIyEQm, i) =eXPlfle + E{( @ cvi)
+ 1/2Vi(Gm.c+ 2 M,

where V7i(.) and C3(. ; .} are the variance and covariance conditioned on
the information set @7, Substituting (7} into (6} and taking logarithms of
both sides gives:

(8) Ei(sio ) —flu= =112Vi(sii 1) — Cilsl i i Gm, v a) -

From representation (5), the right-hand side of (8) is a constant which
we denote a;. Therefore, this representation of the theory predicts that
the logarithm of the forward exchange rate is equal to the conditional
expectation of the logarithm of the future spot exchange rate plus a
constant.

Hansen and Hodrick (1980) discuss alternative strategies for testing
hypotheses such as the one derived above. The technique exploits the
property that the forecast error, u! , = s/,  — Ei(s/, ), is orthogonal to
elements of the information set 7. Consequently, the null hypothesis
developed in this section can be examined by testing the hypothesis that
b; =0 in the regression equation:

(9) s{+k—f{;k=aj+bjx,+14{k,

where x, is a vector of information in ®7. Since the key requirement for
consistency of the ordinary least squares (OLS) estimator of b, is the



120 Lars Peter Hansen/Robert J. Hodrick

orthogonality of x, and /., standard OLS computations will provide a
consistent estimator.* However, asymptotic justification of the conven-
tional computation of standard errors in the OLS regression requires
serially uncorrelated errors. It can be verified that E(u/ 14/, 4, ;) is zero
for k> k under the null hypothesis. Hence, unless the sampling interval
equals the forecast interval, thatis k£ = 1, the errors in (9) will be serially
correlated. In Hansen and Hodrick (1980) we discuss how to compute
estimates of the correct asymptotic covariance matrix relying on the
asymptotic distribution theory developed in Hansen (1982).

While choice of the auxiliary variables, x,, is arbitrary and dictated in
most cases by availability of data, Geweke (1980) has demonstrated the
desirability of including the forward premium, f/, —s/, in the set of
regressors. In our previous work with three-month forward rates, lagged
multicountry forward rate forecast errors, s/ — f/_, ., were found to
contain significant explanatory power. Hence, in table 4.1 we present the
estimated OLS regressions using the modifications described above of the
forward rate forecast error for a currency on a lagged value of its own
forecast error, the lagged forecast errors of four other currencies, and its
own and four other forward premiums as in:

. ) ) . .
(10 3:"+9‘f:’,9:a;+Elbff(&’—ff—g,a)
3 . . )
+ jélcij(ﬂ,l} —5) +ul,.

The exchange rates are U.S. dollars per unit of foreign currency. The
data set is a semiweekly sample in which Tuesday forward rates predict
Thursday spot rates thirty days in the future and Friday forward rates
predict Monday spot rates.” Under the null hypothesis, the disturbance
terms in (10) are consequently an eighth-order moving average process.”
Table 4.1 presents evidence for a sample of 512 observations which
corresponds to 5 February 1976 to 29 December 1980.

Out sample excludes the transitional early years of the floating ex-
change rate era. Our reasoning for the exclusion centers on the possibili-
ties that agents may have been expecting a return to a fixed rate regime
after the breakdown of the Bretton Woods system in February 1973, and
that they may not have known or fully understood the intervention

8. One possible set of requirements to ensure the consistency of the OLS estimator in (9)
is: (i) 54, « — f! 4 and x, are stationary and ergodic; (i) E£[L, x;]'[1. x;] is nonsingular; (iii)
Efx.ul ) =0; and (iv) E(u ) =0.

9. See appendix B for a description of the data.

10. In Hansen and Hodrick (1980) we prove that the procedure of sampling the data to
generate a serially uncorrelated error term, thereby justifying the conventional QLS
computation of standard etrors, is dominated asymptotically by the procedure employing
all the data. We also noted that serial correlation correction generalized least-squares
procedures would lead to inconsistent estimators in this example.
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strategies of the central banks in the beginning of the era. The exact
choice of a starting date was dictated by the following reasoning.

After the movement to flexible exchange rates in March 1973 there was
considerable uncertainty regarding the future of the international mone-
tary system." The Committee of Twenty, created by the International
Monetary Fund (IMF) in July 1972 to study restructure of the interna-
tional monetary system, published an Qutline of Reform in June 1974
suggesting that the restructure be based on stable but adjustable par
values with limited floating. This solution was not consistent with the
preferences of all countries, particularly the United States, and negotia-
tions continued through 1975, climaxing with the agreement at Ram-
bouillet in November of that year. At Rambouillet the governments of
France, the Federal Republic of Germany, Italy, Japan, the United
Kingdom, 'and the United States produced an agreement which led
directly to the amendments to the Articles of Agreement of the IMF
which formally ratified the flexible exchange rate system. After the
agreement was ratified by the Interim Committee of the IMF in January
1976 in Jamaica, the countries of the world were free to adopt the
exchange rate regime of their choice.

The Rambouillet ratification of a system of flexible exchange rates
possibly could have been an important piece of information to economic
agents in terms of forecasting the behavior of future exchange rates.
After the agreement, market participants may have been more secure in
their forecasts of governmental actions that influence the determination
of exchange rates. Thus the forecasting properties of forward exchange
rates as well as the monetary and exchange market intervention policy
rules of the countries may have been different before and after the
agreement.

In table 4.1 we examine the joint hypothesis that the b;’s and the ¢;’s
are zero for each currency. For the Japanese yen, the Swiss franc, and the
Deutsche mark the hypothesis can be rejected at all levels of significance
greater than .02. The evidence for the French franc and the U.K. pound
does not indicate significant evidence against the null hypothesis.

Having soundly rejected the null hypothesis, it is appropriate to reiter-
ate the joint nature of its derivation. Equation (4) can be true, but the
assumptions of joint lognormality or the time invariant representation (5)
which implied constancy of conditional covariances may be false, which
would cause a rejection of the combined hypotheses.

To determine whether the rejection of the forward foreign exchange
market efficiency hypothesis characterized by (4) and (5) was due strictly
to the movement of the U.S. dollar relative to all other currencies, the
OLS regressions for the sample of 512 observations were examined with
the Swiss franc as the numéraire currency. These results are presented in

11. See Murphy (1979) for a discussion of the recent history.
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table 4.2. While these regressions are merely linear combinations of the
regressions in table 4.1, they do indicate that failure of the hypothesis is
not purely a U.S. dollar phenomenon. The null hypothesis that the
coefficients other than the constant are zero can be rejected for the Swiss
franc/French franc exchange rate, for the Swiss franc/U.K. pound ex-
change rate, and for the Swiss franc/Deutsche mark exchange rate at all
levels of significance greater than .001. The similar rejection for the Swiss
franc/U.S. dollar exchange rate reproduces the result of table 4.1.

The results presented above indicate that there is considerable evi-
dence against the hypothesis that the log of the one-month forward
exchange rate is equal to the conditional expectation of the log of the
futuare spotrate plus a constant. This is consistent with the investigation of
three-month forward rates conducted in Hansen and Hodrick (1980). In
that study we focused on the empirical properties of forward rates as
predictors of future spot rates, recognizing that risk premiums could exist
in theory but we did not make any attempt to model them. The analysis
demonstrates that we can reinterpret our previous tests as precise tests of
the international equilibrivm condition for a risk averse investor and the
lognormality distributional assumption.

4.4 The Nominal Risk-Free Return Model

In this section we derive a second representation of the intertemporal
equilibrium condition that can potentially reconcile the empirical results
of the previous section and the equilibrium theory. This reconciliation
requires variation over time in expected profits in the forward market,
and the expected profits reflect the compensation that risk averse inves-
tors require for holding the contracts.

To develop the testable hypothesis of this section, we first divide (4) by
S/ which is in the information set ®,. We do this strictly for its potentially
desirable effect on the statistical properties of the forward rate forecast
errors. Using the definition of conditional covariance, which is signified
C,(. ; .), relation (4) can be rewritten as follows:

S Fi Si - Fi
(11) E,( .H-ij r.k) — _Crl( i ij r-k);Qm.r+kl
! 1

TE(Qom.c+ 1) -

Substituting the expression for the risk-free nominal return given by (3)
into (11), we obtain our second representation of an investor’s first-order
condition:

Sj+ - Fj S.'I+ - FI
(12) E(%) - —c,[(;sr,'—");gmw]

er+k.k'
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125 Speculation in Foreign Exchange

This condition indicates that the expected profit in terms of the numéraire
currency on a forward contract in currency j is proportional to the
risk-free return in the numéraire currency where the factor of propor-
tionality depends on the conditional covariance of the profit with the
marginal rate of substitution on the numéraire currency. In general the
~ factor of proportionality will depend on information in ®,. Equation (12)
indicates that there are two potential sources of time varying risk pre-
miums or expected profits in the forward market: movements in the
conditional covariance and movements in the nominal risk-free return.
Our approach in this section is to assume that the conditional covariance
is a constant and to investigate whether time variation in the nominal
return on one-month U.S. Treasury bills is sufficient to capture the time
variation in the risk premiums on one-month forward contracts for pur-
chases of foreign currency with U.S. dollars, We assume that the U.S.
Treasuary bill return is a nominal risk-free return.
The null hypothesis of this section of the paper is;

E’(Slj+k _jF{k

i

(13) )=@Rahh

where
S/, —Ff
q=—q“4ﬁ§—ﬁ}gmw4

i

which is assumed to be constant.” Realizations of the left-hand side of
(13) have a larger variation than In(S/, ;) — In(F/ ;), but the correlation
between the two representations of the forward exchange rate forecast
error is 0.999 for all five U.S. dollar-denominated exchange rates in this
study. Hence, if (13) is to be a successful reconciliation of the results in
section 4.3 with the equilibrium model, we should expect to find esti-
mates of b, that are quite significantly different from zero and explanatory
power similar to that found in the regressions reported in the previous
section.”

Since R/, x is also an element of ®,, the specification (13) can be
examined with the appropriately modified QLS technique discussed in
section 4.3." Table 4.3 presents the analysis of the regressions,

12. Roll and Solnik (1977) refer to (S/., — F!,)/8/ as the “extraordinary exchange
return’” and Geweke and Feige (1979) call it the “‘realized rate of exchange gain in forward
market j.”

13. The calculated R*s in this section are not strictly comparable to those of section 4.3
since the regressions in section 4.3 included a larger set of explanatory variables, did not
include the nominal interest rate among the variables, and employed a different spectfica-
tion of the left-hand side variable.

14. The modified OLS procedure used in computing estimates in section 4.3 used the
maintained assumption of conditional homoscedastic error processes which was justified by
the assumed representation (11). In this section we allow for conditional heteroscedasticity
in conducting our statistical inference. See appendix A for further details.
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(14) Steo = Flo _ a+ 3 bj,(w)
St i=1 -9
+ CjR{+9.9 + u!.‘),

where a constant and five lagged forward rate forecast errors have been
added to (13) and u/ ¢ is the forecast error from the conditional expecta-
tion in (13). If (13) captures the time variation in expected profits in the
forward markets, the g; and the five b;’s should be zero in each regression.
Also, the ¢; should be significantly different from zero, especially for the
regression using the Japanese yen, the Swiss franc, and the Deutsche
mark. The data are sampled semiweekly as before.

The results of the regressions reported in table 4.3 do not support the
null hypothesis of this section. The chi-square statistic which tests the
hypothesis that g; and the five b;’s are zero indicates strong rejection of
the hypothesis since the marginal levels of significance are .001 for the
yen, .002 for the Swiss franc, and .03 for the Deutsche mark. Also, the
coefficients on the nominal return do not have particularly low marginal
levels of significance for tests of the hypothesis that the coefficients are
zero.

These results provide substantial evidence against the constant coef-
ficient, nominal risk-free return model. A reasonable explanation is that
the assumption of a constant conditional covariance is too strong. The
next section investigates a statistical model of the intertemporal risk
return relation in the forward exchange market that links the analysis to
the empirical literature in finance.

4.5 A Latent Variable Risk Return Model

In the empirical finance literature it has been commeonplace to char-
actenze the risk return trade-off facing investors with a single beta model.
In such a model the riskiness of any asset is measured by the covariation
of the excess return on the asset with the excess return from some
benchmark portfolio. More precisely,

(15) Er(Rr+k,k_Rf+k,k)=B:*E?2(R?+k,k_Ri+k.k),
where E%(.) is the expectation operator conditioned on an information
set &7 which is a subset of economic agents’ information set, where

b
B*_ C?V(Rf+k,ka Rr+k,k)
¥z

VIR« &)

and where R} ., , is the return on an asset that is conditionally uncorre-
lated with the return on the benchmark asset R%,, .. If a nominal

risk-free return is in the information set, it can be chosen as Ry, ; . As
has been demonstrated by Roll (1977) and extended to conditional

b
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environments by Hansen and Richard (1983), the content of the restric-
tion embodied in (15) is that the benchmark return R?, , , lies on the
conditional mean variance frontier and is not the conditional minimum
variance portfolio. A benchmark return is on the conditional mean
variance frontier if any other return that has the same conditional mean
as the benchmark also has a conditional variance thatis at least as large as
that of the benchmark. Since B/ is the ratio of a conditional covariance to
a conditional variance, it will, in general, depend on elements in the
conditioning information set $7.

The static capital asset pricing model [CAPM] is given empirical con-
tent through the assertion that the return on the aggregate wealth port-
folio measured by the econometrician is mean variance efficient. Typi-
cally, it is assumed that observations on a vector of returns, including the
return on the aggregate wealth portfolio, are normally distributed with
probability distributions that are independent and identical over time.
Since we have found evidence for time variation in the risk premiums in
the forward foreign exchange market, it is important that we relax the
requirement that returns be temporarily independent. Also, intertem-
poral asset pricing models do not have the implication that the return on
the aggregate wealth portfolio be mean variance efficient. For this
reason, we shall not require that observations on a benchmark return for
a single beta model be available a priori. Instead we treat R?+k,k as a
latent variable in a time series version of what Zellner {197() and Gold-
berger (1972) refer to as a multiple indicator, multiple cause (MIMIC)
model. This model is similar in spirit to what Sargent and Sims (1977)
refer to as an index model."” Qur approach assumes that all of the time
variation in risk premiums in the foreign exchange market and in a
suitable benchmark portfolio can be captured by movements in con-
ditional means. As with most empirical formulations of the static CAPM,
we assume that conditional betas are constant. Thus, we maintain some
of the ingredients of the static CAPM without its restrictive assumptions
of zero temporal covariances and observability of the return on a bench-
mark portfolio. _

To study empirically representation (15), we postulate the following
statistical model: Let

_ 1 2
Ye+r = (y.'+k» Yivks - - - 1y!t7+k)’

where

and let RY, , , denote a vector of the nominal risk-free returns in the p
currencies. We suppose that the information set & contains (y,
15. The latent variable procedures which we propose use a different set of orthogonality

restrictions than the ones employed by Sargent and Sims (1977). The procedure is also not a
strict application of the MIMIC mode!.
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Yeetr - - - .y and RS, 4o RE4_14. - . .). An investor can translate
foreign-currency-denominated, risk-free returns into domestic currency
returns in two ways. He can sell the proceeds in the forward market, or he
can wait until the time of the payoff and sell the proceeds in the spot
market. Each of these strategies generates a numéraire currency return
that satisfies (15}. Now consider the difference between the two returns
generated by buying foreign currency, investing in the risk-free, foreign-
currency-denominated asset, and either leaving the proceeds uncovered
or covering them in the forward market. This difference in returns, when
combined with (15) and after some manipulation, satisfies

(16} EX¥) =B EY (R — R 1),

where BF= (B}, B/?, . . ., B?), and B =C? (RV, i Yii) /
VY(R%, «.«). In our statistical model we shall treat B as a vector of
constants and EY(R%, ; , — R{:,k’k) as a latent variable.

As noted above, a necessary condition for a return to be a legitimate
benchmark for a single beta representation is that it resides on the mean
variance frontier. We now interpret this requirement within the frame-
work of intertemporal asset pricing models. Suppose that R}, , , is the
minimum second-moment return conditioned on the information set of
economic agents. That is, suppose that E(R¢, ; +)* < E,(R,. 4 ) for all
returns R, ., ,. Further, suppose that the probability of the event
{E¥(RS, 4 1) = RY, (i} is zero. Then Hansen and Richard (1983) estab-
lish that any return R b &.% on the mean variance frontier conditional on
@} satisfies:

(17) Rl i=o, Rt (1—a)RI .,

where , is in ®7. Hence, we can characterize the conditional mean
variance frontier by characterizing the minimum conditional second-
moment return. In cases in which an investor can trade a portfolio with a
nominal return:

Qm.H—k
Er(Qm.r+k)2 '

where Q,, . « is the intertemporal marginal rate of substitution of money
for an investor, then R/} ;. , = R, .- This is established in Hansen and
Richard as a straightforward implication of relation (2). In a world with
heterogeneous investors but homogeneous information sets, as long as
equilibrium allocations are consistent with the existence of complete
markets, R]", ., as defined in (18}, is not investor specific since investors
will have the same intertemporal marginal rates of substitution. If there
exist certain assets that are not freely traded, then it may be implausible
to assume the existence of a portfolio with areturn R/, ;. In this case we
can either define R, ; ; = R/} ., where R[ ;.  is defined for one inves-
tor, or we can assume that R{_; , is the minimwm conditional second-

(18) kk =
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moment return conditional on agents’ homogeneous information sets.
Under the former interpretation, Rf_, , is not a return but a transforma-
tion of an investor’s intertemporal marginal rate of substitution. In either
case the single beta representation (16) is valid for R%, ,_, givenin(17), as
long as probability of the event (w, = () is zero.

Equation (17) suggests that R%, , , is not uniquely defined. Recall,
however, that in our statistical model we require 8 in (16) to be constant.
This restricts the class of admissible w,’s in (17) used in defining candi-
dates for benchmark returns. Obviously, one of our maintained assump-
tions is that this set of admissible ,’s is not empty." Let w;” be such an
admissible random weight that leaves B constant, and suppose # is a
constant different from zero.

Then it can be shown that

(19) RS ju=ho! R .+ (1—hol) R{+k.k

will satisty (16} for B, constant. Hence the parameter k is not identified in
our model, and given that there is one legitimate benchmark return there
are infinitely many such benchmarks. Since ;" in (19) can depend on
information in ®/, there is no restriction on the sign of

E?’(R?Jrk.k - R{+k.k) =w E{(Ri g s~ R'{+k.k)a

even though it can be shown that E}(RS, ;.. — RY., +)=0. It should be
apparent that testing the restrictions implied by our risk return statistical
model cannot be construed as a test of an explicit intertemporal equilib-
rium asset pricing model of forward foreign exchange rates. Instead, the
tests should be interpreted as tests of the validity of a parsimonious
characterization of risk in the foreign exchange market.

Equation (16} implies that the following is true:

(20) Yooi =B + g,
where x, = EY(R%, « « — RY..x), and where u, ; is the vector of forecast
errors, (4} ,, . . ., uf,). These forecast errors satisty the following
conditions:

, Q. i=0,...,k-1
(21) i) =o"  h2g .
(22) E(u, . h,} =0 for all k,in ¢}

16. It may well be thal the sel of admissible w,s is emply in explicil equilibrium analyses
inwhich returns are represented as funclions of underlying forcing variables. One can argue
thal the overidentifying resiriclions in our model emerge complelely from the requirement
that this set not be emply. Consequenily. our approach 1o modeling in this seclion as well as
in the previous sections is besl consirued as inlerpreling aliernalive slatistical represenla-
tions of risk premiums using inlerlemporal assel pricing theory. Our slalistical lesls are nol,
however, Lesis of explicil equilibrium models. ’



131 Speculation in Foreign Exchange

Condition (21) indicates that, in general, the forecast errors will be
contemporaneously correlated, and if £ > 1, that is, if the forecast inter-
val is greater than the sampling interval, the forecast errors will be serially
correlated. Condition (22) merely reiterates that the conditional forecast
errors are orthogonal to all information contained in the information set
@} which includes x,.

Since x, is unobservable to the econometrician, we substitute into (20)
the best linear prediction of x, based on an observable subset of the
information in ®;. We choose this parsimonious subset based on the fact
that in our previous study and in section 4.2 past forward rate forecast
errors of currencies were useful in predicting ¥, », but we also need to
keep the information set small for computational purposes. Conse-
quently, let

(23) xe=af tai'yte,

where ¢, is the prediction error which has mean zero and is orthogonal to
¥ Substituting (23) into (20) gives:

(24) Yix=PB%ad + Brai 'y + v i,

which is a constrained vector regression of y, , , ona constant and y, where
v = U, ; + B*e, which implies that v, , is orthogonal to y, also. The
specification of the model does not imply that v, ; is orthogonaltoy, _; for
izl

Our goal is to estimate B* and «™' = (af, af'). Estimation of the
k-step-ahead forecasting equation for y,, ., given y, subject to the non-
linear cross-equation restrictions embedded in (24), allows us to recover
consistent estimators of B* and a* once one of the elements of B* is
normalized to one which is necessary because of the lack of identification
of & discussed above. For the discussion of estimation, take this normal-
ized B to be B!. Once again, the B* parameters provide us with informa-
tion about the relative importance of risk across currencies, and the
knowledge of a{ indicates the nature of time variation in the risk pre-
miums.

Several strategies are available for estimating 8* = (B*, . .. B*?, a*')
in (24). We now discuss the relative merits of alternative possibilities and
in the process describe our estimation procedures. One strategy is to
impose the additional requirement:

(25) E(v, ¥, ¥i=1, .. ] =0,

and to estimate the parameters via maximum likelihood, thatis, employa
Gaussian density function but not necessarily assume that y, is Gaussian.
It is customary to employ some time or frequency domain approximation
to the likelihood function to ease the computational burden. Even with
these approximations, maximum likelihood estimation can be difficuit for
values of k and p that substantially exceed one. The reason for this is that
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all the parameters of the vector moving average error process must be
estimated simultaneously with the structural parameters of interest.
Furthermore, if (25) is false, the technique is misspecified.

A second strategy is to estimate the parameters of (24) using general-
ized method of moments (GMM} estimators. The procedure which we
employ is a generalization of nonlinear three-stage least squares and is
included in the class of GMM estimators studied by Hansen (1982} who
derived their large sample properties. This procedure allows us to impose
the cross-equation restrictions implied by our latent variable model either
with or without imposition of the auxiliary assumption (25). As in max-
imum likelihood, it requires a numerical search algorithm to compute
estimates, but the search is undertaken over a much smaller parameter
space. On the other hand, in circumstances in which (25) holds, max-
imom likelihood is asymptotically more efficient. We now develop the
GMM estimator for 8*.

A GMM estimator can be thought of as arising from the minimization
of a criterion function that exploits the orthogonality conditions of the
model. To see this, we construct a family of criterion functions that
employ the same set of orthogonality conditions. Let z; = (y,, 1} and
define the matrix of reduced form parameters:

ﬂi Q)

0(3)

Bzu; Bzaﬂ s

BPai  BPug

where & is the m =2p dimensional parameter vector. Construct the
vector function, f(y,.,, z,, 8), of the data and the parameters that
summarize the r = (p + 1)p orthogonality conditions of the model,

(26) Fasr 2, 8) = [yes — O (8)2] ® z,,

where ® is the Kronecker product. Since z, is in @,, we are assured that
the expectation of f evaluated at the true parameters 8* is zero:

(27) E(f(yesr 2,8 = E(v,, ®2z) = 0.

The r orthogonality restrictions in (27) are used to estimate the pa-
rameters 8*. Let

1 T
(28) gr(d) == [Elf(ywkszrva)*

where T is the sample size of the data set. Let a- be an r-dimensional
symmetric matrix which is allowed to be dependent on the sample data.
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We can estimate §* by choosing & = &7 where 8§ minimizes the criterion
function:

(29) gr(8) argr(d).

Under regularity conditions specified in Hansen (1982), it is demon-
strated that if a random sequence of matrices {a;: T=1} converges al-
most surcly to a constant r-dimensional nonsingular symmetric matrix
a*, the estimator proposed above is strongly consistent. Furthermore,
VT (87 — 8*) converges in distribution to a normally distributed random
vector with mean zero and covariance matrix X (a*). Details on how to
compute and estimate X (a*) are provided in appendix A. We followed
Hansen (1982) in choosing @* optimally to produce the smallest asymp-
totic covariance matrix among the class of estimators that exploit the
orthogonality condittons defined by (27).

To motivate a test of the model, recognize that 8 is the parameter
vector that sets a linear combination of the sample orthogonality condi-
tions gy(8) to zero via the first-order conditions for the minimization of
(29). More precisely, the first-order conditions require that 8, sets m
linear combinations of the r orthogonality restrictions equal to zero. Thus
there are r — m linearly independent combinations of g+(8) that are not
necessarily equated to zero but which should be close to zero if the
restrictions are true. Under an alternative hypothesis, the elements in the
reduced form parameter matrix © are unrestricted and can be estimated
using equation-by-equation ordinary ieast squares. These estimates are
provided in table 4.4. Relaxing the restrictions in this manner is equiva-
lent to setting the » sample orthogonality conditions equal to zero.
Therefore a test of the restrictions can be conducted by examining the
minimized value of the criterion function when the restrictions are im-
posed relative to zero, which is its unrestricted value.”

Hansen demonstrates that T gr(87)'argr{87) is asymptotically chi-
square distributed with » — mr degrees of freedom, where 8y is a mini-
mizer of (29) and aris an estimator of an optimal choice of a*. We use this
as a test of our model restrictions.

An additional set of tests that we performed amounts to examination of
whether subsets of the reduced form parameters in the matrix
©* = O(3*) equal zero. First we examined the unrestricted reduced
forms and tested whether the coefficients other than the constants were
zero. Consistent with our earlier results, we found substantial evidence
against the hypothesis of no time vanation in the risk premiums. These
same tests were repeated with the restrictions imposed.

The results for the latent variable model are presentedin table 4.5. The

17. Gallant and Jorgensen (1979) propose tests similar to this for the case in which
disturbances are serially uncorrelated.
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value of the test statistic of the model restrictions is 18.834, which is below
the mean of a chi-square variable with 20 degrees of freedom. Therefore,
there is little evidence in the sample against the restrictions imposed by
our model. Using the estimates of the betas as measures of relative risk,
we find that the Swiss franc and Japanese yen were the most risky
contracts. The French franc and the U K. pound were least risky, and the
Deutsche mark was intermediate between the two sets of currencies.
Tests of the reduced form parameters for time variation in the risk
premiums are quite consistent with the evidence of table 4.4. The restric-
tions of our model still capture most of the significant time variation in the
risk premiums found in the unrestricted estimates.

4.6 Summary and Conclusions

In this paper we investigated risk premiums in the forward foreign
exchange market using linear time series models. We relied on first-order
conditions of a rational investor to interpret alternative statistical restric-
tions about the divergence of forward exchange rates from expected
future spot rates. Three basic conclusions emerged from our analysis.
First, risk premiums are not adequately characterized by constants as was
implied by a time invariant lognormal model. Second, time variation in
the risk premiums are not accurately summarized by movements in the
nominal interest rate of the currency of denomination of the forward
contract. Third, using a single beta latent variable model to measure risk,
we found risk premiums to be important in at least two of the five
currencies studied. It may be that longer time series or more powerful
econometric procedures will alter some of our conclusions. Also from a
practical standpoint, in all of our statistical inference we are forced torely
on asymptotic distribution theory in computing significance and confi-
dence levels, and knowledge of the correct small sample distributions of
the test statistics we have employed might overturn some of our conclu-
sions. Nonetheless, we believe that we have been successful in providing
additional insights into the nature of the forward foreign exchange
market.

While we used first-order conditions of the intertemporal maximiza-
tion problems of investors to motivate and interpret alternative restric-
tions on time series representations, our statistical tests cannot be con-
strued as direct tests of an equilibrium model. An explicit equilibrium
analysis would require that we write down specifications of stochastic
forcing variables that generate the restrictions on the endogenous time
series that are imposed and tested here. An obvious criticism of our
approach is that by placing our auxiliary assumptions on endogenous
variables, we are in danger of analyzing empirically specifications that
may not be either internally consistent nor consistent with plausible
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specifications of the stochastic forcing variables. Even though we take
this criticism seriously, we view our analysis as a useful starting point in
studying equilibrium models of the forward foreign exchange market.
Recent theoretical work of Lucas (1982) has begun to integrate monetary
theory and modern general equilibrium financial theory. We interpret
our results as demonstrating the potential importance of this integration,
although additional work needs to be done in obtaining general equilib-
rium models with implications that are susceptible to formal statistical
inference. Such models would allow us to investigate the ultimate sources
of risk premiums and would provide a vehicle for interpretation of
movements in spot exchange rates. While a direct and explicit equilib-
rium econometric study will be of great interest, such an exercise may be
overly ambitious at this time, given problems in calculating dynamic,
stochastic equilibria.

Our research to date has focused on time series representations that do
not require measurements of intertemporal marginal rates of substitution
of money. Incorporating such measurements could lead to valuable ex-
tensions of this paper. Unfortunately, obtaining such measurements is
particularly difficult because much of the existing consumption and price
data are aggregated over time and across commodities. Although Hansen
and Singleton (1982) have described distribution-free procedures for
testing intertemporal asset pricing models, their procedures require
point-in-time measurements of consumption and purchasing power.
Alternatively, distributional assumptions on the point-in-time data cou-
pled with a priori specification of the possibly nonlinear averaging filters
might lead to testable implications of the intertemporal asset pricing
models using the available data.

Appendix A

In this appendix we describe how the asymptotic covariance matrices for
the parameter estimators of the various statistical models were estimated.

Lognormal Model

The parameters were estimated equation by equation using ordinary
least squares. Consider the k-step-ahead regression equation

Viek =2 Bot+ 1 g

Under the assumptions of the lognormal model, the conditional covar-
iances

E(u, « u:-;’.k/Z:s U gk Tt Mt oo~ - )
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are constant. The asymptotic covariance matrices were estimated using
the formula in Hansen and Hodrick (1980), pp. 833-35.

Neominal Risk-Free Return

Again the parameters were estimated equation by equation using
ordinary least squares. We relaxed the assumption that the conditional
covariances were constant. Let «, denote the estimated least-squares
residual of ¢ using a sample of size T. The asymptotic covariance matrices
were estimated using the formula.

Sr'8737 0,
where
1 X ,
ET =}.r§]Z,Z,;
k-1 .
S = X Re(j)
j=—k+1
Re(D=L S wleulizd; 0=j<k;
Tn’=j+l f. =4 f el —J 1 ’
and
Ry (/) =Rs(—)), —k<j<0.

Latent Variable Model

In the previous two models, we assumed that the least-squares regres-
sion equations were optimal k-step-ahead forecasting equations. In con-
ducting inference in the latent variable model, we no longer made that
assumption. We allowed the disturbances to be arbitrarily seriaily corre-
lated. For this reason we relied on spectral estimators of the asymptotic
covariance matrix.

Because of the restrictions across the projection equations, an equa-
tion system estimation procedure was néeded to estimate the parameters.
This meant that a relatively large number of orthogonality conditions,
thirty, were used simultancously in estimation. Although it appears
desirable to allow for conditional heteroscedasticity. it is difficult, if not
impossible, to employ this many orthogonality conditions without adding
some more restrictive assumptions. For this reason we imposed a joint
normality assumption on the observable variables which rules out con-
ditional heteroscedasticity. It allowed us to estimate the optimal weight-
ing matrix and the asymptotic covariance matrix by estimating the cross-
spectral density matrix of (v', )’ and then applying the formulas under
case (v) in Hansen (1982), p. 1045.

Since the v’s were not observable, they were replaced by the least-
squares residuals from unrestricted least-squares regressions. The sample
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means were subtracted from the z’s and all series were prewhitened vsing
a second-order univariate filter estimated by ordinary least squares. The
cross-spectral density matrix of the prewhitened series was estimated by
using a tent averaging filter applied to the periodogram ordinates with a
bandwidth of twenty-five harmonic frequencies. The cross-spectral den-
sity matrix was then recolored and the formulas in Hansen (1982) were
applied. The appropriate modifications of these formulas were used that
allowed the z’s to have nonzero means.

The asymptotic covariance matrices for the unrestricted least-squares
estimators were estimated using the same procedure as was used in the
lognormal model.

Appendix B Data Sources

The data set was obtained from Data Resources, Inc. The data were daily
observations of spot exchange rates and one-month forward rates and
were supplied to Data Resources, Inc. by Bank of America. The forward
rates are from the interbank forward market. Bid and ask rates were
averaged to form the quotations used in the analysis. A semiweekly
sample was constructed in which Tuesday forward rates were matched
with Thursday spot rates thirty days in the future and Friday forward
rates were matched with Monday spot rates.
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Comment  Craig S. Hakkio

Introduction

Several studies of the foreign exchange market, typically using weekly
data, have concluded that the exchange rate has deviated from simple
market efficiency. Simple efficiency implies that the forecast error,
(S1, . — FL )84, should be zero ex ante. Several models generate the
prediction that this forecast error may be nonzero because of risk aver-
sion or stochastic price levels. Empirically, we find that the forecast error
is approximately zero, but that variables dated ¢ or earlier canexplain the
forecast error, that is, the foreign exchange market appears inefficient.
The paper by Hansen and Hodrick is an attempt to document and explain
these observations. In light of the time series nature of the rejections,
they develop several dynamic arbitrage conditions, derived from the
intertemporal capital asset pricing model. The different arbitrage condi-
tions rely on various distributional assumptions, such as lognormality or
the constancy of a conditional variance or covariance. This paper is an
important study for aiding our understanding of the risk premium. The
importance stems from three aspects of the paper: (1) the arbitrage
conditions are derived from an optimizing equilibrium model; (2) the
econometric and theoretical assumptions underlying each hypothesis are
clearly stated so we know exactly what is being accepted or rejected; and
(3) the econometric and empirical work is done very carefully.

The Theoretical Model

The model employed by Hansen and Hodrick is based on an intertem-
poral asset pricing model. There are two reservations I have about the use
of this model to explain the risk premium in the foreign exchange market.
First, Hansen and Hodrick begin with an intertemporal arbitrage condi-
tion, derived from a real (nonmonetary) model (see, for example, Brock
1979). They then convert this real return condition to a nominal return
condition. As the authors realize, such a step is nontrivial and depends on

Craig 5. Hakkio is assistant professor in the Department of Economics at Northwestern
University and is a facuity research fellow of the National Bureau of Economic Research.

The author would like to thank Robert Chirinko and Lauren J, Feinstone for helpful
comments.



143 Speculation in Foreign Exchange

the way money is introduced into the model. Consequently, their results
are conditional on money being introduced in an approptiate manner.
Second, the model is based on a representative individual. To go from an
individual to an economy-wide aggregate requires very stringent assump-
tions on preferences, technologies, or information sets. Such assump-
tions may not be reasonable to make in an international context. If one
assumes that agents are different between countries (and, as Paul Krug-
man pointed out, consumption bundles in different countries are differ-
ent), then it is not clear that this arbitrage condition will hold. Simple
aggregation may be invalid in this model.

Before discussing the particular models, let me comment on the data
set. The data are sampled twice a week: “Tuesday forward rates predict
Thursday spot rates thirty days in the future and Friday forward rates
predict Monday spot rates.” (Section 4.3 and appendix B). Unfortu-
nately, Friday forward rates should predict Tuesday spot rates. In a
detailed study such as this, using data sampled twice a week, such a
misalignment may be critical.

Discussion of the Lognormal and the Nominal
Risk-Free Return Models

The lognormal model assumes that the relevant variables are jointly
lognormal, and therefore the risk premium is constant. The methodology
and results are similar to Hansen and Hodrick {1980). Although no
system-wide test is provided, it is likely that such a test would fail. My
question is: What was the nature of the rejection and what caused the
rejection? To answer this, we can only look at the individual results that
are given in table 4.1. The hypothesis is rejected for Japan, Switzerland,
and Germany, and accepted for France and the United Kingdom. (I am
embarrassed to put it this way, because I believe we should look at the
foreign exchange market.) In addition, the rejection seems to be the
result of lagged Swiss and German forecast errors. According to some
European economists, the Swiss franc was closely tied to the Deutsche
mark and the Deutsche mark was the dominant currency. If we accept
this, what happened to Germany during this period? Can we identify
some structural change that occurred, such as higher energy prices or
government policy changes?'

In addition. there is a question of the degrees of freedom. Although
512 observations were used, there are only 59 nonoverlapping observa-
tions. As the authors realize, the small sample properties of their proce-
dures are unknown.

1. In addition, there is one bit of evidence that the U.S. dollar was a problem: for the
Swiss franc/U.S. dollar exchange rate and the Japanese yen/U.S. dollar exchange rate the
nult hypothesis was rejected, yet for the Japanese yen/Swiss franc exchange rate the null
hypothesis was accepted.
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A final issue concerns the stability of the coefficients across different
time periods. Of course, instability of the parameter estimates would
imply a rejection of the lognormal distribution assumption. but it is
important for determining whether the observed time variation is an
indication of a profit opportunity. Unfortunately, such tests, while feasi-
ble, are not reported.

The nominal risk-free return model attempts to explain the time varia-
tion in the risk premium by movements in the U.S. Treasury-bill rate.
The tests reported in table 4.3 reject this model. The explanatory power
of the Treasury-bill rate is insignificant. Again, no system-wide test is
provided, although one would probably reject the system joint hypoth-
esis. However. looking again at the single-country results. the null
hypothesis was rejected for Germany, Switzerland. and Japan. because
of German and Swiss lagged forecast errors, as was the case in table 4.1.

Discussion of the Latent Variable Model

I found the latent variable model to be both the most interesting and
puzzling aspect of the paper. As was discussed, this model assumes that
the risk premium for each crrrency is proportional to a common un-
observed variable. To make the model operational, one must obtain a
predictor of the unobserved variable that explains the movement in the
risk premium. The authors use their previous results which showed that
the time variation of the nisk premium could be explained by lagged
forecast errors; their best linear predictor for time ¢ is the vector of lagged
forecast errors. The additional structure imposed by the assumption of a
single unobserved variable is a set of cross-equation restrictions.

Using a quite general econometric procedure developed by Hansen
(1982), they are able to estimate the constrained model and test the
restrictions implied by a single latent variable. They are not able to reject
the hypothesis of a single unobserved variable that explains the time
variation of the risk premium. This, I believe, is their main finding.
However, they find that the Japanese yen and the Swiss franc are the most
risky and that the U.K. pound and French franc are the least risky, with
Germany in the middle. This seems to be the opposite of what I would
have thought, yet it seems consistent with the results of tables 4.1-4.3.

The latent variable model attempts to explain the time variation in the
tisk premium using an unobserved variable. The choice of the variables
used to explain the latent variable is arbitrary and appears to be dictated
by what was known from table 4.1: lagged forecast errors “explain” the
risk premium. What is the economic context of such an assumption? One
should not be surprised at their results, given their findings in table 4.1,
even after taking into account the cross-equation restrictions. The pre-
vious results showed that for each currency, lagged German and Swiss
forecast errors were significant variables in explaining the risk premium.
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An interesting further test would be to project the latent variable against
just the German, or the German and Swiss, forecast error. My guess is
that such a model could not be rejected. Such a test would narrow the
range of explanations for why the hypothesis of simple market efficiency
is rejected.

General Discussion

As is always the case in such tests of efficiency, a joint hypothesis is
being tested. In the case at hand, we take the general equilibrium to be
“correct,” which, as stated earlier, may be incorrect. To obtain testable
implications, various assumptions must be made. Since the joint hypoth-
eses for the lognormal and nominal risk-free return models are rejected,
we must ascertain which aspect of the joinr hypotheses is suspect.

The combination of tables 4.1 and 4.5 act to focus our attention on
Germany. If we accept the auxiliary hypothesis of a constant conditional
covariance, then we must explain why lagged German and Swiss forecast
errors “‘explain” the risk premium. If we reject the auxiliary hypothesis of
a constant conditional covariance, then we must explain why the con-
ditional covariance changed over the sample period of February 1976 to
December 1980. The conditional covariance between variables x and y is
simply the covariance between x and y, conditional on the information set
at time ¢. Therefore, since the information set varies, the conditional
covariance may also vary. But why should it? If during the sample period
countries were still adapting to the flexible exchange rate system and
were undergoing structural changes, that is, adjusting to the higher
energy prices and supply shocks, then as people learn the new processes,
the conditional covariance may change. Suppose one tested for coef-
fictent stability in either the lognormal model or the nominal risk-free
return model and found the coefficients were unstable—this would lead
one to believe that the rejection of the joint hypothesis may be the result
of the conditional covariance not being constant. This would seem to be a
plausible explanation of the rejection.’ The same argument could be
applied to any other of the three models.

Conclusion

What additional information or knowledge do we now possess con-
cerning the behavior of the risk permium? The results here and elsewhere
seem to indicate that the forecast error is on average very close to zero,
but it fluctuates around zero, and these fluctuations in forecast errors can
be “explained” by lagged forecast errors. The latent variable model
indicates that the lagged forecast errors influence each risk premium in a

2. Infact, Hansen and Hodrick do recognize this possibility: A reasonable explanation
is that the assumption of a constant conditional covariance is too strong™ (conclusjon of
section 4.4).
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particular way through a single unobserved latent variable. But, what
does this tell us about a foreign exchange risk premuium?

In addition, what is the implication of these results for our understand-
ing of exchange rate behavior? Should we conclude that the foreign
exchange market is inefficient? Should we reject the use of the forward
premium as a measure of the expected rate of depreciation? I think the
answer to both questions is no!

For some questions of exchange rate behavior this finding will be
important. For other questions, such as the use of the forward premium
as a measure of expected depreciation, this finding is less significant.
True, one must be careful: there does appear to be information not
incorporated in the forward rate. However, it -is not clear that this
information is exploitable. Put another way, are the deviations significant
for all purposes?

To summarize, this paper by Hansen and Hodrick is an important
addition to our stock of knowledge concerning the time series behavior of
the risk premium. It is a serious, systematic examination of the foreign
exchange risk premium and serves to focus our attention on certain
empirical regularities: the deviation from simple market efficiency can be
“explained” by the use of a single latent variable, which is itself “‘ex-
plained” by lagged forecast errors. Unfortunately, the authors do not
provide an economic interpretation of this finding; what can we conclude
about exchange rate behavior? The implication of this paper for further
study would seem to be to ¢xplain why the latent variable should be
related to lagged forecast errors. (1) What economic information is
contained in the lagged forecast errors that is related to the current risk
premium? (2) Is the time variation of the information set and structure
sufficient to generate a time variation in the conditional covariance which
could also explain these results?
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Comment Kenneth J. Singleton

Introduction

While there is now substantial empirical evidence against the “simple
market efficiency hypothesis,” much less attention has been given to
modeling the risk premiums that many believe underlie recent rejections
of this hypothesis. Hansen and Hodrick have provided an important
contribution to our understanding of the recent behavior of floating
exchange rates by investigating relations among exchange rates and other
economic variables deduced from an equilibrium, intertemporal asset
pricing relation. The particular models considered are chosen so that the
exchange rate relations that are estimated are linear in the levels or
logarithms of exchange rates. The derivation of these relations, together
with their careful econometric analyses, provide a number of insights into
the limitations of several linear models to explain the temporal behavior
of exchange rates in a world of risk averse agents and nontrivial produc-
tion technologies. In my comments on this paper 1 will elaborate on some
of the theoretical properties of the three models investigated by Hansen
and Hodrick and then discuss ways of testing nonlinear, intertemporal
models of exchange rate determination that do not impose the restrictive
assumptions underlying their linear relations. To avoid confusion, 1 will
denote the jth equation in Hansen and Hodrick’s paper by (Hj).

The Linear Representations of Exchange Rates

The fundamental equilibrium relation from which all of the empirical
models are derived is their equation (H4):

0y Ef[er:.r+k(S;+k_F{.k)]zo-

In(1), Q.. .+ «is the marginal rate of substitution of money between dates
tand ¢ + k for an individual investor, 5/, . is the spot exchange rate for
currency j at date -+ k, F/ is the forward exchange rate for currency j
established at date ¢ for payment at date ¢ + k, and E,[ -] is the mathe-
matical expectation conditioned on an investor’s information set at date ¢,
1,. Equation (1) is derived from the necessary conditions of an individual
investor's intertemporal utility maximization problem, without assuming
that Q,, .. x» F/ 4, S/, ., or the elements of the information set are drawn
from any particular distribution. Therefore, in general (1) does not imply
that (S/,,— F!,) or the corresponding expression in logarithms,
(s{+x — f1 1), is linearly related to variables observed by the econometri-
cian. To deduce such relations, Hansen and Hodrick impose additional
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structure on the joint distributions of the variables in (1). [ will comment
on their special cases of (1) in the order of their introduction in their

paper.
The Lognormal Model

The first special case of the equilibrium condition (1) is obtained by
assuming that the vector Z, of p spot and forward rates and Q,,, ,, Z, =

(Sh ... .SFE,. ... FF. Qm),isastationary, lognormal stochastic
process. Under this assumption, Hansen and Hodrick show that
(2) EiGslep) —flu=anj=1,....p,

where g, is a constant, lowercase letters denote logarithms of their up-
percase counterparts, and E7(-) is the expectation conditioned on [7=
(z,_;, 5 =0). The fact that @, , enters (2) only through the information
set [;is a consequence of the fact that no investment is required at date t to
contract in the foreign exchange market. The counterpart to (2) for a
lognormally distributed return on a common stock or bond that satisfies
their Euler equation (H2) involves the expected value of the logarithm of
the marginal rate of substitution, E7(In Q,, , .« ) (see Hansen and Single-
ton 1982b).

Equation (2) states that the logarithm of the forward rate isequal to the
expected future value of the logarithm of the spot rate plus a constant. As
Hansen and Hodrick note, this condition has been tested in several recent
studies and, in their own previous work (1980), has been rejected. What
is new to this part of their paper is the reinterpretation of these tests as
tests of a special case of an intertemporal asset pricing model. In light of
the prevalence of tests for “‘simple market efficiency” in the literature,
this reinterpretation would seem to warrant further discussion.

Previous tests of the null hypothesis that the coefficients in the linear
least-squares projection of (s{, . — f/,) onto the past histories of eco-
nomic vatiables are zero have been viewed by some as tests for the
absence, or at least constancy, of risk premiums. The theoretical discus-
sion in Hansen and Hodrick suggests (to me) that there is an important
sense in which this interpretation of the evidence may be misleading. The
assumptions of perfect financial markets, rational expectations, risk neu-
tral agents, and no uncertainty about future purchasing power do not
imply equation (2). Rather, they imply that E,(S/. . — F/ ) = 0 (Frenkel
and Razin 1980), which is equivalent to the null hypothesis of no risk
premiums when risk premiums are defined to be the expected gain from
contracting in the forward market, E,(S/, ) — F/,.

Furthermore, the restrictions embodied in (2) do not imply that risk
premiums, as just defined, are zero or even constant. This can be seen by
inspection of equation (H2):
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Since §/ ¢ I,, it follows immediately from (3) that E,(5/. , — F/ ;) will in
general vary over time as a function of the elements of [,, even though
Ex(s! , — fi ) is a constant. That this is the case should be reassuring,
since in the derivation of (2) Hansen and Hodrick made no assumptions
about the risk aversion of investors. The marginal rate of substitution
dropped out of their expressions as a consequence of assuming lognor-
mality.

The Nominal Risk-Free Return and Latent Variable Models

The second and third approaches to testing the equilibrium pricing
relations are based on equation (3). Equation (3} is deduced directly from
(1}. Therefore, in the absence of additional assumptions, tests of the
model based on (3) amount to testing a subset of the restrictions em-
bodied in (1). Heuristically, (3) implies that the risk premium
E,(S{,)— Fl, is due to consumption risk. To see this, note that the
risk-free rate R/, , is always positive. Now suppose that the gain
(S{,x — Fl ;) covaries positively with the marginal utility of money.
Then, the expected gain from contracting in the forward market, or
equivalently the risk premium E, (57, ;) — F/ ;, must be negative. This is
because the gain (] , — F{!k) will be relatively large when @, .« 15
large and money is considered relatively valuable. The equiltbrium for-
eign exchange prices will reflect this insurance role of exchange markets,
and with a zero investment requirement in forward markets the expected
gain must be negative. Over time, of course, the conditional covariance
in (3} is generally changing and may be positive or negative at each point
in time. Therefore, in practice, (3) allows for the expected gain, and
hence the risk premium, to change signs over time.

Because the conditional covariance in (3} will in general vary over time
as a nonlinear function of the variables in the investor’s information set at
date ¢, direct tests of the pricing model for foreign exchange based on (3)
are difficult. To circumvent this difficulty, Hansen and Hodrick assume
that certain conditional covariances are constant in the second and third
tests of their model, while allowing conditionally heteroscedastic errors.
They are careful to point out in their note 16 that, because these statistical
representations of risk premiums are not explicitly deduced from an
underlying model, an explicit equilibrium model is not being tested. For
this reason, more motivation for the particular characterizations of risk
considered, and discussion of sufficient conditions that might lead to their
restrictions, would have been helpful.

One possible set of sufficient conditions that leads to their equation
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(H13}), with conditionally homoscedastic errors, is that the joint process
Z!= (5= E_ix +¥S!_ 4 Q. Rl .4 &] is normal. An unsatisfactory fea-
ture of this assumption is that it requires that Rf ; and @Q,, ,, which are
always positive, be normally distributed. Nevertheless, since is leads to
the second representation, I briefly consider it here. Taking expectations
in (1) conditional on the information set [7={Z,_, : s =0}, using the law
of iterated expectations, and then mimicking the steps that lead to (3), it
can be shown that

1g/  _Fi, | 'S/, — Fi I
4y EY iME = —C?=M5Qm,:+kl RY, ks

| S/ I | S} {

[ ' [ |
Now under the joint normality assumption, the conditional covariance
term in (4) is a constant b; and relation (4) is equivalent to Hansen and
Hodrick’s equation (H13), except that it applies for the smaller informa-
tion set 12

Interestingly, a similar distributional assumption implies a version of

their latent variable model, which is the third representation of exchange
rates that is tested. According to this representation of the risk premium,
Vier=(S]cx — Fl.4)/S]is given by

(%) EXY w=BSEY(R ik — Rl k1),

where R?, , . is a special “benchmark”’ return, the superscript y indexes
the information set, and

(6) B}T =

Covy(RE k1 Vi k)
Vary (R, ¢ )

If the assumption that (v!. 4, . .., ¥, &, R 4« &» R, 4 &) is normal is now
imposed on the model, then B in (6} is constant when expectations are
conditioned on current and past values of the ($/— F/_, . V/S{_,, R4,
and R/, ; . Thus, a normality assumption is also sufficient to deduce the
latent variables representation. Again, I emphasize that these observa-
tions are intended only to illustrate possible sets of sufficient conditions
that lead to the second and third representations. Before taking the
normality assumption seriously, one may wish to verifv that such a
distributional assumption can be supported by a plausible equilibriom
model.

Implicitly, the linear relations (4} and (5} with constant conditional
covariances may embody very different sets of underlying assumptions
about the economy. However, since Hansen and Hodrick do not exploit
the particular forms of the constant covariances in (4) and (5) when
deducing their restrictions, it is easy to see that (4) is a special case of the
latent variable model (5). More precisely, their latent variable equation is

(7) Yoo =B X+ iy 4,
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where B* is a vector of unrestricted constants and x, is a scalar latent
variable. The error 1, , is orthogonal to their information set @, which
includes at least {y, _,, s =0) and current and past values of the vector of
nominal risk-free rates R{,, .. The latent variable x, is given by
EY(R?y .« — RE, 1 1), where R, ,is the risk-free return in the domestic
currency. To make (7) operational, they form the linear least-squares
projection of x, onto elements of ®}. For their empirical analysis, they
restrict attention to current and past values of y,. Notice, however, that
RI, i« € @Y and, thus, they could just as well have included R/, , , in
their projection equation (H23), which would then become:

(8) Yox=PB ol + B al’y + B R ki + vk

Had they done this, then the nominal risk-free refation (H14) in their
paper would be a special case of their latent variable representation.
Specifically, a test of the null hypothesis af =0 and af=0 in (8) is
equivalent to a test of the nominal risk-free representation.

These observations highlight the difficulty of interpreting their results
in the absence of more information about the underlying assumptions
that lead to the linear exchange rate representations. The nominal risk-
free and latent variable representations are presented as if they represent
very different theoretical models of exchange rate determination and,
indeed, the underlying models clearly may be very different. However,
since so little structure is imposed on the empirical representations of the
theoretical models, one representation can be interpreted as a special
case of the other.

Approaches to Testing the Nonlinear Model of Exchange Rates

In this final section I will briefly describe some alternative approaches
to testing the restrictions on exchange rate behavior implied by the
equilibriom condition (1). These approaches involve adaptations of the
test procedures discussed in Hansen and Hodrick (1980) and in Hansen
and Singleton (19824), and the interested reader is referred to these
papers for details. An important feature of the tests based directly on (1)
is that it is not necessary to impose distributional assumptions and, in
particular, the conditional covariances in (4) and (5) need not be con-
stant. One disadvantage of these alternative approaches is that they
require a measure of aggregate consumption. Hansen and Hodrick were
able to test their models using biweekly data and without having to
measure consumption. Moreover, they implicitly allowed for consider-
able heterogeneity across investors. To use monthly observations on
aggregate consumption, it must be assumed that investors have monthly
decision intervals and that they are sufficiently alike for tests to be based
on aggregate consumption.

If the parameters characterizing the preference function of a repre-
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sentative investor are specified a priori, then Q,, . +(S/. o — Fli) is
observed by the econometrician at date ¢ + k, and can be used as the
dependent variable in a least-squares projection. Animplication of equa-
tion (1) is that the coefficients in the projection of Q,,, (. « (i« — Fi 1)
onto a vector of variables in agents’ information sets at date  are zero.
This hypothesis can be tested using procedures that account for serial
correlation in the projection error when 4 >>1 and conditional heterosce-
dasticity, just as Hansen and Hodrick accounted for these econometric
difficulties in their analyses.

The exchange rate relation (1) can also be tested without having to
specify the values of parameters characterizing the preference function
a priori. Suppose Q,,. ;. depends on a k X 1 vector of parameters vy,
Q..+ 4{¥0), that are unknown to the econometrician. Also, let z, be an
r x 1 vector of variables in I, that are observed by the econometrician,
with r>k. Then (1) implies that

9 E[QmJ-Pk(?O)(S{-Pk - F{: k)zn'] =0,

where E[ -] is the unconditional expectation. Equation (9) represents r
nonlinear equations in & unknowns. Hansen and Singleton (1982a) de-
scribe how the sample counterparts of these orthogonality conditions can
be used to obtain consistent and asymptotically normal estimates of vy,
under fairly weak regularity conditions. Their procedures turn out to set
k linear combinations of the sample orthogonality conditions equal to
zero in estimation. Hence, there are r — k independent linear combina-
tions that were not used in estimation, but should be close to zero if the
restrictions (9) are valid. These r — k conditions can form the basis of a
test of the model (1), vsing a chi-square statistic with r — & degrees of
freedom.
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