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A FIXED POINT APPROACH TO MULTIAGENT
ADAPTIVE CONTROL

By D. L. Brrro anb M. D. INTRILIGATOR

This article classifies and analyzes various approaches to the multiagent problem. Static. dy-
namic, and adaptive situations are considered. as is the possibility of a third party 1o facilitate
the seading and receiving of signals. The objectives of the two agents might be in opposition, the
same. other (but known). or other (but unknown}. Three of the possible combinations of situa-
tions and objectives generally not discussed in the literature are given special attention here.

I. INTRODUCTION

The multiagent problem, in which an outcome is determined by the joint
actions of two or more agents, is onc that arises in 2 variety of contexts,
including many economic and political situations. Because the problem is
a complex one and because it has been studied by analysts in different dis-
ciplines using different approaches, many solution concepts have been
proposed, some of which represent the same concept under different
names. The purpose of this paper is to classify and analyze these various
approaches. Only the two agent problem is treated in full recognition of
the fact that, while this problem exhibits salient aspects of the more gen-
eral multiagent problem it does not exhibit all aspects, e.g. coalition for-
mation. The difficulty in going from the two agent case to the three or
more agent case should not be underestimated.

2. A CLASSIFICATION OF MULTIAGENT SITUATIONS

A classification of various types of multiagent situations is presented
in Table 1. The rows represent alternative treatments of time and informa-
tion availabie to the agents. Thus the problem might be static, defined at
a point in time, or dynamic, evolving over time. The adaptive case is one
in which the problem evolves over time, but in which the agents learn
from the past history of the system, with each communicating to and re-
ceiving signals from the other agents via the actions taken. Finally there is
the third party case in which such a party, who is formally not one of the
agents, facilitates the sending and receiving of signals via direct com-
munication.

The columns of the table represent alternative assumptions concern-
ing each agent’s awareness of the objective(s) of the other agents. The
opposite caseis that in which the objectives of the agents are diametrically
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opposed, the constant (or zero) sum casc. The same case is that in which
the objectives of the agents are identical, the constant difference case. The
other but known case is where there may be elements of conflict, as in the
“opposite”’ case, and elements of cooperation, as in the “‘same™ case, but
the objectives of every agent is known to all agents. The other but unknown
case is that in which the objectives of other agents are unknown.

While not every case in Table | has been the subject of analysis, sev-
eral have.! Thus classical game theory, e€.g. two-person zero-sum games,
would represent an example of the static/opposite case, classical team
theory is an example of the static/same case, while classical duopoly
theory exemplifies the static/other but known case.? The Nash equilibrium
represents a solution concept for the static/other but unknown case. The
dynamic case is illustrated in the opposite objectives case by differential
games, while the adaptive case is illustrated in the same objectives case by
learning by doing. The Nash bargaining game solution illustrates the third
party/other but known case since it gives & third party referee or mediator
a rule for allocating between the agents.®

The cases labelled A, B, and C in Table | are those of particular in-
terest here. In these cases, particularly in B and C, where the objectives of
the other agents are uaknown, the agents typically formulate certain
paradigms as a way of structuring information explaining the behavior
and objectives of the other agents®, then formulate theories as to the be-
havior of the other agents in the context of the paradigm. In the dynamic
case the paradigm itself evoives over time, while in the adaptive case it
gvolves in response to actual behavior of the other agents and in the third-
party case it is influenced by the third-party intervention.

3. EXAMPLES OF MULTIAGENT SITUATIONS

Many cxamples can be given from both economics and international
relations of the cases of interest here—A, B, and C. In economics the
problem of duopoly is, in reality, one in which agents are unaware of ob-
jectives of other agents, one in which they formulate paradigms as to be-
havior and objectives of the other firms (e.g. the leader-follower para-
digm) and one in which they learn from both past behavior and third
parties. Another example from economics is monetary and fiscal policy,
involving conflict over the proper course for stabilization and control of
the economy. Each agent has its own paradigm—monetarist or Keynes-
jan—to explain the economy and the proper roie for policy, with the

ISce intriligator (1971) for a treatment of several of these cases.

2Qn team theory see Marshak and Radner (1972).

3See Brito, Buoncristiani, and Intriligator (1977).

4K uhn (1970) discusses such paradigms in sciénce, which may be considered a multi-
agent situation in which one agent is “‘nature.”
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paradigms evolving over time so as .to be consistcm with the CV.id%‘nL‘c,
Yet a third example from eccnomics is Iilb‘?r management ncgonz‘ltiops,
where, again, cach side develops a .paradlgm. In !hss‘.cxz.u‘r{plc a thnfd
party, such as an arbitrator er mcdmtpr, can play a significant role in
modifying the paradigms used by both S.ldCS. o .

Other éxamplcs of muitiagent situations arise in the area of interna-
tional relations. One i1s an armament rdce, wh.crc cach side formulates
certain paradigms as to the objcctivs:s zlnq behavior of the othcr‘sc,g, as to
the question of superiority vs. sufficiency in ic‘:v.cls of armaments. zf\nt)thcr
example is overall postwar East-WesF relations, whcrf: ciz’tch 5|.dc has
developed its own paradigm, ¢.g. the “lessons 9[ Mynlch icad.mg the
West to a policy of containment and the Germar? myasmn of Russia Ieznq-
ing the East to large standing armies and the objective of a bul?‘cr z()n~c in
Europe. A third example is regional conﬂlcts,. such as .thc Middle I.:ast,
where third parties have played highly influential rofes via “shuttie diplo-
macy.” international conferences. ¢ic.

4. A FoRMAL MODEL oF THE TWO AGENT SiTuATION

In the formal model of the two agent situation, the agents, indexed
by i = 1,2, each seek to maximize the objective functional

7
(n J; = f Wilx(e), u(nldt + G[x(T)], i = 1,2,

by choice of u,(¢) over the period from 7 to T, where 7 can assume all
values between 0 and 7. They are therefore continually revising their plans
at each instant 7 in [0, 7, maximizing J; relative to the initial point 7. The
resulting plan for each agent is called a “rolling plan™ because of its con-
tinual revision in the light of new information. Rather than commit them-
selves in advance to a specific course of action the agents can revise their
plans at each instant of time 7. It will be assumed here that Wi(-) and
G{-) are twice differentiable concave functions.

The system as described by the vector of state variables x cX
evolves over time according to the differential equation system

(2) X = flx(1), u,(1), wi)), 1<t <T,

defined over the finite interval [0,T). Here f{-) is a concave and twice dif-
fe_rentiable function and u(r), under control of agent i, is an element of
', a compact subset of Euclidean r, space.

The historical evolution of u(t) in the interval [0, 7] is given by the

5See Intriligator and Brito (1976a. 1976b).
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trajectory
3 v € Vi(7),

where V(1) is the space of all continuous functions u(t) defined over
[0, 7], and where, at any time, u(1) € Q. The planned evolution of
u 1) in the interval {7, T is given by the trajectory

4) #, © Ufr),

where U/(r) is the space of all continuous functions u;(#) defined over
[r,T], and where, at any time , (1) € Q. The objective of agent
i is then to select u; € U(r), using information contained in V(7) x
V)(7), so as to maximize J; in (1) subject to the diflerential equation system
in(2).

5. THE DYNAMIC SITUATION tN WHICH THE OTHER AGENT'S
STRATEGY 1s KNOWN (CASE A).

Consider now Case A in Table 1 —the dynamic situation in which the
other agent’s strategy is known.

PROPOSITION 1. If the i™ agent knows the strategy of the j*
agent on the interval (r, 71 then there exists a continuous function F; such
that the i*" agent’s optimal strategy is given by

(35) F:U x XU
the mapping F; can be interpreted as a reaction curve in function space.

Proof. The cxistence of the F, mappings follows from the gen-
eralized Weierstrass thecorem, assuming W,(-) and f(-) are sufficiently
smooth so that J, is a continuous functional of the control trajectory u;.*
To shew that F, is continuous use the maximum principle and consider
the arbitrary variation of the j*" agents strategy on [r, T]u* defined by

(6) u(t) = u(t) + en*(0).

Let ¢*(1) be the costate variable associated with (2). Then u?*Q) is the
solution to

O] o OO, 470 + en@)] _

) du(1) du(1)

Clearly for all ¢ in [7,T] u}(1) is a continuous function of ¢, implying
that F;is a continuous function of u;.
Given the F, mappings there exist fixed point strategies via

6For the generalized Weierstrass theorem see Intriiigator (1971).
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PROPOSITION 2. There exist fixed point strategies u¥, u* such
that

(8) ut = Fu?), ur = Q@)
and the pair of fixed point strategies (1}, #*) constitute a Nash equiiihrjym
(9) ‘]i(ui*v uj* 2 Jl(.uiv uj* )

Proof. The set U(7) is compact since u{r) is uniformly boungded
and Uy(r) is a closed subset of the set of all paths defined over [7, T), which
is a complete space. Thus the mapping

(10 (wt uty = (F(u?), Fi(u?)),

iU
which exists since the mapping is a continuous one from a compact set
into itself, represents a mapping frem a compact set into itself. Such g
mapping always has a fixed point. The fixed point is a Nash equilibrium
by construction of the F,. .

This fixed point pair of strategies obtained here requires that each agent
know the other agent’s strategy (or objective function), a requirement
which comprises more structure than is generally available. Without this
information there is no guarantee that the Nash equilibrium will be af.
tained—even asymptotically. It thus becomes important to modify the
problem by not assuming knowledge of the other’s strategy, leading to
Case Bin Table 1.

6. THE ADAPTIVE SITUATION IN WHIGH THE OTHER AGENT’s
STRATEGY Is NoT KNowN (Case B).

In Case B in Table | the agents do not know the strategy (or objec-
tive) of the other agent, but they obtain some information concerning the
other agent from their knowledge of past strategies up to time r, given by
v:and ;. Specifically, it will be assumed that agent i uses the information
contained in V(1) x V(1) to predict the response of agent j to its own
action.” Thus it is assumed that there exist continuous functions P,

(1) FiViln) x V(1) x Ur) - Ur)

mapping past strategies of hoth agents and the feasible set of current
strategies (at time 7) into a prediction by agent i of the strategy to be em-
ployed by agent j. This prediction uses all information available on past
actions up to time 7. The jt» agent’s choice of strategy u, on the interval

"This type of information is not taken into account in the classical models of duopolistic

Interaction th.at treat a dynamic process using a myopic framework in which informaiion as
to past behavior plays no role,
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[r, T]is then given by the composite mapping
(12) Ey-PVir) x Vi(r) x Udr) == U,

In this adaptive case the compositc mappings yield fixed points
strategies viil

PROPOSITION 3. For all v, v, in V(r} x V(1) there exist strate-
gics u**, ut* such that

(13) urt = F- Plvovau?®), ur* = F- Pv,urt).

i
Proof. For lixed v,, v, the composite mapping F; - P, can be consid-
cred a mapping of U, which is compact, as noted above, into itseif.
F, - P,is continuous, however, o there exists a fixed point i
It should be noted that the Nash equilibrium (or “rational expecta-
tions” selution) will be reached only if cach of the agents correctly pre-
dicts the strategy ol the other

(14) wrt = P(v.v,uft).

This prediction is unlikely, however, so the dynamics of the process in-
volves a study of the evolution of the rolling pian *

The mapping given by (12) suggests that in the adaptive case the be-
havior of the two agents is coupled only by the informatisn contained in
VA7) x V(7). Thus, the obvious question oceurs about the existence of
“self-fulfilling equilibria™, that is, equilibria in which the behavior of
agents is such that their expectations are fulfilled. An example of such an
equilibrium would be if every agent expected inflatior and thus tried to
avoid monetary asscts. The consequences of such behavior may be such
that there would indeed be inflation. In the next proposition it will be
demonstrated that all self-fulfilling equilibria must be Nash equilibria and
thus their existence is independent of how agents process information.
This is not to suggest that research into the nature of such processes is not
interesting, but it should be noted that such rescarch addresses phenom-
ena that inherently concern disequilibria. Although the proposition ad-
dresses the case of two agents it can be applicd to markets with two
classes of identical agents.

PROPOSITION 4. All cquilibria that are self-fulfilling are Nash
equihibria.

Proof. Define x, as the projection of an eiement in V(7) x V(1) x
U,(7) 1o U(7)
(15) x: V(1) x V(1) x Ufr) —> Uf7).

$See Brito (1972) for an example of such a process for the case of the dynamics of an

arms race. There it was shown thal the stabilily of the process depends on the agenis’ reac-
lions to information aboul derivalives.
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Figure I Interactions between the agents

Figure | depicts the interactions between the two agents. . .

Suppose that the information available to the two .a-ger.ns at time T.IS
%(7) and ¥(¢) and that @#(7) and i7(7) are the ecquilibrium = strategics
chosen. Then if the equilibrium is self-fulfilling,

(16) (1) = Pvi(7),v(7).5,(7))

and

(17) (1) = EimF(), 50, w0l
Equating these implies that

(18) Plvi(). 5 () udm)] = Ftx[i(n), 5 (r), i(n)]}

which, of course, represents Nash equilibria.

7. THE THIRD PARTY SITUATION IN WHICH THE OTHER AGENT’S
STRATEGY 1s NOT KNOWN (CaAsE Q).

In Case C in Table | the agents do not know the strategy of the other
agent, but they obtain some information concerning the other agent from
third parties, such as mediators. In this case historical information is
supplemented by information made available by a third party inter-
mediary concerning the strategies or objective function of the other agent.
This case is important because in the absence of such third party informa-
tion it is frequently difficult or impossible to communicate a complete
strategy. Rather, the agents can only communicate through their actions,
which may lead to false signals or undesirable outcomes. Furthermore, in
the absence of third party information the agents may very well choose to
vary their initial strategies widely in order to map out the other agent’s
fesponse curve, possibly leading to incorrect inferences or even disastrous
outcomes. With third party information the need for such probing is re-
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duced and. if a fixed point such as u** and «}** in (13) is found, it will be
stable. Examples of such third party interaction include mediators in
labor-management negotiations and shuttle diplomacy in the Middle East.

8. CoNCLUSION

This paper has classified multiagent situations and treated three im-
portant cases that have generally not been discussed in the literature. The
first, Case A, is one in which the agents cach know the strategics or objec-
tive function of the other, leading, in a dynamic framework, to fixed point
strategies, which constitute a Nash equilibrium. The second, Case C, is
one in which the agents do not know the strategy or objective functions
of the other but can lcarn from the past history of the system. In this
adaptive case each agent may formulate predictions of the strategy to be
taken by the other, leading again to fixed point strategies. By contrast to
the previous case, however, the fixed point in this case generally does not
constitute a Nash equilibrium. However, if it is a self-fulfilling equilibrium
it must be a Nash equilibrium. The final case, C, is one intermediate be-
tween the previous two, in which historical information is supplemented
by information made available by a third party intermediary. Such infor-
mation is generally helpful in reaching the fixed point strategy and in
avoiding possibly disastrous outcomes engendered when the agents at-
tempt to probe the system for information.

Ohio State University
UCLA

Revised December 1976
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