METHODS OF EFFICIENT PARAMETER ESTIMATION
IN CONTROL PROBLEMS

by John B. Taylor

This paper examines the asymptotic efficiency of parameter estimates generated by single period optimal control rules in the multivariate regression model. Several well known rules are shown to generate parameter estimates with unacceptably large variances which decline extremely slowly as the sample size grows. An alternative class of certainty equivalence rules is suggested in order to improve the efficiency of the parameter estimates with relatively little deterioration in control performance. For this class the larger is the number of parameters to be estimated, the poorer is control performance, thus indicating a trade-off between estimation and control.

Recent research on multiperiod control theory in models with unknown parameters has primarily focused on optimization of target variable performance with little emphasis on properties of the parameter estimates. Consequently the parameter estimates which evolve when such control theory is applied, frequently have undesirable statistical properties such as large variances or fail to converge. Such poor parameter estimates do not indicate that the suggested control rules are defective since their stated purpose is to improve system performance rather than estimate parameters which are irrelevant for control. In fact in some cases improving parameter estimates can only be accomplished by sacrificing target variable performance.

However, in many practical applications of control theory it is necessary to obtain good parameter estimates. For example, a policy maker using an econometric model for control purposes might be interested in estimating structural relationships even if these are not immediately used for control. Knowledge of these structural relationships would be useful should the loss function change in some unpredictable way in the future.

The purpose of this paper is to examine the efficiency of parameter estimates generated by control rules in the multivariate regression model,

\[(1) \quad y_t = \beta' x_t + u_t, \quad t = 1, 2, \ldots\]

where \( y_t \) is a scalar target variable with target \( y^* \), \( \beta \) is a vector of \( k \) unknown parameters, \( x_t \) is a control vector with \( k \) components, and \( u_t \) is a scalar random variable which is independently and identically distributed with zero mean and finite variance \( \sigma^2 \). The special case where \( k = 1 \) was discussed by Prescott (1972) from a Bayesian viewpoint and Taylor (1974) from a non-Bayesian viewpoint. In Section 1 we show that single period optimal control rules which have long been suggested for this model (sometimes as approximations to the multiperiod problem) yield parameter estimates which are extremely inefficient. The direction of the vector \( x_t \) for these rules is nearly orthogonal to the vector which minimizes the

\[\text{This model assumes that all } k \text{ exogenous variables are subject to control. Several different issues arise when not all variables are subject to control. Experimental results on this more general problem are reported in Anderson and Taylor (1975).}\]
generalized variance of the estimate of the vector \( \beta \). Experimental results indicate that the variance of the estimates of the elements of \( \beta \) decline imperceptibly at all over sample sizes as large as 3,000. In Section 2 an alternative control rule is proposed and is shown to generate more efficient parameter estimates with relatively little deterioration in control performance. The primary measure of efficiency throughout this paper is the variance of the asymptotic distribution of the individual parameter estimates, though selected experimental results are reported to indicate the rate of convergence to these asymptotic distributions. As is usual with statistical results based on large sample theory, they should be used with caution in small samples.

I. SINGLE PERIOD OPTIMAL CONTROL RULES

Many of the control rules which have been suggested for this problem have been derived using Bayesian methods and are either optimal Bayes rules or approximations to these rules. In the most common formulation of the problem, the criterion of performance is the sum \( \sum_{t=1}^{T} (y_t - y_t^*)^2 \) with \( u_t \) normally distributed. A control rule is then chosen so as to minimize the expectation of this sum with respect to the prior distribution of \( \beta \) and the distribution of \( u_t \). Since the dynamic programming solution is intractable for large \( T \), an approximate solution is suggested by truncating the problem at small \( T \). The most common approximation is to set \( T = 1 \). This single period solution has been referred to as the sequential updating solution by Zellner (1971) and the myopic solution by Prescott (1972), and is one form of open loop strategy suggested in the engineering literature. This is also the rule considered by Brainard (1967) where emphasis was on macroeconomic policy implications of uncertain \( \beta \). We refer to this type of rule as a \textit{single period optimal Bayes rule}.

When \( \sigma^2 \) is known and the prior distribution of \( \beta \) is uninformative, the single period optimal Bayes rule is given by

\[
x_{t+1} = \frac{A_t \beta_t y_t^*}{\beta_t' A_t \beta_t + \sigma^2}, \quad t = k, k + 1, \ldots
\]

where \( A_t = \sum_{i=1}^{t} x_i x_i' \) and where

\[
\hat{\beta}_t = A_t^{-1} \sum_{i=1}^{t} x_i y_i
\]

and where we assume that \( x_1, x_2, \ldots, x_t \) are given such that \( \sum_{i=1}^{t} x_i x_i' \) is nonsingular. It is well known that the optimal portfolio of instruments in the vector \( x_{t+1} \) is such that those instruments corresponding to elements of \( \beta \) with relatively large variances will be relatively small in absolute value; and that negative covariances can be exploited by applying appropriate weights to some instruments.

The sequential updating rule in (2) is not a certainty equivalence rule because it does not satisfy the equation \( y_t^* = \beta_t' x_{t+1} \). Basu (1974) has suggested a modification to (2) which will be referred to as the \textit{single period optimal certainty equivalence rule} and is defined by

\[
x_{t+1} = \frac{A_t \hat{\beta}_t y_t^*}{\beta_t' A_t \beta_t}.
\]
Although both (2) and (4) are designed for the purpose of stabilizing $y$ about $y^*$, one might hope that the sequence of parameter estimates that evolve when these rules are used have desirable statistical properties. This however is not the case. The resulting estimates of $\beta$ have extremely large variances even for very large samples as is illustrated experimentally below.

The reason for these poor parameter estimates can be seen intuitively by examining the single period Bayes risk

\[ E[(y_{t+1} - y^*)^2 | x_n, y_n, \ldots, x_1, y_1] = \sigma^2 (1 + x'_{t+1}Ax_{t+1}) + (\hat{\beta}'x_{t+1} - y^*)^2. \]

The single period optimal Bayes rule is chosen to minimize (5). The single period optimal certainty equivalence rule minimizes the first term on the right hand side of (5) constraining the second term to equal zero as has been pointed out by Basu (1974). The equality

\[ (1 + x'_{t+1}Ax_{t+1}) = \frac{|A_t + x_{t+1}x'_{t+1}|}{|A_t|} \]

indicates however that the first term on the right hand side of (5) is inversely proportional to the determinant of the conditional covariance matrix of $\hat{\beta}_{t+1}$ (that is the generalized conditional variance) given observations through time $t$. Thus the single period optimal Bayes rule maximizes the generalized conditional variance of $\hat{\beta}_{t+1}$ added to $(\hat{\beta}'x_{t+1} - y^*)^2$, and the single period optimal certainty equivalence rule maximizes the generalized conditional variance of $\hat{\beta}_{t+1}$ subject to $\hat{\beta}'x_{t+1} - y^* = 0$. This suggests why the rules result in poor parameter estimates. The direction of $x_{t+1}$ is almost orthogonal to the direction which will give most information about $\beta$. This also suggests that obtaining better parameter estimates might necessarily result in a deterioration of the performance of the target variable.

The experimental results reported in Tables 1 and 2 illustrate the estimation problem in a model with two unknown parameters and two controls. The parameter values for the Monte Carlo experiment reported here were $\beta_1 = 1$, $\beta_2 = 2$, $\sigma^2 = 1$, $y^* = 1$, and the initial values for the two control variables $x_{t1}$ and $x_{t2}$ were $x_{t1} = 1$, $x_{t2} = 1$, $x_{t1} = 1$, $x_{t2} = 2$. The initial variances are therefore $\text{var}(\beta_{t+1}) = 5$, $\text{var}(\beta_{t+2}) = 10$, and $\text{cov}(\beta_{t+1}, \beta_{t+2}) = -7$ when $t = 2$. Several models with different initial conditions (including smaller initial variances) were also examined with similar results. The estimated moments for this rule are calculated on the bases of 100 replications of a 3,000 period time horizon. The term $E(\gamma_{t+1} - \beta'x_{t+1})^2$ represents the expected one period loss minus $\sigma^2$, and declines as $t^{-1}$. For $t > 100$, the estimate of $E(\gamma_{t+1} - \beta'x_{t+1})^2$ is within the 95% probability interval (computed using the $\chi^2$ distribution) of $t^{-1}$. Thus the asymptotic distribution of $\gamma_{t+1} - \beta'x_{t+1}$ in this model with more than one unknown parameter and more than one control is the same as that derived by Taylor (1974) in the case of a single control and a single unknown parameter.

Note however that the variance of the parameter estimates generated by both rules has a very small decline after $t = 10$ and shows no tendency to converge to zero. Plots of the observed values of $\hat{\beta}_{t1}$ and $\hat{\beta}_{t2}$ are also illuminating and are found in Figure 1 at $t = 100$ (the small ellipse should be ignored for now) for rule (2). Rule (4) results in almost exactly the same picture. Although the variances of
$\hat{\beta}_1$ and $\hat{\beta}_2$ do not seem to converge to zero, the variance of a linear combination of $\hat{\beta}_1$ and $\hat{\beta}_2$ does converge to zero. This linear combination is determined by the initial conditions of the experiment. Its slope in the $\hat{\beta}_1, \hat{\beta}_2$ plane is approximately equal to the slope of the characteristic vector corresponding to the smallest root of $A_2$. As our primary purpose is to illustrate the inefficiency of these parameter estimates, and to suggest a more efficient method, we will not pursue the properties of these limiting distributions.
Tables 1 and 2 also present the estimated mean of the smaller root $v_1$ and the larger root $v_2$ of $A_t$. The smaller root increases extremely slowly as suggested by the direction of each $x_t$, while the larger root increases on the order of $t$ for large $t$.

### 2. Parameter Estimating Certainty Equivalence Rules

In this section we consider some certainty equivalence rules which generate estimates of specified linear combinations of the vector $\beta$ and which are consistent.
asymptotically normal (using the $\sqrt{t}$ norm). Therefore the variance of these estimates will tend to converge to zero as $t^{-1}$, which is certainly an improvement over the estimates just considered whose variances do not converge at all. For all these rules $\beta'x$, is also consistent asymptotically normal (viewed as an estimate of $y^*$ and again using the $\sqrt{t}$ norm), and therefore the mean square of $y^* - \beta'x$ tends to converge to zero as $t^{-1}$, the same rate as the rules considered in the previous section. However, if more than one linear combination of parameters is to be estimated, then the variance of the limiting distribution of $\sqrt{t}y^* - \beta'x$ is larger than for the single period optimal rules.

Consider first the case where interest is in estimating a single preassigned linear combination $\phi = c'\beta$ of the elements of $\beta$, where $c$ is a specified vector of $k$ elements with at least one element (assumed without loss of generality to be the first, $c_1$) not equal to zero. Then a certainty equivalence rule for which this linear combination is consistent asymptotically normal is defined such that $x_t$ is an arbitrary but nonzero multiple of $c$ and

$$x_{t+1} = \frac{c'y}{\hat{c}_t}, \quad t = 1, 2, \ldots$$

where $\hat{c}_t$ is the least squares estimate of $\phi$. Note that because $y_t = y^*/\hat{c}_{t-1} + u_t$ and $x_{t+1} = y^*c_t/\hat{c}_{t-1}$, we have

$$\phi_t = c_1 e^{\sum_{s=1}^{t-1} x_{s+1} y_{s+1}}$$

The following two theorems give the asymptotic properties of $\phi$ and $y^* - \beta'x$.

**Theorem 1.** In model (1) with $c'\beta \neq 0$ and the sequence $x_t$ defined by (7), $\phi_t$ converges to $\phi$ with probability one and $\beta'x_t$ converges to $y^*$ with probability one.

**Proof.** From equation (8)

$$\phi_t = \phi + c_1 e^{\sum_{s=1}^{t-1} x_{s+1} y_{s+1}}$$

Using the results of Theorem 1 of Taylor (1974) the second term on the right hand side of (9) converges with probability one. This implies from (7) that $x_t$ does not converge to zero and therefore that $\sum_{s=1}^{t} x_{s+1}$ diverges with probability one. This implies that the second term on the right hand side of (9) converges to zero with probability one, which completes the proof of the theorem.

**Theorem 2.** Under the assumptions of Theorem 1, $\sqrt{t}(\phi_t - \phi)$ has a limiting normal distribution with mean 0 and variance $\alpha^2(\phi^2/\phi^2)^2$, and $\sqrt{t}(y^* - \beta'x_t)$ has a limiting normal distribution with mean zero and variance $\sigma^2$.

**Proof.** From (9) we have that

$$\sqrt{t}(\phi_t - \phi) = c_1 \sqrt{t} \frac{\sum_{s=1}^{t} x_{s+1} y_{s+1}}{\sum_{s=1}^{t} x_{s+1}^2}$$

Using the result of Theorem 1 above and Theorem 2 of Taylor (1974), the right hand side of (10) converges in distribution to the normal with mean zero and
variance equal to \( c^2 \sigma^2 \lim_{t \to \infty} \sum_{i=1}^t x_i^2 / t = \alpha^2 \rho^2 (y^*)^2 \). The second result follows from the equality

\[
\sqrt{\hat{y}^* - \beta^* x_{t+1}} = \sqrt{\hat{y}^* (\hat{\phi}_b - \phi_b)} / \tilde{\phi}_b.
\]

Theorem 2 indicates that the estimate of \( \phi \) generated by this rule has acceptable statistical properties, its variance declining approximately as \( t^{-1} \). Note also that the asymptotic variance of \( \hat{y}^* - \beta^* x_{t+1} \) is equal to that of the single period optimal rules examined experimentally in Section 1. In this case no sacrifice in asymptotic control performance is necessary to get this efficient parameter estimate. Note also the special case of this rule where \( c^* \beta = \beta_1 \). Then only \( \beta_1 \), the first element of \( \beta \), is estimated.

To obtain estimates of more than one linear combination of parameter estimates, the following procedure can be used. Suppose \( H \leq k \) linear combinations of the elements of \( \beta \) are to be estimated. Let these be \( \phi_h = c_h \beta \), \( h = 1, \ldots, H \), where each of the \( c_h \) are vectors with \( k \) elements with at least one element of each (assumed to be the \( h \)th element of \( c_h \), labeled \( c_h \)) not equal to zero. Partition the set of integers into \( H \) sets \( I_1, \ldots, I_H \) such that \( I_h \) contains the integers \( jH + h, j = 0, 1, 2, \ldots \). Let \( I_h(t) \) be the intersection of each of these sets with all integers less than or equal to \( t \). Then a control rule for which the estimates of \( \phi_h \) are consistent asymptotically normal is given by \( x_1, \ldots, x_{11} \) each an arbitrary nonzero multiple of \( c_{h1}, \ldots, c_{hi} \) and

\[
(11) \quad x_{t+1} = c_{hi} x_{t+1}, \quad \text{if (t+1)eI}_h, \quad t = H, H+1, \ldots
\]

where \( \hat{\phi}_{hi} \) is the least squares estimate of \( \phi_h \). Because \( y = \phi_h y^* / \phi_{hi-1} + u \) and \( x_{hi} = c_{hi} y^* / \phi_{hi-1} \) for \( t \) \( I_h \) we can write this least squares estimate as

\[
(12) \quad \hat{\phi}_{hi} = \frac{\sum_{h\in(I(t))} x_{hi} y_{hi}}{\sum_{h\in(I(t))} x_{hi}^2}, \quad h = 1, \ldots, H.
\]

Theorem 3. In model (1) with the sequence \( x_t \) defined by (7) if \( c_h \beta \neq 0 \) for \( h = 1, \ldots, H \), then \( \hat{\phi}_{hi} \) each converge to zero with probability one and \( \beta^* x_t \) converges to \( y^* \) with probability one.

Proof. From equation (12) we have that

\[
(13) \quad \hat{\phi}_{hi} = \phi_h + \frac{\sum_{h\in(I(t))} x_{hi} u_{hi}}{\sum_{h\in(I(t))} x_{hi}^2}
\]

Since the number of elements in each \( I_h(t) \) diverges to infinity as \( t \to \infty \), the arguments of Theorem 1 can be used to show that the second term on the right hand side of (13) converges to zero with probability one. Thus \( \hat{\phi}_{hi} \to \phi_h \) and from (11) \( \beta^* x_t \to y^* \) with probability one.

Theorem 4. Under the assumptions of Theorem 3, \( \sqrt{\hat{\phi}_{hi} - \phi_1}, \ldots, \sqrt{\hat{\phi}_{hi} - \phi_H} \) have a limiting normal distribution with means 0, variances \( \sigma^2 H \phi^2 (y^*)^2 \), and covariances 0. In addition \( \sqrt{\hat{y}^* - \beta^* x_t} \) has a limiting normal distribution with mean zero and variance \( \sigma^2 \phi^2 \).
Proof. To establish the limiting distribution we must show that $z_t = \sqrt{n} \sum_{k=1}^{n} a_k (\hat{\theta}_k - \theta_k)$ has a limiting normal distribution with mean zero and variance

$$V = \frac{H \sigma^2}{(y^*)^2} \sum_{k=1}^{n} \phi_k a_k^2$$

for any set of real numbers $a_1, \ldots, a_n$. Using equation (13) and the method of Theorem 2 we find that the difference between $z_t$ and

$$\frac{H}{y^*} \sum_{k=1}^{n} \left( a_k \phi_k \frac{\Sigma_{\gamma(h(t), y)}}{\sqrt{t}} \right)$$

has a zero probability limit. Each of the $H$ terms in (15) converge in distribution to the normal by the central limit theorem, and each of these are independent since they contain no common random elements. Thus (15) converges to the normal distribution with mean 0 and variance $V$ given in (14). The limiting distribution of $\sqrt{k}(y^* - \beta x_t)$ then follows using equation (11).

The implication of Theorem 4 is that when the certainty equivalence rules given here are used, the estimates of several linear combinations of the elements of $\beta$ can have variances which decline approximately as $t^{-1}$. Further each of the linear combinations have equal asymptotic "t-ratios," since the asymptotic standard deviation of each estimate is the same proportion of its true value. However, the larger the number of linear combinations that are estimated the larger is the asymptotic variance of $y^* - \beta x_t$ which is our measure of control performance. Thus, using this method of analysis, there is a tradeoff between parameter estimation and control. Only one parameter combination can be estimated without cost.

A special case of the parameter estimating control rule in (1) is when each of the $k$ parameters of $\beta$ are to be estimated. In that case the procedure is simply to use only one instrument at a time, setting the other to zero, and switching to a different instrument each time period.

Table 3 presents the results of the use of such a rule in the model introduced in Section 1. Comparing Table 3 with Tables 1 and 2 we can see that there is an enormous improvement in the efficiency of the parameter estimates. As predicted by the above asymptotic theory the variances of $\hat{\beta}_1$ and $\hat{\beta}_2$ are approximated by $\frac{2}{T}$ and $4/1$ respectively so that the ratio of the estimated coefficient to the standard error is close to $(2t)^{-1/2}$ for both. In addition the mean square of $y^* - \beta x_t$ is approximated by $2/1$ as is predicted by Theorem 4. Since two parameters are being estimated this value is larger than that in Tables 1 and 2. Finally in Figure 1 the ellipse centered at $(1, 2)$ contains all the 100 estimated values of $\hat{\beta}_1$ and $\hat{\beta}_2$ at $T = 100$.

### 3. Concluding Remarks

This paper has been concerned with the problem of efficient parameter estimation in a regression model where the dependent variable is being controlled.

---

Since the initial conditions of this model do not conform to those of rule (11), the experiment is run as a sensitivity test of the asymptotic theory to more general initial conditions. All estimated second moments reported in Table 3 for $t > 100$ are within the 95% probability interval of the asymptotic approximation.
by all the independent variables. Some well known single period optimal rules were shown to give unacceptable parameter estimates. As an alternative to these rules, a class of parameter estimating certainty equivalence rules were proposed and shown to have much greater efficiency as parameter estimators with relative small reduction in control efficiency. For these rules the more parameters that are estimated the lower is the control efficiency. This suggests a tradeoff between estimation and control.
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