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I. INTRODUCTION 

Missing Data in a Longitudinal Survey 

For cach wave of a longitudinal smvey, non-response mey occur in one of two 
basic forms: wave nonrosporrse where the respondent m s w t r s  no questionsfor the entire - 
wave interview and item nonrcrponsc where the respondent n r w a  some questions but 

not all. 

Wave nonresponse for a longitudinal survey i s  different from unit nonresponse for 

a cross-sectional survey. For the latter, typically the only variables available are those 

from sample frame data and interviewer notes. But because a longitudinal survey is 
conducted over time, the values of some vnriables, such as demographic variables, are 
available from eatliu waves md u e  not expected to  change much. These presumed 
known values can be wed to contribute to the resolution of missing data values. Even 
more important, for r m i d =  variable one may have recess to values of this variable and 

other correlated variables as reported in other waves bongitudinal patterns). In some 
cases, these two factors can eontribute to r reuonrblt resolution of missing values for 

wave nonresponse, and this sort of option L not murlly available for crosslrectional 
surveys. 

The focus of this report is m initial study of the lmputrtion of missing items in a 
longitudinal survey. F a  a given vuirble, r repondent cnn report its value for every 
time period over r given wave, for none or rome. Some variable are wave variables, 
rome monthly, and some u e  weekly. Missing data in SIPP and ISDP rrsult from 
noncoverage, household nonresponse, person nowespome, record nonresponse and item 
nonresponse. Noneoverage occurs when rome w i t s  in the survey population are not 
included in the samplirq frame. Horrsebld nonresponse occurs when no data are reported 

for any household members. Person nonrmporrse resdts when data are not collected for 

one or more persons in an otherwise amperrtitre houehold Item nowesporrse occurs 
when some but not all the data are missing for r person. This may consist of individual 

westions (items) being unanswered or of whole sets of questions (record types) g i r y  

manswered. Por item nonrcspome within r wave, missing values can be imputed based 

on other reported ~ttlues for that wrve, ruxlliuy (often demographic) information, w 
from repomis from other waves. We wlll attempt'to &scribe a unified i tkm imputation 
strategy to handle cach of these crscs. Whether these techniques can be applied 
fruitfully to wave nonresporse is an open question and wil l  not be addressed in this 
report. 



Over the past several years there hns been m incrensed interest in imputation 

methodologies. We refer the reader to Kalton (1983) for a koad  review of techniques 
and an extensive bibliography. The imputation methods for crosssectianal surveys do 
not translate welL for longitudinal swveys. They & not make rrse of npbrted values in 
other time periods which can provide valuable information in determining a valid and 
reasonable response. For this reason, the burden in devising a longitudinal imputation 
strategy is to  simultaneously employ and be constrained by cross-sectional and 

longitudinal information. 

B. Objective of This Report 

Tile broad objectiye for work descrikd in this report is to drvrlop irnputalion 
methodologies for the Survey of Income md Program Participation (SIPP) longitudinal 
data file. This report is the first of several on this topic and certainly docs not ful ly 

resolve the question as to  the optimal imputation prondrrres for SIPP. 

The first objective in developing such a procedure is to  test m d  examine 
techniques for using information from more than one interview bongitudinal information) 

in an imputation strategy. In this report, we only treat one variable at a time and do not 
employ crosssectional information (with one exaption described below). Subsequent 

efforts m=t integrate longitudinal and cross-sectional Macrnation, and work is in 
progress to  integrate the use of both longitudinal and aoss+ectional information for 
item imputation. 

There &re structural reasons why an item may k blank on a data file. One is that 
a respondent failed to answer a question that should hnve k e n  ansuered. Another is t n ~ t  
the respondent was never asked that question, m d  no rruwer is required. Because of 
responses on preceeding questions m d  the skip pattern underlying a questionnaire, all 
questions are not asked of dl rtspondcnts. In lieu of a resporse ta a non-applicable 

question, one should code the field as, say, "NAR, t o  indicate that no response is required 
and the item is not applicable for this rcspandcnt. Thc determination that a fieldshould 
be coded as N A  is made by observing respama of other variables in the same time 
frame, and this - is the only systematic use of mass-wctiond information in .this study. 

In this teport we present m imputation methodology for categorical variebles 
having the following property: for each variable the distrikrtion of longitudinal petterns 
for months not reported con& tioned on values in reported montls is the same in the set 

of implted records as in the set of oampletely reparted rtaords. Indications; are given 



for the incorporation of demographic idonnation, and methods are suggested for the 
imputation of monthly income amounts. 

C. Using Income Survey Development Program (ISDP) Test Data 

The Imputat~on methodology described here wns developed from deta collected on 

tho Income Survey Development Program (ISDP). However, its implementation can occur 
only after further development, in perticular, the incorporation of cross-sectional 
information into an overall methodology. Here, i t  is dcscrikd rs a general approach 

applicable to any longitudinal survey. Data from the ISDP are utilized to ewlain end 

test the method, provide examples, and explore its applicability for SIPP. The 
longitudinal data for our imputation rcsearch is an annual file, mnstructed by merging 
the five waves of ISDP data from the 1979 Rcsevch PmeL 

I 

The Income Survey Development Program (LSDP) was initiated to gain eqeritnce 
with the data collection and data analysis requirements of SIPP. The S D P  contained two 

national longitudinal suveys, the 1978 Panel and thc 1979 Rsearch Panel. The sample 
design is a multi-stage stratified sample of the United Statm population. Sampling 
elements are brairrg units at the time of the first intarview, individuals within the unit 
we identified during this interview. From this point on the individuals in sample are the 
sample elements. The first samplix stage involves clsssifyim the United States in  

terms of counties or groups of oounties, called primary sampling units (PSUts), which are 

stratified. At the second stage, r ample of rd&cucrr within the PSUts is selected. 
Interviews are conducted every t h e e  months, mb each houothold is assigned to one of 
three rotation groups (A,B,C). Every three montb all the households in a rotation group 
are interviewed and data on labor face participation, income, and program porticipation 
are collected for each of the pevfors three month. A wave is the time period during 
which each rotation group is interviewed once. The rotation group pattern for the 1979 

Research Panel is shown in Figure 1. 

The ISDP file wed in  this project oontained six waves of date and was entered into 
r Scientific Information Retrievrl (SIR) & t a k e .  The organization of this database 
allows one to retrieve a variety of mass-indexed dr t r  rea r&,  md this capability was 

very useful in this study. In additiorr to manipulating records for data extraction, SIR 

allows the we? to specify the format of outplt f i l s ,  in particular, SIR is able to create 

SPSS files. Much of the data uralysis in thb report wss performed using the SPSS 
statistical package on data extrrct files created within SIR. 



II. LONGITUDINAL NON RfSPONSE PA'ITERNS 

Define a longitudinal record for a survey unit to be the set of responses recorded 
over a fixed time period. In the ISDP as well as SIPP, the survey unit is r household, but 
other examples of survey units include the person, family, and employer. In this report, 
the survey person record is the unit of analysis. The set of responses on the longitudinal 
record-may be any combination of survey items. For this report, we restrict ourrelves to 
r single item recorded monthly for one year. 

In the annual file for the 1979 panel of ISDP, missing data occurs in a wide variety 
of types and patterns. Household, person, and item nonresponse can all occur in any 
combination on a lonhtudinal record. In addition, they can occur in my month or group 
of months. The following table of work force variables from the ISDP database used in 
this study indicates the extent and diversity to which missing data can occur. (The total 
number of longitudinal records for persons 16 or over wlw, were in the survey for the 
wave 1 interview is 19,114.) 

8 of longitudinal % of longitudinal % of longitudinal 

records having item recorb having & EcOrdS having wave 
non-response but no wave and iterr1 non-response but no - - 

item - wave non-response non-response item non-response 

WORK STATUS 2.7% 3.1% 19.9% 

LOOKING/ 
NOT WORKING 2.7% 

LOOKING1 2.7% 3.190 

WORKING 

W ANTJOBI 4.3% 

LOOKING - 
RECEIPT 8.1% 10.4% 45.6% 

The percentages were obtained by evalurting the person responses for job 1 only. 



Consider the item WORKSTAT, which indicates whether an individual had a job or 
business. In Table 1.A, all the monthly nonresponse patterns in our database are listed 
for the period January 1979 to December 1979. The values refer to the reference month - 
and not the month of the interview. We include every response pattern in this table in 
otder to indicate the diversity of such patterns. Recall that each rotation group is 
interviewed every three months with the information being collected for the previous 
three. Note also that in Table 1.A only response and nonresponse are indicated. A 

reported value is denoted by Xt = 0 (t = 1,2,...,12). We do not distinguish between "yesw 

or "now responses in this table. Months where the item is missing but is not part of a 
missing wave are indicated by Xt = 1. An item missing beceurse it is part of a missing 
wave is denoted by Xt = 2. In Tables 1.B to 1.D, these nonresponse patterns are broken 
down into disjoint subsets having only record types missing, only items missing, and both 
record types and items missing. Tables 2.A to 2.D u e  similar to Tables 1.A to 1.D for 
the variable LOOKING/\+ORKING (people working and looking for a job), Tables 3.X to 
3.D for LOOKING/NOTWORKING, Tables 4.A to 4.D for WANTJOB, and Tables 5.A to 
5.D for RECEIPT of wages. In Tables 2.A to 4.D, Xt = 3 meens the question was not 
applicable for those persons in month t. 

An undetermined portion of the record and household nonresponse in the 

longitudinal file resulted from difficulties in merging the cross-sectional files. The lack 
of unique personal identifiers caused some cases to be mismatched or made it infeasible 
to find a unique match. The extent of the problem is not known, but it does distort the 
household and person nonresponse described in all the tables of nonresponse patterns. 
The objective in creating the longitudinal file used in this project was to have a database 
to develop and test imputation methodologies. The nonresponse rates for the various 
categories displayed reflect records on this file and should not be used to approximate 
actual nonresponse rates for ISDP. The tables of nonresponse rates are included in this 

report to show the diversity of nonresponse patterns and to indicate the variety of 
nonresponse combinations that must be considered in devising a broad-based procedure to 

treat nonresponse in a longit udinsl survey. 

IMPUTAnON OF MISSING LONGITUDINAL CATEGORICAL SURVEY ITEMS 

A. The Basic Procedure 

There are two equivalent ways of defining this imputation procedure for a specifies 



variable. The first uses the distribution of reported longitudinal patterns and the second 
uses matching. Throughout this report we discuss the distributional approach. 

1. Distributional approach 

la. Take the longitudinal records for the specified variable and one rotation 

group* 

lb. For a given record thet has one or more months missing, take all  records 
from (la) thet have 12 complete months of data and match the given record 
in all its reported months. 

1c. Estimate t,he conditional distribution of patterns of reported values for the 
missing months given the reported values in the responding months. 

Id. Using this distribution, randomly select a pattern of values with which to 
fill in the missing months on the given record. 

2. hlet ching approach 

2a. Take the longitudinal records for the specifiee variable and one rotation 

gt OUP. 

2b. For a given record that has one or more months missing, randomly select 
from the records with 12 complete months one that matches the given 
record in all its reported months. 

2c. Fill in the missing months on the given record with the corresponding 
monthly values froin the selected record. 

The following example illustrates this imputation process using the first procedure and a 

pecise description - of the procedure is given below. 

Exam~le :  Consider the ISDP survey item WORKSTAT indicating whether r person had a 
job or business during a wave. Further, consider the set of individuals in rotation pou? B 
who responded "yes" from January thru November 1979, but did not respond in December, 



1979. An example of a longitudinal record for an individual is given by 

where Xt = 0, if t h e  response in the  tth month is "yesn, Xt = 1 if the response is 'non, and 

Xt = 2 indicates a missing item for t=1,...,12. Either or "1" is an admissible 

imputation value for X12. Based on the individuals in rotation group B who reported data 

in every month from January t o  December (see Table 6) we estimate 

Prob (X12 = 0 I X1 = 0, Xp = 0, ..., Xll = 0) 

Prob (X12 = 1 I X1 = 0, X2 = 0, ..., Xll = 0) 

Generating a random number between zero and one, we impute X12 = 0 if the random 

number is less than or equal t o  0.9723, otherwise we impute X12 = 1. 

This imputation procedure can be applied to  any categorical survey item with any 

combination of missing months. Consider the item RECEIPT, indicating receipt of wages 

and salaries, and the following longitudinal record for a person in rotation group A: 

For persons responding in all twelve months (see Table lo) ,  we estimate: 

Prob oig = xg, Xg = xg, X10 = xI0 I X1 = O ,..., X7 = 0, Xll = 0, X12 =0) = 



Here, we impute the entire subvector (x8, xg, xlD) based on a random draw from a 
uniform (0,l) distribution. That is, conditioning on the values of the items reported in 
other months, missing data patterns ate imputed based on the empirical distribution 
function generated from the completely reporting cases. 

Basic Procedure: The imputation process is formalized by letting the random variable X 

represent the responses (and missing data) on a longitudinal record. The response vector 
X can be partitioned into subvectors X, and X,, representing the missing and recorded 
monthly values, respectively. On the ith longitudinal record, we impute the missing 
items X based on the reported values 3 . The imputed values are a random &aw from 

mi  i 
the condit.ona1 distribution f(X, I Xri = xri), empirically estimated from the 

i 
longitudinal records with values reported in every month. 

Let 

a = (a1 ' . . . ,a12) - 
be a longitudinal record where ai is a possible response for field X i  , i.1,. ..,12, let 

T' (X = a _ )  be the number of times the vector - a appears in the data set completed by 

imputation, and let n be the total number of records in the data set. 

When using the procedure outlined above, 

T t ( X  = a ) / n  - 
in an imputed data set is an unbiased estimator of 

if the data are missing at random in the sense that the mechanism giving rise to 
Ronrcsponse- is independent of respondent values, see Kalton (1983) for further 
discussion. This is what one would expect from this procedure, and we include a proof of 
this assertion in the Appendix. Of course, Qta are rarely ever truly missing at random, 
and in any implementation of this procedure (or any other imputation procedure for that 



matter) the non-random aspects of the missing data mechanism must be brought into play 

t o  the extent they a re  known. For this, one must draw upon cross-sectional information 
and subject-based consideration and blend them with the basic procedure described above 
and expanded upon in the  Appendix. 

- 
B. Determining Monthly Applicabilitv 

In a longitudinal survey certain survey items may apply t o  an individual in some 

months, but not others. For example, certain income questions do not apply t o  persons 
who a re  unemployed or retired, and individuals may retire or become unemployed a t  any 
time during the  survey. Similarly, survey items cbncerning social welfare programs only 

apply t o  those individuals who participate in these programs. In Tables 2.A through S.D, 
we include a sample of nonresponse patterns in which we distinguish between various 

forms of missing and nonapplicable. Consider the selected nonresponse patterns in 
Tables 2.A t o  2.D and 3.A t o  3.D for the  item LOOKING, which indicates whether the 
individual spent any t ime lookin: for work. (This is a wave variable which is constant for 
the three months in a wave.) Tables 2.A t o  2.D refer t o  those individuals who were 
working, but also looking for other work, and Tables 3.A t o  3.D refer t o  those individuals 
not working and were looking. 

Consider the  survey items indicating whether an individual wants a regular full or 

part time job. On the data file, separate variables distinguish between those individuals 
who want a job based on whether or not they are looking for a job. For individuals in 
rotation group A who are looking for a job but not working, consider the  longitudinal 
record for the variable LOOKING/NOT WORKING: 

where xt = 0 (t  = 1,2, ..., 12) if the response in tth month is nyerw, xt = 1 if the response is 
%ow, xt = 2 indicates missing data and xt = 4 indicates nonapplicability of t h e  item in t h e  

tth month bee line 6, Table 8). lndividwls with the above longitudinrl record were not 
lootdng for a job in January, they did not respond t o  the survey item from February 

through Aprll, m d  the Item did not apply from May through December. . 

To lmpGte responses for the vector (x2, x3, x,), we condition on the reportea 
values on the longitudinal record. We want t o  find, among the conipletely reporting 
cases, those individuals for whom this question was not applicable from May through 

December, but were not looking for a job and not working in January. Accordingly, we 



treat nonapplicability as a valid response so that the only longitudinal records that occur 
in the data set which can be considered for the imputation of subvector (x2,x3,xq) in 

The concept of nonepplicability allows incorporation of cross-sectional 

information into the coding of the longitudinal record With detailed identification of 
relationships between relevant variables, some of the desired cross-sectional consistency 

can be induced simultaneously within the proposed longitudinal imputation scheme. 

Whether through nonapplicability techniques, an editing scheme, decision logic tables, or 
any combination of the above, i t  is fundamental that imputed values pass editing criteria 

and procedures that guarantee this must be implemented a t  some point in data 

processing. 

C. The Expected Percentage of Incorrect Imputations 

The amount of information available longitudinally can be measurea by an 
estimate of the expected percentage of incorrect imputations. Consider the longitudinal 

record for the monthly receipt of wages and salaries, 

where X t  = 0 indicates receipt and Xt = 2 (t=l, ..., 12) indicates missing data. The 

probability 

I 
I 
I 
i 
I 
I 
I 
I 
I 
I 
I 
I 

ProMX12 = 1 I Xl = o,...,X~~ = 0) I 
is estimated from the completely reported cases as 8/1236 = 0.0065. This probability is 

independent of but equal to the probability of imputing X12 = 1 when using the - basic 

procedure. Consequently, the probability that X12 = 1 is imputed and is correct is 

I 
(0.0065)' under the usumption that Qtn are missing .t rm&rn. Sirniliarly, the 

probability that X12 = 0 is imputed ~ n d  is correct is (0.9935)'. It follows that the 

I 
estimated probability of an incorrect imputation for the longitudinal record (1) is I 



More genlefally, if there are n possible imputations, each with probability p,, 

i=l,...,nwhere 1 p i r  1, thentheprobabilityof anincorrectimputationis: - i = l  , 

Note that H(pl, ...,p obtains its maximum when pi = l/n for all i=l,....n, and this is as 
one would expect. If this value is too luge (by some well-defined criteria), alternate 
procedures may have to be called upon or additional information brought to bear in the 
choice of an imputation. 

Several methods are available for including edditional information to use in the 
selection of the most appropriate donor pattern. One approach is to include related 
survey items or demographic information as elements in the longitudinal record. For 
example, to impute the monthly receipt of wages and salaries, we may want to include 
survey items indicating seasonal or part time workers. 

IV. IMPLEMENTATION CONSIDERATIONS FOR CATEGORICAL DATA 

A. Selecting Donor Patterns 

In order to estimate the feasibility of the methodology presented in this paper, a 
prototype program to impute categorical data was developed and tested on the ISDP 
variables WORKSTAT (whether a person worked in the previous three months) and 

RECEIPT (whether a person received wages and salaries in the previous three months). 
The coding of a longitudinal record as a twelve character string is not only useful for 
notational purposes, it is also operationally efficient. The data are viewed in this manner 

so that a character by character comparison of the longitudinal records can be 
implemented to identify all incomplete response patterns along with their donor sets and 
frequency distributions. 

A profotype program was written for this project which first identifies and stores 
the set of Lncbmplete records. For each family of incomplete data patterns, (i.e., some 
fields missing and identical valws on reported fields) the set of potential donors were 
identified. Frequency of donor patterns (hence probabilities) were computed as described 
in Section 111, and a random &aw from the uniform (0,l) distribution was used to select a 



donor pattern. The selected donor pattern was imputed for the missing values. 

Selected examples of the components of this imputation methodology using the 

prototype program and data from the ISDP are found in Tables 6 to 10. In each table, 
relected patterns of response for longitudinal records with missing Qta,l.e., incomplete 

response patterns, are given along with their frequencies of occurrence. The donor 
pt terns for the missing monthly values are a subset of data fiel& on the completely 
reported cases that agree with the incomplete record on its reported months These are 
described along with their frequencies of occurrence. The imputation decision is based 
on the relative frequencies of the donor patterns. This procedure can be extended so 
that one uses not only completely reported cases for donors, but also cases partially 
completed at an earlier stage of processing. 

B. Rotation Group and Longitudinal Imputation 

In order to obtain longitudinal consistency of imputed data for wave variables, it 
is necessary to condition on the rotation group of the record in addition to conditioning 
on the values in reported months for wave response variables such as WORKSTAT. To do 
this, each longitudinal record was coded 8s a thirteen character string where the first 
twelve characters represented the responses of the variable in months January to  
December, and the thirteenth character represented the recordk rotation group. If 

rotation groups A, B and C are denoted by 1, 2 and 3, as the thirteenth record 
component, then from table 6 the pattern for WORKSTAT: 

is a longitudinal record coming from rotation group A (found on line 7 of Table 6). 

WORKSTAT refers to the question whether the individual had a job or business at 
any time during the three months prior to the interview, so it is a wave variable. 
Consider the longitudinal record 

(xl = 0, X 2  = 0, .re, Xg = 0, X10 = 2, X l l  = 2, X 1 2  =2), 

- 
w e  Une 3, Table 6. Because the question refers to the entire three month period, the 
response must be the same for xI0, xll, and x12. Response patterns such as 101 or 010 

u e  not admissible and cannot be imputed. 

Referring to Figure 1, we see that this particular pattern can occur only for cases 



in rotation group C. By conditioning the imputation on the completely reporting cases in 
rotation group C, the only patterns considered for imputation ate  111 and 000. 

Not conditioning on rotation group for wave variables like WORKSTAT readily 
lads to inconsistent imputations. For example, ignoring the distinction irr rotation group 

could result in the reported months being matched to individuals from rotation grou? A. 

In Figure 1, we see that refwence months October, November and December ate  covered 

by interviews in waves four and five. Consistent responses during the interview could 
result in the patterns Orlo = I,  xll =O, x12 50) md (x10 =O, xlf =I, x12 =U, both of which 

are inadmissible imputations for an incomplete record in rotation group C. 

The categorical imputation program was able to  completely impute for the set of 
incomplete patterns that occured for the variable WORKSTAT, indicating that there was 

enough variety in the donor set for the imputation scheme to  be effective. A donor was 
matched to an incomp13e record if the completely reported months - and rotation grou? 

of the nonresponse pattern matched the same months and rotation group of the donor 
pattern. 

In order to  test if it was practical to include rotation group information on 

monthly variables, we tested this procedure for the variable RECEIPT. Since RECEIPT 
is a monthly response variable (whereas WORKSTAT is a wave response variable), many 

more possible response patterns ere generated by the RECEIPT data because of the 

combination of responses that can occur within waves. By not conditioning on rotation 

group to identify donors for incomplete records, 96.8% of all incomplete records in the 

data set were imputed. Conditioning on rotation group resulted in imputation of 96.0% 

of the incomplete set of records. So only -8% of the possible imputations are lost by 

conditioning on rotation group. 

V. THE IMPUTATION OP CONTINUOUS DATA 

Regression and matching are two methods that can be used to capture the 

longitudinal information for imputing continuous data such as monthly income amounts. 

A. Regression Techniques - 
One regression technique suggested for estimating mising values in multivariate 

data was proposed by S.F. Buck (1960),.and an iterative form of Buck's method is outlined 

and examined in the paper by EM.L. Beale and R.J.A. Little (1975). Buck's main purpose 

was to present a method of estimating the variancecovariance matrix of any k-variate 



population. Beale and Little utilized Buck's variancecovariance matrix estimator to 

iteratively arrive at imputed values and estimators of the survey population where it is 

not necessary to assume the underlying population is  multivariate normal. 

An important consequence of the iterated Buck method is that with the 

assumption of an underlying multivariate normal population, the method is essentially 

equivalent to an EM-Algorithm which gives maximum likelihood estimates of the 

papulation parameters. Without the normal distribution assumption however, the 

imputed val ws obtained in the iterative procedure are still regression based estimates 

and it is not unusual to use regression analyses or non-normal data. 

Assume for a set of N observations and n variables that  xij represents the value of 

the jth variable in the ith observation for j=l,...,n and i.1, ..., N. Let m denote the 1 
sample mean value of th/ jth variable over all complete observrtions and ujk denote the 

sample covariance between variables m and mk over all aomplete observations. The J 
iterated Buck method uses m . and ujk to compute: 

1 

I xij, if xij if observed 

a linear combination of the set of variables observed in the 

ith observation, if rij is misdv 

(2) cijt = pertid covariance of m and mk, if and xik are both unknown 

0, otherwise 
1 

- 
Then set m , = x ; u a /N-1 and repeat (1) thru (4) until there are no further 

j k 
changes inm and ujk. The term cijk is a correction term for the bias that would 

I 
normnlly occur in the formation of 

In this-study, missirg values that occured for the continuous variable AMOUNT, 

the amount of wages and salaries earned In my month by a person, were imputed using 

the iterated ~ u 5 k  method. Since we were &all* with largitudinal records, the variable 

AMOUNT war split into 1 2  subvariables, AMTitl to AMTi,lZ where i=l, ..., N for the 
number of longitudinal records that occur and j=1, ..., 12 represents the months January to 



December. The iterated Buck method was then applied as above with xi, = AMTij. 

Preliminary results indicate that the method is both efficient md effective. 
However, subsequent empirical evaluation of this method is underway to better 

determine the validity of the imputations and the form of the random err& that needs to 
be assigned to these regression estimates. 

B. hlat ching Techniques 

For the distance matching methods, let the vector y of monthly income amounts 
be decomposed as 

The vector yr represents reported monthly amounts and the vector ym represents missing 

monthly amounts. Let the vector x represent monthly income amounts for individuals 

who report in every month. When matching an incomplete longitudinal record y to the 

longitudinal records of the completely reporting cases we decompose the vector x into 

subvectors 5 and x,, which correspond to the same months as y, and ym. The missing 

monthly amounts for the ith individual y, we imputed based on the nearest match of y 
i 

to some xr on the set of potential donor records. 
'i 

The distance matching method is appealing because of its flexibility, generality 

and ease of implementation. Several distance measures are available for defining the 
nearest match, including Euclidean and Mahalanobis. The actual amounts imputed mag 

be from the nearest case, or they may be randomly selected from the K nearest. It is 

expected that the distance matching method can be applied with minor modifications to 

many income types in SIPP. 

VI. SUMMARY 

This study examined the problem of imputing missing itenrs in e lonpitudind 

rwvey. These missing items may occur in single month or in groups of consecutive 

months. The method discussed takes a longitudinal record with mising items for a 

specified v6iable and finds all records complete for this variable that matell the 

designated recgrd on its reported items. Using the complete remrds, the distribution of 

raponses for the missing months conditioned on the reported months is determined. The 

missing items are then filled in based on a random haw from the distribution of values in 

the missing months conditioned on the values in reported months. An alternative 



approach to imputation conforming to the overall structure of the basic procedure 
discussed in this report can be based on a matching process. One selects a complete 
record whose values agree (or are close to by some specified criterion) with the  

incomplete record in reported months and imputes the vales found on the reported record 
into the incomplete record for the missing months. Using either appr06ch'Lt is proved 
that in the imputed data set the fraction of records having a specified set of values is an 
mbiased estimate of the probability of that set if the data are missing at random. 

This procedure treats only one variable at a time and does not use information 
from any other variables other than the one being imputed. It is directly applicable to 
categorical variables and can be adapted for use with continuous variables by selecting a 

distance function for defining a matchng criterion. Current research is looking into the 
use of information from other variables in order to improve imputes and maintain cross- 
sectional consistency of variables upon imputation. 

The procedure discussed in this report should be viewed 8s  an underlying 
methodology which must be expanded upon prior to implementation on any survey. One 
must &aw upon cross-sectional information and subject-matter ewertise and blend them 
with the basic procedure to create a sensitive and practical imputation program. 
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I as asserted earlier. 

APPENDIX I 

We first prove a lemma about condtional expectations of multinomial random 
variables. This lemma will be used t o  pave that the basic procedure for imputing 

lorrgitudinal data introduced in Section m of the  text can be used to  provide an unbiased 

estimate of 

I LEMMA: Let (XI, ..., XN) be multinomial (n; PI, ..., PN) random variables, and 

let a ,  0, y E { I  , . . . ,N ) such that  a;, $ and y a r e  distinct. Then 

I (1) X and X are independent given Xa+ X = k , and 
a Y 

I x x nP P (2) E - -Y-2--  = ---3-5-- , 
*a+ X e  'a+ ' 0  

PROOF: (1) For the rake of simplicity, assume a = 1,  8 = 2 and y = 3 .  

I - P r o b  ( X I =  - k l ,  Y 2 =  k-kl, X3 = k3) ----------- --------- ---------- 
P r o b  7xl+ X2= k j  



I 
n-k-k 

( n - k ) !  1 - P I -  P 2 -  - - - -  ------  ( - - - - - - - - - -  ) ( - - - - - - - - - - - - - - - - -  
k,! Tn-k-k3JT 1 - P I -  

P~ 1 - P 1 -  P2 

Thus, assertion (1) is proved. 

(2) It f ollolvs from (1) that 

Taking the expectation with respect to k, 



THEOREM: Consider the longitudinal record (XI = el, X 2  = a2, ..., XN = tiN), where the ai 

are possible valid response values for variable Xi, i=l,. ..,N. In a simple random sample of 

size n, completed by imputation, let the multinomial random variable T ( X I  = al, ..., XN = 
aN)  represent the number of occurrences of the longitudinal record X = (al, ..., aN). 

Assuming the data are missing at random, 

is an unbiased estimate of 

Prob (XI = al, ..., X N  = aN) 

PROOF: 

For ease of exposition, we assume N=2, a is a value in the range of X1 and b is a value in 

the range of X2. It is not very difficult to see how this argument can extend to an 

arbitrary integer 14. The pattern (XI = a, X2 = b) can arise in the irnputed sample in four 

ways: 

1) (XI = a, X2  = b) is reported, 

2) X I  = a is imputed given X 2  = b is reported 

3) X 2  = b is imputed given XI = a is reported, or 

4) (SI = a, X 2  = b) is imputed. 

Define the multinomial random variable T( )as the nunrber of occurrences of the event 

in parentheses. For example, using an asterisk to indicate imputed counts, 

represents the number of times that XI = a is imputed given that X 2  = b is reported. 

The total number of times the pattern 

occurs in the sample, completed by imputation, can be decomposed into terms 
corresponding to the ways the pattern (a, b) arises: 



Let the indicator vector Y = (Y1, Y2) represent the reporting status of The elements in 

the longitudinal record. That is, 

1 i f  X i  i s  r e p o r t e d  ( i = l , Z )  
Y: = 

1 ( 0  o t h e r w i s e  

The expected value of the sum (A.1) with respect to the data reported in the sample is 

The expectation of ( ~ . 2 )  with respect to all possible samples follows from the lemma. 

E.g., for the second term on the right hand side of (A.2) let 

Z = T(Xl= a ,  X2= b,  Y l =  1 ,  Y 2 =  l ) ,  a 

ZB= T(X1# a ,  X 2 =  b ,  Y l =  1,  Y 2 =  1 and 

- 
z = T(X2= b ,  Y1= 0 ,  Y 2 =  1 )  

Y 

be X a, X and X of the lemma, respectively. In addition, the assumption that the date 
Y B 

are missing at  random (as defined eurlier) asserts the independence of the indicator 



random vector Y and the random variables Xi in the lcngitudinal record. 

Prob (XI = a) Prob(Y = 1, Y 2 = 



I 

I APPENDIX II 

I 
FIGURE AND TABLES 

The response rates shown in these tables should not be used to approximate actual 

nonresponse rates for ISDP. These tables are based on data extract files taken from the 

1 1979 ISDP Panel used to develop and test rnethodolqier discussed in this report. The 
tables are included to show the diversity of nonresponse patterns and to indicate the 

I variety of nonresponse combinations that must be considered in developing procedures to 

adjust for nonresponse in a longitudinal survey. 

I 
I 
I 
I 
I 

I 
I 
I 
I 
I 2 7 



APPENDIX I 1  

FIGURE AND TABLES 

The response r a t e s  shown i n  these t a b l e s  should no t  be used t o  approximate 
ac tua l  nonresponse r a t e s  f o r  ISDP. These t a b l e s  are based on data e x t r a c t  f i l e s  
taken from t h e  1979 I S D P  Panel used t o  develoo and t e s t  methodoloqies discussed 
i n  t h i s  repo r t .  The t a b l e s  a re  i nc luded  t o  show t h e  d i v e r s i t y  of-nonresponse 
pa t te rns  and t o  i n d i c a t e  t h e  v a r i e t y  o f  nonresponse combinations t h a t  must be 
considered i n  devel opi  ng procedures t o  ad jus t  f o r  nonresponse i n  a 1 ongi t u d i  na l  
survey. 

Add i t i ona l  tab1 es avai 1 ab le  from: 

DAN1 EL KASPRZYK 
Speci a1 Ass i s tan t  
O f f i c e  o f  t h e  Chief  
Popu la t ion  D i v i s i o n  
Washington, D.C. ,20233 

Table 2.A Nonresponse Pat te rns  f o r  Looking/Working January 1979 t o  
December 1979 ( 1  1,520 Complete respondents and no t  appl i cab les  no t  
inc luded be1 ow. ) , 

Tabl e 2.B Nonresponse Pat te rns  f o r  Looki ng/Worki ng January 1979 t o  
December 1979 (Pat te rns  w i t h  o n l y  miss ing  i tems are  inc luded.)  

Tabl e 2.C Nonresponse Pat te rns  f o r  Looki ng/Worki ng January 1979 t o  
December 1979 (Pat te rns  w i t h  o n l y  miss ing  records are  inc luded.  ) 

Table 2.D Nonresponse Pat te rns  f o r  Looking/Working January 1979 t o  
December 1979 (Pat te rns  w i t h  on l y  miss ing  i tems and miss ing  records 
a re  inc luded.  ) 

Table 3.A Nonresponse Pat te rns  f o r  Looking/Not Working January 1979 t o  
December 1979 (11,520 Complete respondents and no t  appl i c a b l e s  
no t  i n c l  uded be1 ow. ) 

Table 3.B Nonresponse Pat te rns  f o r  LookingINot Working January 1979 t o  
December 1979 (Pat te rns  w i t h  o n l y  miss ing  i tems are  inc luded.)  

Table 3.C Nonresponse Pat te rns  f o r  LookingINot Working January 1979 t o  
December 1979 (Pat te rns  w i t h  on l y  m iss i  ng records are  inc luded.  ) 

Tabl e 3.D Nonresponse Pat te rns  f o r  Looki ng/Not Working January 1979 t o  
December 1979 (Pat te rns  w i t h  on l y  miss ing  i tems and miss ing  
records are inc luded.  ) - 



Table 4.A Nonresponse Pa t te rns  f o r  Want Job January 1979 t o  December 1979 
(Pa t t e rns  w i t h  o n l y  m i s s i  ng records a r e  inc luded . )  

Table 4.B Nonresponse Pa t t e rns  f o r  Want Job January 1979 t o  December 1979 
(11,465 Complete respondents and no t  appl  i c a b l e s  no t  i n c l u d e d  
below.) 

Table  4.C Nonresponse Pa t t e rns  f o r  Want Job January 1979 t o  December 1979 - (Pa t t e rns  w i t h  o n l y  m i ss i ng  i tems a re  i n c l u d ~ d . )  

Table  4.D Nonresponse Pa t t e rns  f o r  Want Job January 1979 t o  December 1979 
( P a t t e r n s  w i t h  o n l y  m i s s i n g  i tems and m i s s i n g  records  a re  inc luded . )  

Table  5.A Nonresponse Pa t t e rns  f o r  Rece ip t  January 1979 t o  December 1979 
(4,080 Complete respondents n o t  i n c l u d e d  be1 ow. ) 

Tab le  5.B Nonresponse Pa t t e rns  f o r  Receip t  January 1979 t o  December 1979 
(Pa t t e rns  w i t h  o n l y  n i s s i  ng i tems a r e  inc luded . )  

Table  5.C. Nonresponse Pa t t e rns  f o r  Rece ip t  January 1979 t o  December 1979 
(Pa t t e rns  w i t h  o n l y  m i ss i ng  records  a r e  inc luded . )  

Tab le  5.D Nonresponse Pa t t e rns  f o r  Rece ip t  January 1979 t o  December 1979 
(Pa t t e rns  w i t h  o n l y  m i ss i ng  i tems and m iss i ng  records a re  i nc l uded . )  
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Table 6 

SELECTED INCOMPLETE AND DONOR PATTERtiS FOR WORK-STAT 
January 1979 - December 1980 
(0 = yes ,  1 = no, 2 = missing item) 

Uotrtion - Incomplete 
Pattern - Frequency 

Donor 
Patterns for 

hfissing Months -- 
Expected Kumbc 

ot Incorrect 
frequency (9) lmputrtions 



Table 7 
SELECTED INCOMPLETE AND DONOR PATTERNS FOR LOOKINGIWORKING 
January 1979 - December 1980 
(0 = yes, 1 - no, 2 = missing item, 4 = not applicable) 

Donor 
lncomplett Patterns for 

Rotation -- Pottern - - Frequenc~ _Missing Months 

Percent 
Incorrect 

Frequencv (56) Ic.>~tetions 

I l l  
000 



T a b l e  8 
SELECTED INCOMPLETE AND DONOR PATTERNS FOR LOOKING/NOT WORKING 
January 1979 - December 1979 
(0 = yes, 1 = no, 2 = missing item, 4 = not applicable) 

Donor 
incomplete Patterns for 

Rotation -- Pattern - ,Ftequencv Missing hlonths 

Percent 
Incorrect 

Frcguencv (%I 1r.2utations -- C 



T a b l e  9 
SELECTED INCOMPLETE AND DONOR PATTERNS FOR WAiJT JOB 
J a n u a r y  1979 - D e c e m b e r  1979 
(0 = yes, 1 = no, 2 = missing item) 

Percent 
incorrect 

f m ~ ~ t e t i o n s  

Dcmor 
Patterns for 

Missing Months 
Incomplete 

Pattern - Frtquen-cy Frequency ((k) Rotation - 



Table 1 0  
SELECTED INCOMPLETE AND DONOR PATTERNS FOR 
RECEIPT OF WAGES AND SALARIES 

January 1979 - December 1980 
(0  = yes, 1 = no, 2 = missing item) 

Donor 
lncornplete Patterns for 

Rotation Pat tern - Frequency - Missinq Months 
Xncorrect 

Inputations 




