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ABSTRACT

Because inputs are scarce, marginal cost should be an increasing function of output. Without
changes in this real marginal cost schedule, aggregate output can vary if and only if the markup of
price over marginal cost varies. In this review, we discuss the extent to which observed fluctuations
in aggregate economic activity depend upon such variations in average markups.

We first study whether, empirically, real marginal cost rises in cyclical expansions. Average
real labor cost is not very procyclical, but, for reasons such as overhead labor and adjustment costs,
marginal labor cost should be more procyclical. Measures of marginal cost based on materials costs
and inventories also appear procyclical.

We next show that countercyclical markup variation may, depending upon how costs are
modeled, account for a substantial fraction of cyclical output movements. We also show that the
observed procyclical variations in productivity and profits are consistent with the hypothesis that
cyclical variations in output are primarily due to markup variations than to shifts in the real marginal
cost schedule.

Finally, we survey theories of endogenous markup variation. These include both models of

sticky and models in which firms’ desired markup varies over time.
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1 Introduction: Markups and the Business Cycle

In this paper, we consider the role of variations in the relationship between the prices at
which goods are supplied and the marginal cost of supplying them in accounting for ob-
served fluctuations in economic activity and employment. We shall argue that there exists
a great deal of evidence in support of the view that marginal costs rise more than prices in
economic expansions, especially late in expansions. Thus real marginal cost (MC/P) rises,
for the typical firm; and alternatively, the markup of price over marginal cost (which we
shall define as the ratio P/MC? } declines for the typical firm. These two ways of describing
the feature of business cycles with which we are concerned are equivalent in the case of a
symmetric equilibrium (in which the costs, output and prices of all goods move exactly to-
gether), though they are not equivalent propositions regarding an individual firm or industry
in the asymmetric case (since the firm’s or industry’s relative price may vary). Because of
our concern with the explanation of fluctuations in aggregate activity, and because such ag-
gregate fluctuations are characterized by a striking degree of comovement among sectors, we
will mainly conduct our analysis in terms of a symmetric (aggregative) model, and treat pro-
cyclical movements in real marginal cost as equivalent to countercyclical markup variations.
Discussion of the cyclicality of real marginal cost is most natural when one is discussing
measurement (since the crucial measurement issue is to infer the level of marginal costs),
and so this is how the issue is framed in many empirical studies (such as Bils, 1987, and Bils
and Kahn, 1996). But when we turn to theoretical explanation, it is most useful to describe
the phenomenon in terms of variation in firms’ markups, because the crucial decisions re-
sponsible for the phenomenon are firms’ decisions about the prices at which they are willing
to supply their products. In fact, in a broad class of models discussed below, the cyclicality
of real marginal costs in equilibrium turns not upon the nature of the production technology
or the conditions under which firms can obtain factors of production, but upon the nature
of the competition among firms in their product markets; and so, from an analytical point

of view, it seems most important to emphasize variation in markups.



The observation that costs rise more than do prices, at least late in expansions, is not
a new one. It was emphasized in the work of Wesley Clair Mitchell, for example, who
writes (1941, p. 52) that as activity expands, “equipment of less than standard efficiency
is brought back into use; the price of labor rises while its efficiency falls; the cost of mate-
rials, supplies and wares for resale advances faster than selling prices; discount rates go up
at an especially rapid pace, and all the little wastes incidental to the conduct of business
enterprises grow steadily larger.” That real marginal costs should rise for such reasons is,
of course, a simple consequence of the fact that factors of production are not in unlimited
supply. But, as Mitchell notes, from the point of view of theory “a problem still remains:
Why cannot businessmen defend their profit margins against the threatened encroachment
of costs by marking up their selling prices?” As we shall see, a variety of theories of im-
perfectly competitive behavior by firms explain why they may choose not to do so. Such
imperfectly competitive behavior thus plays an important role in accounting for the character
of aggregate fluctuations.

Fluctuations in markups are an important factor, in our view, for a reason somewhat
different than that emphasized by Mitchell. In Mitchell’s analysis, the squeezing of profit
margins late in booms is what brings the boom to an end, as reduced profitability dampens
investment demand and hence sales. This suggests that an improvement in firms’ power
to set prices above marginal cost would extend the boom. But this neglects the fact that
firms cannot all raise their relative prices. Let the marginal cost of each firm 7 be given by
Pc(y;), where y; is the quantity supplied and P is the general price level. (Marginal costs
are proportional to the general price level because the variable factors of production are
supplied at relative prices that depend upon the quantity demanded of those factors.) Let
us suppose furthermore that c(y) is an increasing function, for the sort of reasons cited by
Mitchell. Then an increase in the quantity supplied by industry 4, if not associated with any
shift in the marginal cost schedule, will be associated with an increase in marginal cost. In
the case of an individual firm or industry, this need not be associated with any change in

markups; it might simply be associated with an increase in the relative price P,/P.?



But if we consider a uniform increase in the quantity produced by each sector, all relative
prices /P would have to increase by the same amount and this is not possible. In fact, in

a symmetric equilibrium, one must have
—_ = C(Y) (11)

where Y is the common (and hence aggregate) level of output, and p the common (and hence
average) markup. It follows from (1.1) that an increase in output Y is possible only insofar
as either the real marginal cost schedule ¢ shifts, or the markup falls. If firms allow their
markups to decline, this will mean a higher level of equilibrium output than would otherwise
be possible, given the current real marginal cost schedule. Thus if markups decline in the
later stages of economic expansions, as Mitchell argues, this is not something that brings the
expansion to an end; rather, it makes the expansion stronger (and possibly more prolonged)
than is justified by cost conditions alone.?

Equation (1.1) suggests that a useful question about fluctuations in aggregate activity is
to ask to what extent they result from variations in average markups, as opposed to shifts in
the real marginal cost schedule of the typical firm. A related question that has received more
attention in the literature is the extent to which the historical record actually suggests that
markups were indeed low when output was high. This question is related to the first because,
if the data suggested that markups were constant (or procyclical), independent movements
in markups could not possibly account for a significant portion of output fluctuations. Thus,
our survey of empirical evidence starts in section 2 with the simpler question of the extent to
which measured markups are countercyclical. Since marginal cost cannot measured directly,
all of these measures are indirect and rely on theories of the cost function facing individual
firms. Once one has made these assumptions, however, one need only make a few additional
suppositions to obtain an estimate of the derivative of the function ¢ with respect to ¥". This
then allows one to infer the output fluctuations induced by changes in measured markups.
the result is that one obtains a decomposition of output in terms of output movements due

to markup changes and output movements due to shifts in the marginal cost schedule. We



consider this decomposition in section 3.

Section 4 is devoted to a brief survey of models of variable markups.? The above de-
composition makes it clear that these models can serve two separate purposes. First, they
can affect the extent to which shifts in the marginal cost schedule affect output. If, for
example, reductions in marginal cost lower markups, their effect on output is magnified.
What is perhaps more interesting still is that these theories allow shocks other than shocks
to the marginal cost schedule to affect output as long as these shocks affect markups. In
particular, allowing for endogenous markup variations adds a channel through which demand
disturbances may affect output and employment.

This does not mean that the part of output variations that is due to shifts in the real
MC schedule is due to “supply shocks”, and the part due to markup variations with the
part due to “demand shocks”. There are various ways in which demand disturbances might,
in principle, shift the real MC schedule.® Similarly, as we have already mentioned, the
models of endogenous markup variation discussed below imply that “supply shocks” as well
as “demand shocks” may cause markups to vary. For example, in Rotemberg and Woodford
(1996b) it is shown how an endogenous increase in markups following an oil price increase
can increase the contractionary impact of such a shock, even though the oil shock would
also contract output {by shifting up the real MC schedule) to a lesser extent in a perfectly
competitive model.

An objection to the usefulness of this decomposition might be that the validity of (1.1)
does not itself imply that output variations are usefully “explained” by the markup vari-
ations that occur at the same time. One might view the markup as simply the ratio of
two quantities (P and MC) that are each determined by other (and relatively independent)
factors, including output, the causal determination of which must be understood in other
ways. Such a view is possible if one views prices as evolving without reference to marginal
costs (perhaps according a “Phillips curve” relation that makes the rate of price change a
function of the level of real activity), and output as determined by demand given the current

level of prices. In this case, markups might covary systematically with output (because of



(1.1)), but this would be irrelevant for output determination. Such a crude view, however, is
difficult to take seriously. While we believe that nominal price stickiness plays a role, at least
in short-run fluctuations in activity — and this is cne of the reasons for markup variation
taken up in section 4 below - it is not plausible that the level of marginal costs should not
be a crucial determinant of the evolution of prices. If a firm’s price is expected to remain
fixed for a period of time, then the price chosen will depend not solely upon the current level
of marginal cost, but upon (loosely speaking) the average of the expected levels of marginal
cost over the entire period for which the price will be fixed. As a consequence, the rate of
inflation (and expectations regarding future inflation) will be one of its determinants, as is
explained further in section 4.1 below. In such a model, the connection between inflation
and real activity (i.e., the aggregate supply relation) can be usefully understood as result-
ing from the relation between inflation and the average markup, on the one hand, and the
relationship between the markup and output determination indicated by (1.1).°
Furthermore, it does not seem that nominal rigidities alone can account for all markup
variations. First, some of these variations appear not to be related to inflation in the way
that can be accounted for by the simple hypothesis of prices remaining fixed for a time. For
example, Rotemberg and Woodford (1996b) find that markups rise following an oil shock;
but such shocks have also been associated with increases rather than decreases in inflation,
so that slowness of prices to adjust to changes in nominal marginal costs might be expected
to shrink markups, rather than raising them. And second, the very slowness of prices to
adjust to changes in marginal costs (following, say, a loosening of monetary policy) is more
easily explained if one posits that decreases in desired markups (i.e., the ratio between
price and marginal cost that would be chosen in the absence of the nominal price rigidity)
coincide with declines in the ratio of actual to desired prices (due to slow price adjustment).
If desired markups decline endogenously at times of temporarily high output, this “real
rigidity” will amplify the effects of nominal rigidities, so that nominal disturbances have
both larger and more persistent real effects. For both reasons, it would seem that variations

in desired markups - and not simply variations in markups resulting from a discrepancy



between actual and desired prices — are of some importance in accounting for aggregate
fluctuations. A consideration of the determinants of desired markups is therefore required.

Our survey proceeds as follows. In the next section, we discuss the evidence on cyclical
variation in markups. Most of the evidence reviewed relates the slightly procyclical behavior
of real wages to cyclical movements in the marginal product of labor. The key issue in
subsections 2.1 and 2.2 is whether, as a result of technical progress, the marginal product
of labor is as procyclical as real wages. While the marginal product of labor cannot be
measured directly, we provide a number of reasons to believe that it is substantially more
countercyclical than the relevant real wage so that, indeed, markups are countercyclical.
In subsection 2.3 we consider measures of markup variation that are not based on wage
variations; these involve cyclical variations in the use of intermediate inputs and in inventory
accumulation. We then proceed to study responses of markups to particular shocks. Insofar
as we are able to identify nontechnological disturbances, the analysis of markup changes is
considerably simplified because we do not have to worry about the effect of technical progress
on the real marginal cost schedule. Section 2 closes with an analysis of the differences in
markup variations across industries.

Section 3 then turns to the consequences of markup variations for macroeconomic vari-
ables of interest. First we deal with the effect of markup changes on productivity and profits.
We show that, under a variety of circumstances, increases in output that are caused by reduc-
tions in markups are associated with increases in profits and measured productivity. Since
both productivity and profits are known to be procyclical, this is important in making sure
that it is not implausible for changes in markups to be behind movements in cutput. Section
3 concludes with a method for decomposing output movements into those caused by shifts in
the marginal cost schedule and movements due to markup changes (which induce movements
along particular marginal cost curves). Section 4 is devoted to a survey of theories of markup

variation, and section 5 concludes.



2 The Cyclical Behavior of Markups

In this section, we discuss empirical evidence regarding variation in markups over the busi-
ness cycle. The main challenge in constructing measures of markup variation is to find
suitable measures of marginal cost; and for this reason, it will often be useful to think,
equivalently, of how one should measure cyclical variations in real marginal cost.” It is not
easy to obtain measures of marginal cost of which one can be certain. Nonetheless, a variety
of considerations may be offered, several of which provide support for the view that real
marginal costs are procyclical, and hence that markups are countercyclical in the typical
sector. If so, this implies that markup variations play a role in causing or at least amplifying

cyclical fluctuations in economic activity.

2.1 Cyclical Behavior of the Labor Share

The most common measures of marginal cost in the literature consider the cost of increasing
output through an increase in the labor input, holding fixed other inputs. (Measures of
marginal cost deriving from variation of production decisions along other margins are con-
sidered in section 2.7 below. Note that if firms are minimizing cost, the measure of marginal
cost obtained by considering each possible margin should be the same, so that it suffices to
consider one.) If output is a differentiable function of the labor input, and firms are wage-
takers, then marginal cost is equal to the wage divided by the marginal product of labor. If

we assume an aggregate production function of the form
Y = F(K, zH), (2.1)

where K is the capital stock, H the number of hours worked, and z an index of labor-

augmenting technical progress, then the markup of price over marginal cost u is given by®

PzFy(K,zH)
=1

s (2.2)

This equation provides an approach to the measurement of markup (or real marginal cost)

variations. It also highlights two reasons for the real marginal cost schedule referred to
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in section 1 to be upward-sloping. The first is that, holding constant other determinants of
labor supply, the real wage must presumably rise to induce more people to work. The second
is that, if one makes the standard assumption that the production function F' is concave and
one fixes both the capital stock and the state of technology 2, the marginal product Fy is a
decreasing function of the labor input.

Whether or not typical increases in employment are in fact associated with markup
declines depends, however, upon whether they are associated with increases in K or z, or
decreases in the real wage W/ P, sufficient to offset the effects of the increase in the labor
input on Fy. In general, real wages do not move countercyclically, and in fact, there is
clearly procyclical variation in the real wages received by individuals, once one corrects for
cyclical variation in the composition of the workforce.® This is the famous criticism raised by
Dunlop (1938) and Tarshis (1939) against the theory of aggregate supply of Keynes (1936).
which is essentially just {2.2), under the assumption of constant technology and a markup
equal to one. Keynes (1939) recognized the appeal of a hypothesis of countercyclical markup
variation as a resolution of the puzzle, which is the interpretation that we propose.

An alternative explanation, of course, is that real wages are procyclical because fluctua-
tions in activity are caused by variations in technical progress. (Real business cycle models
are sometimes criticized for predicting real wage movements that are too procyclical, so
that Kydland and Prescott, 1988, take their findings as support for the technology-shock
hypothesis.) The need to correct for possible variations in the rate of technical progress
means that one needs to measure the variation in both the labor input and in the quantity
produced. The required calculation is especially simple if, following Bils (1987), we specialize

the production function (2.1) to the case
Y =g(K)(zH)*, (2.3)

where g is a positive increasing function, and & > 0. Marginal cost is then WH/aY, so that
the markup is given by
p=asy, (2.4)



where sy is the labor share WH/PY. Under these assumptions, markup variations are
simply the inverse of the variations observed in the labor share. In the case of a Cobb-
Douglas production function (or the slightly more general form assumed above), marginal
cost is proportional to average labor cost so that a valid measure of markup variations is given
by fluctuations in the ratio of price to “unit labor cost”™ W H/Y - a measure of variations in
price-cost margins often referred to in empirical studies of business cycles such as those of
Moore (1983).1°

We first consider the evidence regarding cyclical variation in this simple measure. The
price P with which firms are concerned is the price they receive for their products. This
means that the relevant labor share is not the ratio of labor compensation to the value of
output conventionally measured in national income accounts, but rather the ratio to the rev-
enue received by firms, which equals the value of output minus indirect taxes.!! We consider
cyclical variation in three different measures of this labor share, for the whole economy, the
corporate sector and the nonfinancial corporate sector respectively. The first of these mea-
sures is less satisfactory than the others for two reasons. First, it includes the government.
many of whose services are not sold in markets. Second, it includes income of proprietors
in the denominator, and this contains an element of compensation as well. The use of the
narrower measures of the labor share eliminates both of these problems. Nonetheless, we
include some statistics relating to the overall labor share as well, for comparability with
other studies.

Figure 1 plots these three series for the period 1947:1 to 1993:1.1? For future reference, the
figure also plots the Hodrick-Prescott trend in the labor share for the nonfinancial corporate
sector. The figure reveals that the labor share in the corporate sector is essentially identical
to the labor share in the nonfinancial segment. On the other hand, the overall labor share
deviates from the other two shares in the early 1960’s and remains above them from then
on. All three series show large increases in the late 1960’s. Particularly for the labor share
corresponding to the whole economy, this appears to represent a structural break that cannot

be regarded as an example of business-cycle variation in the series. Hence in considering the
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cyclical behavior of the series, we also considered a sample that begins only in 1970.

We next wish to relate the movements in one or another of these labor shares to those of
a variable that measures the business cycle. One attempt to do so is provided in Figure 2,
which plots the labor share in the nonfinancial corporate business sector against the NBER
recessions. For each of these recessions, the first line in Figure 2 represents a business cycle
peak while the second represents the trough. At first glance, this picture might suggest
that the labor share is countercyclical because the labor share series tends to have a local
maximum between peaks and troughs. But, it is important to remember that, for the labor
share to be perfectly procyclical, its peaks ought to be aligned with the business cycle peaks
themselves. The labor share ought then to decline between peak and trough and then
increase during the recovery that takes place after the trough. It is this latest implication
of a procyclical labor share that is closest to being true, as the labor share increases in the
recoveries after the 1954, 1974 and 1982 recessions.

The actual correlation between the change in the labor share and a dummy variable that
takes the value of one between peaks and troughs and a value of zero otherwise is .17, which
suggests, albeit very weakly, that the labor share rises when output is declining. However, the
correlation between the labor share and the two quarter lagged value of this dummy variable
is -.28. Thus, as the plot itself suggests, the labor share tends to rise late in expansions and
to fall late in recessions. This basic pattern: a weak slightly negative relation between the
labor share and contemporaneous cyclical indicators and a much stronger positive relation
between the labor share and slightly lagged indicators of cyclical activity is what comes out
of a more formal analysis as well.

For this slightly more formal statistical analysis, we considered four indicators of the
business cycle. A popular indicator of this sort is obtained by detrending real GDP using
the Hodrick-Prescott filter and then using this detrended series to be a measure of the
business cycle. This is, however, a rather arbitrary procedure (since there is no obvious
reason to choose one value rather than another of the weighting parameter that determines

the degree to which the trend is smoothed).!® An alternative that we find appealing is to
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follow Beveridge and Nelson (1980) and equate the “cyclical” level of GDP at time t with the
expected decline in GDP from time ¢ onwards. This captures the intuitive idea that cyclical
movements are temporary, so that a cyclically low level of output corresponds to a high
expected rate of growth of output. The difficulty with this approach is that it only becomes
meaningful when one specifies an information set that can be used to forecast GDP growth.
Following on the steps of an extensive literature, Rotemberg and Woodford (1996a} show
that the linearly detrended level of hours spent working in nonagricultural establishments
and the ratio of consumer expenditures on nondurables and services to GDP are particularly
useful in this respect.

A simpler cyclical indicator is the linearly detrended level of hours worked. We prefer
to linearly detrend hours rather than GDP, since once a trend is included in the regression,
the Dickey-Fuller test strongly rejects the hypothesis that the logarithm of hours worked in
non-agricultural establishments has a unit root. This measure of detrended hours is in fact
one of the main components of the Rotemberg-Woodford measure of forecastable output
movements; low levels of hours worked (which are closely related to high unemployment),
imply that output can be expected to grow and are thus a good indicator of recessions. For
purposes of comparison, we also consider an hours series that has been detrended using the
Hodrick-Prescott filter.

The first three rows of Table 1 report correlations of our three measures of the labor share
with the various cyclical indicators, over the sample period 1947:1 through 1993:1. The first
column shows correlations with the predicted declines in output over 12 quarters considered
in Rotemberg and Woodford (1996a), the second column shows the correlations with the
Hodrick-Prescott filtered level of output, the third column uses linearly detrended hours
while the last uses the hours series detrended using the H-P filter. Except the correlations
with linearly detrended hours (which are small and positive), the other correlations are small
and negative; suggesting weak countercyclical movements in the labor share.

These results are consistent with Boldrin and Horvath (1995), Gomme and Greenwood

(1995) and Ambler and Cardia (1996) who also report negative correlations of the labor share
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with output. The correlations they report are larger in absolute magnitude because they
use the H-P filter to detrend the labor share as well as to detrend output. Using the H-P
filter to detrend the labor share seems problematic, however, because the large movements
at relatively high frequencies of the resulting “trend” displayed in Figure 1 are difficult to
interpret.'*

The last twelve rows of Table 1 report the correlations of the labor share in the nonfinan-
cial corporate sector with leads and lags of the four cyclical indicators. The correlations with
the lags are uniformly positive and attain their biggest value when the cyclical indicator is
lagged four quarters. Thus a high level of activity is associated with subsequent increases
in the labor share. Interestingly, this result also extends to the case where we study the
cross-correlogram of H-P filtered output and the H-P filtered labor share. The correlations
of the labor share with the leads of our cyclical indicators are uniformly negative. This

means that the labor share peaks before the peak in hours.

2.2 Corrections to the Labor-Share Measure of Real Marginal
Cost

While the labor share (or equivalently, the ratio of price to unit labor cost) is a familiar and
easily interpretable statistic, it represents a valid measure of markup variations only under
relatively special assumptions. In this section, we briefly discuss a number of corrections
to this measure that would arguably be required to obtain a more realistic measure of real
marginal cost. As we shall see, several of these corrections imply that real marginal cost
is more procyclical than the labor share. For any of several reasons, then, the measure-
ments discussed above may understate the degree to which cyclical variations in output and
employment are due to markup variations as opposed to shifts in the real marginal cost

schedule. We take the possible corrections up in sequence.

A Non-Cobb-Douglas Production Function.
Suppose that the aggregate production function is of the general form (2.1), but that F

is not necessarily of the Cobb-Douglas form (or, more precisely, isoelastic in the labor input,
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as in (2.3)). Equation (2.2) can still equivalently be written

g = nHSI_-Il’ (2.5)

where ny = zHFy (K, zH)/F(K, zH) is the elasticity of output with respect to the (effective)
labor input. (Equation (2.5) reduces to (2.4) in the case of a constant elasticity.)

The effect of the additional variable factor in (2.5) depends upon the nature of cyclical
variations, if any, in the elasticity of output with respect to the labor input. In the case that
F exhibits constant returns to scale, the elasticity g can be expressed as a function of the
effective labor-to-capital ratio, zH/K, or equivalently as a function of the output-to-capital
ratio:

ng = nu(y), (2.6)

where y = Y/K. In the case that the elasticity of substitution between capital and (effective)
labor inputs is less than one, the function ny(y) is monotonically decreasing. This would
seem the most likely direction of deviation from the Cobb-Douglas case (a constant elasticity
of substitution exactly equal to one), as the Cobb-Douglas specification is widely regarded as
a reasonable representation of long-run substitution opportunities, whereas short-run factor
substitutability (which is relevant for the present calculation) might well be less (for example,
because technology is “putty-clay”). In this case, because y is a procyclical variable (this
follows directly from the fact that the capital stock evolves slowly relative to the length
of business-cycle fluctuations), (2.6) implies that the additional factor ny in (2.5) imparts
additional countercyclical variation to the implied markup series, roughly coincident with the
cyclical component of output or hours. A correction of this kind thus leads to the conclusion
that markups fall more in booms than is suggested by the simple labor share measure, and
that markup declines coincide more closely in time with increases in output and hours.
The size of this correction can be quantified as follows. Assuming constant returns to
scale, the elasticity of ny with respect to y is given by a = (1 — ek )(ng" — 1), where expy

is the (Hicks-Allen) elasticity of substitution between capital and labor inputs. A log-linear
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approximation to the markup series implied by (2.5) is then given by
= ay— su, (2.7)

where hats denote deviations of the logarithm of a stationary variable from its average value.
A quantitative estimate of the elasticity a requires values for exn and for the average value
of ny (ie., the value of this elasticity in the case of the “steady-state” factor ratio around
which one considers perturbations). Using (2.5), the latter parameter may be calibrated
from the average labor share, given an estimate of the average markup. resulting in a =
(1—eik) (™ s —1). (In this last expression, all symbols refer to the average or steady-state
values of the variables.) With a markup g near one, a labor share of .7 and an elasticity
of substitution exy of .5, this formula gives a value of a equal to -.4. Table 2 reports the
resulting correlations between fi and predicted declines in GDP for markups based on both
the nonfinancial corporate and the private labor shares. Not surprisingly, markups are now
much more countercyclical. However, the contemporaneous correlation of the markup with
detrended output is still smaller in absolute value than the correlation with lagged output.
Also, as in the case where we do not adjust the labor share, the correlations with leads of
output are greater than the contemporaneous correlation. These are actually positive for

output led more than 3 quarters.’®

Overhead Labor.

In deriving (2.5) - (2.7), we assume constant returns to scale. An important reason why
this may be inaccurate is the presence of overhead costs. Particularly relevant to the above
calculations would be the existence of overhead labor. Suppose that each firm’s production
function® is of the form Y = F(K, z(H — H)), where F is homogeneous of degree one as
before, and H > 0 represents “overhead labor” that must be hired regardless of the quantity
of output that is produced. Note that an overhead labor requirement implies increasing
returns (average cost exceeding marginal cost}), although marginal cost remains independent

of scale.1”
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Replacing (2.1) by this, implies that (2.5) should become instead

[ = (Hfjg)an;, (2.8)

where 1y now refers to the elasticity of output with respect to the effective non-overhead
labor input. Under this definition, 7 is again constant in the case that F takes the Cobb-
Douglas form, and countercyclical if the elasticity of substitution between capital and labor
is less than one. The new factor in (2.8), 725, is a monotonically decreasing function of H
if H > 0."® Allowing for overhead labor thus provides a further reason to regard markups
as more countercyclical than is indicated by the labor share alone. A similar conclusion is
reached if one assumes fixed costs in production that do not take the form of overhead labor

alone, e.g., if one assumes a production function of the form
Y=FK z2H)-?,

where ® > 0 represents the fixed costs of operation.

The consequences of this correction can be quantified as follows. The elasticity of the
factor 72z with respect to H is given by b = —s,/(1 — s,), where s, is the average or
steady-state value of H/H, the share of overhead labor in the total labor input. Equation

(2.7) may then be generalized to yield
f=aj+bH — sy. (2.9)

The elasticity b is obviously non-positive. Its size depends on the average fraction of labor
which constitutes overhead labor. A useful bound on this can be obtained by relating s, to
the degree of returns to scale. Let the index of returns to scale p be defined as the ratio of
average cost to marginal cost of production. Measured at the steady-state factor inputs, one

obtains

s
=1+ 2 ),
P NH ( 1= So)
s0 that instead of calibrating s,, one may equivalently calibrate p. In terms of this parameter,
we obtain ny = usy — (p — 1) for the steady-state elasticity of output with respect to non-

overhead labor, and b = —(p — 1)/[usy — (p — 1)].
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It is easily seen that one must have p < p, in order for there to exist non-negative profits
in the steady state. This allows one to bound the possible size of the elasticity b, given
an estimate of the average markup. On the other hand, the same consideration provides
a reason for supposing that overhead costs are non-negligible, if one believes that prices
do exceed marginal cost on average. For with constant returns to scale, prices higher than
marginal cost would imply the existence of pure profits (in addition to the competitive return
to capital); for example, a markup of 25% (u = 1.25)} would imply that pure profits should
make up 20% of total revenues. This is rather large given the scant evidence for the existence
of pure profits in U.S. industry. Indeed, Hall (1988) finds (using stock market returns to
construct a user cost for capital) that pure profits in U.S. industry are close to zero. It
furthermore makes sense that profits should be zero in the steady state, due to entry, which
one should expect to eliminate persistent profits in the long run, even if entry does not
respond quickly enough to eliminate cyclical fluctuations in profits. If we assume this, we
can impose p = u, so that there is only a single parameter to calibrate, that describes both
the degree of returns to scale and the degree of market power. With z = 1.25 and a labor
share of .7, the parameters b is then -.4. Table 2 shows that, even letting a equal zero, such
a value of b leads to markups that are strongly countercyclical though the correlations with
lagged output remain higher in absolute value.!?

The significance that one attaches to such findings obviously depends upon the size of
the average markup (or degree of returns to scale) that one is willing to assume. Here it is
worth remarking that a value of ¢ equal to 1.6 need not mean that any individual firm marks
up its costs by 60%. The reason for this is that firms do not just mark up their labor costs
but also their materials cost. To see what this implies about the markup, suppose that, as in
Rotemberg and Woodford (1995), materials are a fixed proportion s,; of aggregate output
while value added constitutes only a fraction (I — sy) of total costs. The marginal cost of
producing one unit of gross output is then

(1 - S}\,[)W

+ 8
+Fp M
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and the markup of the price of gross output over total marginal cost u“ is given by

;L% - (1—sM);3,7+sM, (2.10)
where p"'4 is the “value-added markup” that satisfies (2.2). If the materials share equals 0.6
(as is typical of U.S. manufacturing), then a ¥4 of 1.6 (the “baseline case” of Rotemberg and
Woodford, 1991) requires that the typical firm’s price be only 18% higher than its marginal
cost.

A related correction would assume, instead of overhead labor, a “setup cost” for each
employee, as is considered in Basu and Kimball (1994). Suppose that the production function
isY = F(K, z(h—h)N)), where now N represents the number of employees and k the number
of hours worked by each. We again assume that F is homogeneous of degree one; the “set-up
cost” h > 0 represents a sort of per-employee fixed cost. (The observed preference for full-
time employees observed in many lines of work makes the existence of such costs plausible.?°
) If we consider the marginal cost of increasing output solely on the employment margin
(holding fixed hours per week), we again obtain (2.8), but with H and H replaced by h and
h in the first factor. We correspondingly again obtain (2.9), but with H replaced by k. Since
hours per employee are also a strongly procyclical variable, the first factor in (2.8} is again a
source of further countercyclical movement in implied markups. Basu and Kimball suggest
that s, = .25 should be an upper bound on the importance of such set-up costs (as full-time
wage premia should otherwise be larger); but this value would still allow the elasticity in

(2.9) to be as large as b= —0.3.

Marginal Wage Not Equal to the Average.

Thus far, we have assumed wage-taking behavior on the part of firms, meaning that they
regard themselves as being able to hire additional hours of work, at the margin, at a wage
which is also the wage paid for each of the hours that they do hire — so that the relevant
marginal wage is also the average wage that is paid. Suppose, however, that this is not true,
and that the firm’s wage bill is W(H), a function that is increasing, but not necessarily

linear in H.*' In this case, marginal cost depends upon the marginal wage, W "(H), so that

18



(2.5) becomes
p=wlngsg. (2.11)

where w = HW'(H)/W(H) is the ratio of the marginal wage to the average wage. This
might vary cyclically for several reasons.

One reason might be monopsony power in the labor market. Suppose that each firm faces
an upward-sloping firm-specific labor supply curve, and takes this into account in its hiring
and production decisions. (The wage that the firm must pay may also depend upon other
variables such as the overall level of employment in the economy, but these factors are taken
as given by the individual firm, and can simply be treated as time-variation in the location
of the firm-specific labor supply curve.) If w(H) is the wage that the firm must pay if it hires
H hours of work, then W(H) = Hw(H), and w = 1+ ¢f},, where ep, is the elasticity of the
firm-specific labor supply curve. This might be either increasing or decreasing with increases
in hours hired by the firm. The most plausible assumption, however, would probably be that
the elasticity of labor supply decreases as the hours hired by the firm increase (it is hard to
induce people to work more than a certain number of hours, even at very high wages, while
on the other hand the opportunity cost of their time tends not to fall below a certain level
even when the number of hours worked is small). Under this assumption, the factor w is
an increasing function of H, and (2.9) again holds, with b < 0. This would imply that real
marginal costs would actually be more procyclical (and markups more countercyclical) than
would be suggested by consideration only of the terms in (2.5).

Alternatively, one might imagine that firms first hire a certain number of employees, and
that they initially contract with them about a wage schedule which determines the wage
as a function of hours worked. Subsequently, perhaps after receiving additional information
about current demand conditions, the firms determine the hours of work. If all employees
are asked to work the same number of hours at this stage, we may interpret W(H) in (2.11)
as the wage schedule negotiated with each employee. Now if the number of employees is
chosen ex ante so as to minimize the cost of the number of hours that the firm expects to

use, then ex ante expected hours per worker will be the level H* that minimizes the average
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wage W(H)/H.?*> At this point, the marginal wage should equal the average wage, and
(assuming a unique minimum) in the case of small fluctuations in H around the value H*,
w should be increasing in . Again this would imply markups more countercyclical than
would be suggested by (2.5).

Most observed wage contracts do not involve wages that increase continuously with the
number of hours that the employee is asked to work. On the other hand, if one supposes that
contractual wages are not the true shadow price of additional labor to a firm, because of the
presence of implicit contracts of the kind assumed, for example, by Hall (1980), then one
might suppose that the true cost to the firm rises in proportion to the employee’s disutility
of working, even if the wages that are paid in the current period do not. This would be a
reason to expect the effective wage schedule W(H) to be convex, so that the above analysis
would apply.

Bils (1987) observes that in many industries, a higher wage is paid for overtime hours
(i.e., , hours in excess of 40 hours per week). He thus proposes to quantify the extent
to which the marginal wage rises as firms ask their employees to work longer hours, by
measuring the extent to which the average number of overtime hours per employee, V, rises
with increases in the total number of hours worked per employee H, and then assuming that
W(H) = wo[H +pV (H))], where wy is the straight-time wage and p is the overtime premium
(0.5 according to the U.S. statutory requirement).?® For example, he finds that when average
hours per employee rise from 40 hours per week to 41 hours, the average number of overtime
hours worked per employee rises by nearly 0.4 hours, while when they rise from 41 to 42
hours per week, overtime hours rise by another 0.5 hours. This increase in the fraction of
hours that are overtime hours as average hours increase means not only that the marginal
wage exceeds the average wage, but that the ratio of the marginal wage to the average wage
rises as hours increase. Assuming p = .5, Bils finds that an increase in average hours from
40 to 41 hours increases the average wage by about 0.5%, but increases the marginal wage
by 4.6%. On average, he finds that the factor w in (2.11) has an elasticity of 1.4 with respect

to variations in average hours.? Thus a log-linear approximation to (2.11) is again of the

20



form (2.9), where in Bils’ work H refers to fluctuations in average hours per worker,® and
b=-14.

Since average hours worked in U.S. manufacturing are strongly procyclical, taking into
account this factor makes the implied markup significantly more countercyclical. Indeed,
when Bils regresses his constructed markup series (using (2.9)) on a measure of cyclical
employment,®® he finds that markups decline, on average, by 0.33% for each one-percent
increase in employment. Of this cyclical variation, a 0.12% decline is implied by the increase
in the labor share {which is mildly procyclical in his sample}, while the remaining 0.21%
decline comes from the increase in the ratio of the marginal wage to the average wage.

One may question whether the statutory premium paid for overtime hours represents a
true cost to the firm; some argue, for example, that the opportunity to work overtime is in
fact dispensed as a reward for exemplary behavior at other times. Bils answers this objection
by pointing cut that if one assumes that because of sophisticated implicit contracts, the true
cost to the firm is proportional to the worker’s disutility of working v(H), then one might
well obtain estimates of the degree of procyclical movement in the ratio of the marginal wage
to the average that are as large as those obtained using his method. Under the assumption
suggested above about the steady-state level of hours, the coefficient b in (2.9) would in that
case equal —v"/H*V', or —epy,, where €y, is now the Frisch (or intertemporal) elasticity of
labor supply by a wage-taking houschold in a competitive spot market. A value of b less
negative than Bils’ value of -1.4 would then be obtained only if one assumed preferences
implying an elasticity of labor supply greater than 0.7, whereas many microeconomic studies

of labor supply estimate a lower elasticity than that.

Costs of Adjusting the Labor Input.

An additional reason why marginal hours may be more expensive in booms is the presence
of adjustment costs. It is simplest to illustrate this point if we assume, as, for example, in
Pindyck and Rotemberg (1983), that there are convex costs of changing the labor input

H. Suppose that, in addition to the direct wage costs w;H; of hiring H, hours in period ¢,
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there is an adjustment cost of k. H;¢(H,/H;-1). Here k, represents a price index in period
t for the inputs that must be purchased as part of the adjustment process; we shall assume
that the (logarithms of the) factor prices x and w are co-integrated, even if each is only
difference-stationary. (More specifically, we shall assume that x/w is stationary.) The factor
Hi¢(H;/H;_1) represents the physical quantity of inputs that must be expended in order to
adjust the labor input; note that adjustment costs increase in proportion to the quantity of
labor used by a given firm. This specification implies that adjustment costs remain of the
same magnitude relative to direct labor costs, even if both H and w exhibit (deterministic
or stochastic) trend growth. The exposition is simplest if we treat the adjustment costs as
“external”, in the sense that the additional inputs that must be purchased are something
other than additional labor, so that both the production function (2.1) and the formula for
the labor share can still be written as before in terms of a single state variable “H”.2" Finally.
we assume that ¢ is a convex function, with ¢(1) = ¢'(1) = 0; thus adjustment costs are
non-negative, and minimized (equal to zero) in the case of no change in the labor input.

We can then compute the marginal cost associated with an increase in output at date ¢,
assuming that production is increased solely through an increase in the labor input at date
t, with no change in the inputs used in production at other dates, except for the necessary
changes in the inputs used in the adjustment process at both dates t and ¢ + 1. In this case,
(2.5) becomes?®

b= sy, (2.12)

where

Q=1+ ("Ct/wt){[ﬁf’(”/m) + "Yth)f(')’Ht)} - Et[Rt,t+175t+17%[t+1¢I(7Ht+l)]}a (2-13)

in which in turn vy, = Hy/Hy_1, Yt = Ke/ke-1,> and R,y is the stochastic discount factor
by which firms discount random income at date ¢ + 1 back to date ¢. (Here we have written
(2.13) solely in terms of variables that we expect to be stationary, even if there are unit roots
in both H and w, to indicate that we expect 2 to be a stationary random variable.

If ¢ is strictly convex (i.e., if there are non-zero adjustment costs), the cyclical variation
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in the factor §2 changes the nature of implied markup fluctuations. Because ¢’ is positive
when the labor input is rising and negative when it is falling, €1 should be a procyclical
factor, though with a less exact coincidence with standard business cycle indicators than
the cyclical correction factors discussed thus far. If we take a log-linear approximation to
(2.13), near a steady-state in which the variables H, x/w, v, and R are constant over time,

we obtain
Qe = clim — BEHi+1); (2.14)

where here the coefficient ¢ > 0 denotes ¢”(1) times the steady state value of x/w, and
B denotes the steady-state value of R7,, the discount factor for income streams measured
in units of the adjustment-cost input. This can then be substituted into the log-linear
approximation to (2.12),

f=ay— sy —Q, (2.15)

to obtain a formula to be used in computing markup variations. Equation (2.14) makes it
clear that the cyclical variations in the labor input are the main determinant of the cyclical
variations in {2. The factor £ will tend to be high when hours are temporarily high (both
because they have risen relative to the past and because they are expected to fall in the
future), and correspondingly low when they are temporarily low. Thus, it tends to increase
the degree to which implied markups are countercyclical.??

More precisely, the factor Q2 tends to introduce a greater negative correlation between
measured markups and future hours. Consider, as a simple example, the case in which hours

follow a stationary AR(1) process given by
H =pH_ i +e,

where 0 < p < 1, and ¢ is a white-noise process. Then (, is a positive multiple of H, — /\];’t_l,
where A = (1— 3(1—p))~Y, and cov({y, H;) is of the form C(1— Ap)p? for all j > 0, where
C > 0, while it is of the form C{1—Ap~1)p~ for all j < 0. One observes (since p < A < 1/p)
that the correlation is positive for all leads j > 0, but negative for all lags j < 0. Thus this

correction would make the implied markup series more negatively correlated with leads of
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hours, but less negatively correlated with lags of hours. The intuition for this result is that
high lagged levels of hours imply that the current cost of producing an additional unit is
relatively low (because adjustment costs are low) so that current markups must be relatively
high. Since, as we showed earlier, the labor share is more positively correlated with lags
of hours (and more negatively correlated with leads of hours) this correction tends to make
computed markup fluctuations more nearly coincident with fluctuations in hours. To put this
differently, consider the peak of the business cycle where hours are still rising but expected
future hours are low. This correction suggests that marginal cost are particular high at this
time because there is little future benefit from the hours that are currently being added.

The last two columns of Table 2 show the effect of this correction for ¢ equal to 4 and
8 while 3 is equal to .99. To carry out this analysis, we need an estimate of E5p,,,. We
obtained this estimate by using one of the regressions used to compute expected output
growth in Rotemberg and Woodford (1996a). In particular, the expectation at ¢ of Hy. is
the fitted value of a regression of Hy.; on the values at ¢ and ¢ — 1 of H, the rate of growth
of private value added and the ratio of consumption of nondurables and services to GDP.
Subtracting the actual value of H, from this fitted value, we obtain Fy¥g:.1. This correction
makes the markup strongly countercyclical and ensures that the correlation of the markup
with the contemporaneous value of the cyclical indicator is larger in absolute value than the
correlation with lagged values of this indicator. On the other hand, the correlation with
leads of the indicator is both negative and larger still in absolute value, particularly when ¢
is equal to 8.

The same calculations apply, to a log-linear approximation, in the case that the adjust-
ment costs take the form of less output from a given quantity of labor inputs. Suppose that
in the above description of production costs, H refers to the hours that are used for pro-
duction purposes in a given period, while H¢ indicates the number of hours that employees
must work on tasks that are created by a firm’s variation of its labor input over time. (In
this case, k = w.) Equations (2.12) - (2.13) continue to apply, as long as one recalls that H

and sy now refer solely to hours used directly in production. Total hours worked equal AH
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instead, and the total labor share equals Asy, where A = 1+ ¢(yy). But in the log-linear
approximation, we obtain 4 = 0, and so equations (2.14) — (2.15) still apply, even if 4y and
sy refer to fluctuations in the total labor inputs hired by firms.

A more realistic specification of adjustment costs would assume costs of adjusting em-
ployment, rather than costs of adjusting the total labor input as above.?! Indeed, theoretical
discussions that assume convex costs of adjusting the labor input, as above, generally mo-
tivate such a model by assuming that the hours worked per employee cannot be varied, so
that the adjustment costs are in fact costs of varying employment. In the data, however,
employment variations and variations in total person-hours are not the same, even if they
are highly correlated at business-cycle frequencies. This leads us to suppose that firms can
vary both employment N and hours per employee h, with output given by F(K, zhN), and
that costs of adjusting employment in period ¢ are given by s, N;¢(Ny/N,_1). If, however,
there are no costs of adjusting hours, and wage costs are linear in the number of person-hours
hired NA, firms will have no need ever to change their number of employees (which is clearly
not the case). If, then, one is not to assume costs of adjusting hours per employee,*? one
needs to assume some other motive for smoothing hours per employee, such as the sort of
non-linear wage schedule discussed above. We thus assume that a firm'’s wage costs are equal
to W(h)N, where W(h) is an increasing, convex function as above.

One can then again compute the marginal cost of increased output at some date, assuming
that it is achieved through an increase in employment at that date only, holding fixed the
number of hours per employee h at all dates, as well as other inputs. One again obtains
(2.12), except that the definition of € in (2.13) must be modified to replace vy by ~n. the
growth rate of employment, throughout. (In the modified (2.13), w now refers to the average

wage, W(h)/h.) Correspondingly, (2.15) is unchanged, while (2.14) becomes
Qz = c[int — BEAN141), (2.16)

Thus one obtains, as in the simpler case above, a correction to (2.5) that results in the

implied markup series being more countercyclical (since employment is strongly procyclical,
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just as with the total labor input).

Alternatively, one could compute the marginal cost of increased output, assuming that it
is achieved solely through an increase in hours per employee, with no change in employment
or in other inputs. In this case, one obtains again (2.11), but with H evervwhere replaced
by h in the first factor on the right-hand side. There is no contradiction between these
two conclusions. For the right-hand sides of (2.11} and (2.12) should be equal at all times;

cost-minimization requires that

W' (hs) = wi + &e[d(vive) + Y (Yve)] — Ee[Regr1keri Va1 @ (vvern) (2.17)

which implies that @ = w. Condition (2.17) is in fact the Euler equation that Bils (1987)
estimates in his “second method” of determining the cyclicality of the marginal wage; he
uses data on employment and hours variations to estimate the parameters of this equation,
including the parameters of the wage schedule W (h).*® An equivalent method for determin-
ing the cyclicality of markups would thus be to determine the importance of employment
adjustment costs from estimation of (2.17), and compute the implied markup variations
using (2.15) — (2.16). Insofar as the specification (2.17} is consistent with the data, both ap-
proaches should yield the same implied markup series. It follows that Bils’ results using his
second method give an indication of the size of the correction that would result from taking
account of adjustment costs for employment, if these are of the size that he estimated. His
estimate of these adjustment costs imply an elasticity of 2 even greater than the value of

1.4 discussed above.

Labor Hoarding.

Suppose now that not all employees on a firm's payroll are used to produce current output
at each point in time. For example, suppose that of the H hours paid for by the firm at a
given time, H,, of these are used in some other way (let us say, maintenance of the firm’s
capital), while the remaining H — H,, are used to produce the firm’s product. Output is then
given by Y = F(K, z(H — Hy,)) rather than (2.1). We can again compute the marginal cost
of increasing output by hiring additional hours, holding H,, fixed (along with other inputs).
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One then obtains instead of (2.5)
o= ug'nusy, (2.18)

where uy = (H — H,,)/H is the fraction of the labor input that is utilized in production.
Note that this conclusion is quite independent of how we specify the value to the firm of the
alternative use to which the hours H,, may be put. It suffices that we believe that the firm
is profit-maximizing, in its decision to allocate the hours that it purchases in this way, as
in its other input decisions, so that the marginal cost of increasing production by shifting
labor inputs away from maintenance work is the same as the cost of increasing production
by hiring additional labor.

The fraction vy is often argued to be procyclical, insofar as firms are said to “hoard
labor” during downturns in production, failing to reduce payrolls to the extent of the decline
in the labor needed to produce their output, so as not to have to increase employment by as
much as the firms’ labor needs increase when output increases again. For example, the survey
by Fay and Medoff (1985) finds that when output falls by one percent, labor hours used in
production actually fall by 1.17 percent, but hours paid for fall only by 0.82 percent.3*

Insofar as this is true, it provides a further reason why markups are more countercyclical
than would be indicated by (2.5) alone.®® If the Fay and Medoff numbers are correct, and
we assume furthermore that nearly all hours paid for are used in production except during
business downturns, they suggest that uy falls when output falls, with an elasticity of 0.35
(or an elasticity of about 0.4 with respect to declines in reported hours). Thus this factor
alone would justify setting b = —0.4 in (2.9).

A related idea is the hypothesis that effective labor inputs vary procyclically more than
do reported hours because of procyclical variation in work effort. We may suppose in this
case that output is given by Y = F(K, zeH), where e denotes the level of effort exerted. If,
however, the cost of a marginal hour (which would represent e units of effective labor) is given
by the reported hourly wage W, then equation (2.5) continues to apply. Here the presence
of time-variation in the factor e has effects that are no different than those of time-variation

in the factor z, both of which represent changes in the productivity of hours worked; the fact
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that e may be a choice variable of the firm while z is not has no effect upon this calculation.
Note that this result implies that variations in the relation between measured hours of work
and the true labor input to the production due to “labor hoarding” are not equivalent in
all respects to variations in effort, despite the fact that the two phenomena are sometimes
treated as interchangeable.?®

If we allow for variation in the degree to which the measured labor input provides inputs
to current production (either due to labor hoarding or to effort variations), one could also,
in principle, measure marginal cost by considering the cost of increasing output along that
margin, holding fixed the measured labor input. Consideration of this issue would require
modeling the cost of higher utilization of the labor input for production purposes. One case
in which this does not involve factors other than those already considered here is if higher
effort requires that labor be better compensated, owing to the existence of an effort-wage
schedule w(e) of the kind assumed by Shordone (1996). In this case the marginal cost of
increasing output by demanding increased effort results in an expression of the form (2.11),
where now w = ew'(e)/w(e). If, at least in the steady state, the number of hours hired
are such that the required level of effort is cost-minimizing, and that cost-minimizing effort
level is unique, then (just as in our discussion above of a schedule specifying the wage as a
function of hours per employee) the elasticity w will be an increasing function of e, at least
near the steady-state level of effort. The existence of procyclical effort variations would then,
under this theory, mean that implied markup variations are more countercyclical than one
would conclude if the effort variations were not taken into account.

This does not contradict the conclusion of the paragraph before last. For in a model like
Sbordone’s, effort variations should never be used by a firm, in the absence of adjustment
costs for hours or employment (or some other reason for increasing marginal costs associated
with increases in the measured labor input, such as monopsony power). In the presence,
say, of adjustment costs, consideration of the marginal cost of increasing output through an

increase in the labor input leads to (2.12), rather than to (2.5); this is consistent with the
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above analysis, since a cost-minimizing choice of the level of effort to demand requires that
w(e) =0 (2.19)

at all times. It is true (as argued two paragraphs ago) that variable effort requires no change
in the derivation of (2.12). But observation of procyclical effort variations could provide
indirect evidence of the existence of adjustment costs, and hence of procyclical variation in
the factor Q.

A further complication arises if the cost to the firm of demanding greater effort does not
consist of higher current wages. Bils and Kahn (1996), for example, assume that there exists
a schedule w(e) indicating the effective cost to the firm of demanding different possible effort
levels, but that the wage that is actually paid is independent of the current choice of e, due
to the existence of an implicit contract between firm and worker of the form considered in
Hall (1980). They thus suppose that the current wage equals w(e*), where e* is the “normal”
(or steady-state) level of effort. In this case, (2.12) should actually be

_jw(e’)
B wle)

p=0"tnys (2.20)

If effort variations are procyclical, the factor w(e)/w(e*} is procyclical, and so this additional
correction makes implied real marginal costs even more procyclical. In their empirical work
they relate w(e)/w(e*) to variations in the energy consumption per unit of capital and show
that this correction makes marginal cost significantly procyclical in four of the six industries
they study. Interestingly, these four industries have countercyclical marginal costs when they

ignore variations in the cost of labor that result from variations in effort.

Variable Utilization of Capital.

It is sometimes argued that the degree of utilization of firms’ capital stock is procyclical
as well, and that the production function is therefore properly a function of “effective”
capital inputs that do not coincide with the measured value of firms' capital stocks. If by
this one means that firms can produce more from given machines when more labor is used

along with them, then it is not clear that “variable utilization” means anything that is not
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already reflected in a production function of the form (2.1). Suppose, however, that it is
possible for a firm to vary the degree of utilization of its capital stock other than by simply
increasing its labor-to-capital ratio, and that the production function is actually of the form
Y = FlugK, zH), where ux measures the degree of utilization of the capital stock X.
Even so, the derivation of equation (2.5) is unaffected {and the same is true of subsequent
variations on that equation, such as (2.8), (2.11), (2.12) and (2.18). The reason is that
variation in capital utilization has no consequences for those calculations different from the
consequences of time-variation in the capital stock itself. It is simply necessary to define
y in (2.6) by y/ug. In the case of an isoelastic production function (2.3), the methods of
calculating implied markup variations we discussed above do not need to be modified at all.

Variable capital utilization matters in a more subtle way if one assumes that capital uti-
lization depends upon aspects of the firm’s labor input decisions other than the total labor
input H. For example, Bils and Cho (1994) argue that capital utilization should be an in-
creasing function of the number of hours worked per employee; the idea being that if workers
remain on the shop floor for a longer number of hours each week, the capital stock is used
for more hours as well (increasing the effective capital inputs used in production), whereas a
mere increase in the number of employees, with no change in the length of their work-week,
does not change the effective capital inputs used in production.’” Under this hypothesis, the
aggregate production function is given by ¥ = F(ug(h)K, zhN}. This modification again
has no effect upon the validity of the derivation of (2.12) from a consideration of the cost of
increasing output by varying employment, holding hours per employee fixed (except, again,

for the modification of (2.6)). Thus (2.15) becomes
fi=aj—a\h — sy — Q, (2.21)

where A is the elasticity of ux with respect to £, while (2.16) is unchanged. If one assumes a =
0 (as Bils (1987) does), this would mean no change in the implied markup variations obtained
using this method (which, as we have argued, is equivalent to Bils’ “second method”).38

Assuming that ux depends upon h does affect our calculation of the cost of increasing
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output by increasing hours per employee. In particular, (2.11) must instead be replaced by
= w0y + Mk)sy', (2.22)

where 7 is the elasticity of output with respect to the effective capital input. However,
while the presence of A > 0 in (2.20) is of considerable importance for one’s estimate of the
average level of the markup (it increases it), it has less dramatic consequences for implied
markup fluctuations. In the Cobb-Douglas case, 7y and ny are both constants, and implied
percentage variations in markups are independent of the assumed size of A\. Thus this issue
has no effect upon the computations of Bils (1987).

If we maintain the assumption of constant returns but depart from the Cobb-Douglas
case by supposing that ny is countercyclical (because ey < 1), then allowance for 0 < A < 1
makes the factor g + Ang less countercyclical. This occurs for two reasons; first, the factor
N + Ang decreases less with decreases in 7y (and in the limit of A = 1, it becomes a
constant), and second, the factor y/uz (upon which ng depends) is again less procyclical.
Nonetheless, even if we assume that all countercyclical variation in this factor is eliminated,
implied markup variations will still be as strongly countercyclical as they would be with a
Cobb-Douglas production function.

'To sum up, there are a number of reasons why the simple ratio of price to unit labor cost
is likely to give an imprecise measure of cyclical variations in the markup. As it happens,
many of the more obvious corrections to this measure tend to make implied markups more
countercyclical than is that simple measure. Once at least some of these corrections are

taken account of, one may easily conclude that markups vary countercyciically, as is found

by Bils (1987) and Rotemberg and Woodford (1991).

2.3 Alternative Measures of Real Marginal Cost

Our discussion in sections 2.1 and 2.2 has considered for the most part a single approach
to measuring real marginal cost (or equivalently, the markup), which considers the cost of

increasing output through an increase in the labor input. However, as we have noted, if
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firms are minimizing cost, the measures of real marginal cost that one would obtain from
consideration of each of the margins along which it is possible to increase output should move
together; thus each may provide, at least in principle, an independent measure of cyclical
variations in markups. While cyclical variation in the labor input is clearly important,

cyclical variations in other aspects of firms’ production processes are observed as well. We

turn now to the implications of some of these for the behavior of real marginal cost.

Intermediate inputs.

Intermediate input use (energy and materials) is also highly cyclical. Insofar as the pro-
duction technology does not require these to be used in fixed proportions with primary inputs
(and Basu, 1995, presents evidence that in U.S. manufacturing industries it does not), this
margin may be used to compute an alternative measure of real marginal cost. Consideration
of this margin is especially attractive insofar as these inputs are not plausibly subject to the
kind of adjustment costs involved in varying the labor input (Basu and Kimball, 1994), so
that at least some of the measurement problems taken up in section 2.2 can be avoided.

Suppose again that gross output € is given by a production function Q(V, M), where V
is an aggregate of primary inputs, and M represents materials inputs. Then, considering the

‘marginal cost of increasing output by increasing materials inputs alone yields the measure

= @gj’—m. (2.23)
by analogy with (2.2). (Note that in (2.23), u refers to the “gross-output” markup which
we called p© in (2.10). Also note that P now refers to the price of the firm’s product, and
not a value-added price index as before.) Under the assumption that  exhibits constant

returns to scale,® Q) is a decreasing function of M/V, or equivalently of the materials

ratio m = M/Q. In this case, log-linearization of (2.23) yields

fL= fm — pay, (2.24)

where f < 0 is the elasticity of Q5 with respect to m, and pj; indicates percentage fluctua-

tions in the relative price of materials pa; = Pp;/P.
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Both terms on the right-hand side of (2.24) provide evidence that markups vary counter-
cyclically. Basu {1995) shows that intermediate inputs (energy and materials) rise relative
to the value of output in expansions, at least when these are not due to technology shocks.1?
Basu furthermore assumes that pps is equal to one because he views materials inputs as
indistinguishable from final output. Under this assumption, the increase of m in booms
immediately implies that markups are countercyclical.

In fact, however, goods can be ranked to some extent by “stage of processing”; all goods
are not used as both final goods and intermediate inputs of other sectors to the same extent.
And it has long been observed that the prices of raw materials rise relative to those of finished
goods in business expansions, and fall relative to those of finished goods in contractions (e.g.,
Mills, 1936; Means et al., 1939). Murphy, Shleifer, and Vishny (1989) show that this pattern
holds up consistently both when they consider broad categories of goods grouped by stage of
processing, and when they consider particular commodities that are important inputs in the
production of other particular goods. Hence it would seem that for the typical industry, py,
is a procyclical variable. Because of (2.24), this would itself be evidence of countercyclical
markup variation, even if one regarded @»s as acyclical. The combination of these two facts
clearly supports the view that real marginal costs are procyclical, and hence that markups
are countercyclical.

Note that in the case that the production function Q(V, M) is isoelastic in M, (2.23)
implies that u should be inversely proportional to the share of materials costs in the value
of gross output, sy = pasm. Thus in this case the materials share would directly provide a
suitable proxy for variations in real marginal cost, just as in our previous discussion of the
labor share. However, this specification (implying a unit elasticity of substitution between
intermediate and primary inputs) is hardly plausible. Rotemberg and Woodford (1996b)
estimate elasticities of substitution for 20 two-digit manufacturing sectors, and find an av-
erage elasticity less than 0.7. Basu’s (1995) estimate of the response of m to changes in
the relative price of primary and intermediate inputs suggests an elasticity of substitution

half that size.*> Thus it seems most likely that instead f < —1 in (2.24). If the materials
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ratio m is procyclical as found by Basu, it follows that real marginal costs are actually more
procyclical than is indicated by the materials share alone.

A related measure is used by Domowitz, Hubbard and Petersen (1986), who measure
“price-cost margins” defined as the ratio of price to “average variable cost”. They measure
this as a the ratio of industry revenues to the sum of labor and materials costs, which is to say,
as the reciprocal of the sum of the labor and materials shares. This should correspond to the
markup as we have defined it only under relatively special circumstances. If the production
function is isoelastic in both labor inputs and materials inputs, then real marginal cost
is proportional to the labor share (as explained in section 2.1), and also proportional to
the materials share (as explained in the previous paragraph). It then follows that these
two shares should move in exact proportion to one another, and hence that their sum is a
multiple of real marginal cost as well. Domowitz et al. report that this sum is somewhat
countercyclical for most industries, and as a result they conclude that price-cost margins are
generally procyclical. However, the conditions under which this measure should correspond
to variations in the markup of price over marginal cost are quite restrictive, since they include
all of the conditions required for the labor share to be a valid measure of real marginal cost,
and all of those required for the materials share to be a valid measure. We have reviewed in
section 2.2 a number of reasons why the labor share is probably less procyclical than is real
marginal costs. Similar considerations apply in the case of the materials share, although the
likely quantitative importance of the various corrections is different in the two cases; in the
case of materials, the elasticity of substitution below unity is probably a more important
correction, while adjustment costs are probably much less important. Nonetheless, one must
conclude, as with our previous discussion of the labor share alone, that real marginal cost is
likely to be significantly more procyclical than is indicated by the Domowitz et al. measure

of “average variable cost”.*?

Inventory fluctuations.

Another margin along which firms may increase the quantity of goods available for sale
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in a given period is by drawing down inventories of finished goods. For a cost-minimizing
firm, the marginal cost of drawing down inventories must at all times equal the marginal cost
of additional production, and thus measurement of the costs of reduced inventories provides
another potential (indirect) measure of the behavior of marginal cost.

The following simple framework will clarify what is involved in such an analysis. Invento-
ries at the end of period ¢, 11, equal I, + @; — S;, where Q; is production at ¢ and S, are sales
at t. It is thus possible for a firm to keep its path of sales (and hence revenues) unchanged,
increasing production and inventories at time ¢ by one unit while reducing production by
one unit at time ¢ + 1. If the firm’s production and inventory-holding plan is optimal, such
a marginal deviation should not affect the present value of its profits. For the typical firm,
the proposed deviation raises nominal costs by the marginal cost of production at ¢, ¢;, while
lowering them by the present value of the marginal cost of production at ¢ + 1, and also
raising profits by the marginal benefit of having an additional unit of inventory at the end
of t. Denoting the real value of this latter marginal benefit by b(I;, Z,), where Z, denotes

other state variables at date ¢ that may affect this benefit, we have
Bb(ly, Zy) + BE{Rygs10e01} = ¢

as a first-order condition for optimal inventory accumulation by the firm, where P, is the
general price level at date ¢ (not necessarily the price of the firm’s output), and R;;.; is a

stochastic discount factor for nominal income streams. This may equivalently be written

b(1y, Zt) = (c1/ B) — Eipravi(cee1/ Piyr), (2.25)

where now g, ;41 is the corresponding discount factor for real income streams. Given an
assumption about the form of the marginal benefit function (I, Z), observed inventory ac-
cumulation then provides evidence about real marginal costs in an industry — more precisely,
about the expected rate of change in real marginal costs.

The early studies in this literature (e.g., Eichenbaum, 1989; Ramey, 1991) have tended

to conclude that real marginal cost is countercyclical. The reason is that they assume that
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the marginal benefit of additional inventories should be decreasing in the level of inventories
(or equivalently, that the marginal cost of holding additional inventories is increasing); the
finding that inventories are relatively high in booms then implies that b is low, from which the
authors conclude that real marginal costs must be temporarily low.® Eichenbaum interprets
the countercyclical variation in real marginal costs as indicating that output fluctuations are
driven by cost shocks, while Ramey stresses the possibility that increasing returns to scale
could be so pervasive that marginal cost could actually be lower in booms. Regardless of
the explanation, if the finding of countercyclical real marginal costs is true for the typical
sector, it would follow that markups in the typical sector must be procyclical. This is indeed
the conclusion reached by Kollman (1996).

Bils and Kahn (1996) argue, instead, that real marginal cost is procyclical in each of
the six production-for-stock industries that they investigate. The differing conclusion hinges
upon a different conclusion about cyclical variation in the marginal benefits of additional
inventories. They begin by observing that inventory-to-sales ratios do not vary secularly.
This suggests that the function b is homogeneous of degree zero in inventories and sales;
specifically, they propose that b is a decreasing function, not of I alone, but of 7/5.4* A
similar conclusion follows from noticing that inventory-to-sales ratios are fairly constant
across different models of automobiles at a given point in time, even though these models
differ dramatically in the volume of their sales.

But this implies that b is actually higher in booms. The reason is that, as Bils and Kahn
show, the ratio of inventories to sales is strongly countercyclical; while inventories rise in
booms, they rise by less than do sales. Thus, the marginal value of inventories must be high
in booms and, as a result, booms are periods where real marginal costs are temporarily high.

This conclusion is consistent both with the traditional view that diminishing returns re-
sult in increasing marginal costs, and with the view that business cycles are not primarily
due to shifts in industry cost curves. As noted earlier, Bils and Kahn also show that their
inventory-based measures of real marginal cost covary reasonably closely with a wage-based

measure of the kind discussed above, once one corrects the labor cost measure for the exis-
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tence of procyclical work effort as in (2.20). If their conclusion holds for the typical industry,
and not just the six that they consider, it would have to imply countercyclical markup

variations.?®

Variation in the Capital Stock.

A final way in which output can be increased is by increasing the stock of capital.4® Thus

PFy(K,zH)
=t 2.26
B0 (2.26)
where E(r) is the expected cost of increasing the capital stock at ¢ by one unit while leaving
future levels of the capital stock unchanged. Assuming that the capital stock at ¢ can actually

be changed at ¢ but also letting there be adjustment costs, r; equals
Pry+cre— Repr1(1 = 0)(Prcesr + croen)

where P, is the purchase price of capital at ¢, ¢, is the adjustment cost associated with
increasing the capital stock at ¢ by one unit, ¢ is the depreciation rate. It then becomes pos-
sible to measure changes in y by differentiating (2.26). This is somewhat more complicated
than the computation of marginal cost using either labor or materials because the rental rate
of capital r cannot be observed directly; it must be inferred from a parametric specification
for ¢;.

A related exercise is carried out by Galeotti and Schiantarelli {1995). After specifying
a functional form for ¢; and making a homogeneity assumption regarding F, they estimate
(2.26) by allowing g to be a linear function of both the level of output and of expected changes
in output. Their conclusion is that markups fall when the level of output is unusually high
and when the expected change in output is unusually low. As we discuss further in section

3, this second implication is consistent with certain models of implicit collusion.

2.4 The Response of Factor Prices to Aggregate Shocks

Thus far we have discussed only the overall pattern of cyclical fluctuations in markups. Here

we take up instead the degree to which markup variations play a role in the observed response
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of the economy to particular categories of aggregate shocks. We are especially interested
in shocks that can be identified in the data, that are known to be non-technological in
character and that are thus presumptively statistically independent of variations in the rate

47 These cases are of particular interest because we can then exclude

of technical progress.
the hypothesis of shifts in supply costs due to changes in technology as an explanation for the
observed response of output and employment This allows us to make judgments about the
nature of markup variations in response to such shocks that are less dependent upon special
assumptions about the form of the production function than has been true above (where
such assumptions were necessary in order to control for variable growth in technology).

In particular, in the case of a variation in economic activity as a result of a non-
technological disturbance, if markups do not vary, then real wages should move counter-
cyclically. In our basic model, this is a direct implication of (2.2), under the assumption

of a diminishing marginal product of labor.*®

For in the short run, the capital stock is
a predetermined state variable, and so increases in output can occur if and only if hours
worked increase, as a result of which the marginal product of labor must decrease; this then
requires a corresponding decrease in the real wage, in order to satisfy (2.2). In the case of
such a shock, then, the absence of countercyclical real wage movement is itself evidence of
countercyclical markup variation.

Before turning to the evidence, it is worth noting that the inference that procyclical
(or even acyclical) real wages in response to these shocks imply countercyclical markups
is robust to a number of types of extension of the simple model that leads to (2.2). For
example, the presence of overhead labor makes no (qualitative) difference for our conclusion,
since the marginal product of labor should still be decreasing in the number of hours worked.
A marginal wage not equal to the average wage also leads to essentially the same conclusion.
If, in particular, we assume that the firm’s wage bill is a nonlinear function of the form
W(H) = wou(H), where the function v(H) is time-invariant though the scale factor wy may
be time-varying,*® then w(H), the ratio of the marginal to the average wage, is a time-

invariant function. Since the denominator of (2.2) should actually be the marginal wage,

38



when the two differ, our reasoning above actually implies that pw must be countercyclical.
But as we have explained above, w(H) is likely to be an increasing function (if it is not
constant), so that p should vary even more countercyclically than does the product pw
(which equals the ratio of the marginal product of labor to the average wage). If there
are convex costs of adjusting the labor input, one similarly concludes that pf} must be
countercyclical. But since the factor 2 (defined in (2.13)) will generally vary procyclically,
this is again simply a reason to infer an even stronger degree of countercyclical variation in
markups than is suggested by (2.2).

If there is labor hoarding, it can still be inferred in the case of an increase in output due
to a non-technological disturbance that H — H,, must have increased; and then, if real wages
do not fall, (3.8) implies that markups must have declined. In the case of variable capital

utilization, the situation is more complicated. Condition (2.2) generalizes to

_ PzFy(ugK, zH)
B W

" _ (2.27)

If we assume as above that F is homogeneous degree one, Fy is a decreasing function of
zH/ug K. But the mere fact that output and the labor input increase will not settle the
question whether the ratio of labor inputs to effective capital inputs, zH /ug K, has increased
or not. Hence it may not be clear that the marginal product of labor must decline in booms.

Suppose, however, that the cost of higher capital utilization consists of a faster rate of
depreciation of the capital stock. Let the rate of depreciation be given by &(ug), and let
V(K') denote the value to the firm of having an undepreciated capital stock of K’ at the
end of the period. The usual assumption of diminishing returns makes it natural to suppose
that & should be an increasing, convex function, while V' should be an increasing, concave

function.®® Then if we consider the marginal cost of increasing output solely by increasing

the rate of utilization of the capital stock, we obtain the additional relation
_ Fr(ug K, zH)
V(1= 6(uk)) K)& (ur)

Now if zH/ug K decreases when output expands, it follows that Fy declines. Furthermore,

[ (2.28)

this requires an increase in ug, so that, under our convexity assumptions, both V' and &
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must increase. Thus (2.28) unambiguously requires the markup to decrease. Alternatively,
if zH/ugK increases, Fyg declines, and then, if there is no decline the real wage, (2.27)
requires a decline in the markup. Thus under either hypothesis, markup variations must be
countercyclical, if real wages are not.5!

We turn now to the question of whether expansions in economic activity associated with
non-technological disturbances are accompanied by declines in real wages. There are three
important examples of identified non-technological disturbances that are often used in the
literature. These are variations in military purchases, variations in the world oil price, and
monetary policy shocks identified using “structural VAR” methods. At least in the U.S,|
the level of real military purchases has exhibited noticeable variation over the post-WWII
period (as a result of the Korean conflict, Vietnam, and the Reagan-era military build-
up). The causes of these variations are known to have had to do with political events that
have no obvious connection with technical progress. (We consider military purchases rather
than a broader category of government purchases exactly because this claim of exogeneity
is more easily defended in the case of military purchases.) Similarly, the world oil price
has been far from stable over that period (the two major “cil shocks” of the 1970’s being
only the most dramatic examples of variation in the rate of increase in oil prices), and
again the reasons for these variations, at least through the 1970’s, are known to have been
largely external to the U.S. economy (and to have had much to do with political dynamics
within the OPEC cartel).>® In the case of monetary policy shocks, the identification of
a time series for exogenous disturbances is much less straightforward (since the Federal
funds rate obviously responds to changes in economic conditions, including real activity
and employment, as a result of the kind of policies that the Federal Reserve implements).
However, an extensive literature has addressed the issue of the econometric identification
of exogenous changes in monetary policy,”® and we may therefore consider the estimated
responses to these identified disturbances. In each of the three cases, the variable in question
is found to be associated with variations in real activity, and these effects are (at least

qualitatively) consistent with economic theory, so that it is not incredible to suppose that
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the observed correlation represents a genuine causal relation.

We turn now to econometric studies of the responses to such shocks, using relatively
unrestricted VAR models of the aggregate time series in question. Rotemberg and Woodford
(1989) show that increases in real military purchases raise private value added, hours worked
in private establishments and wages deflated by the relevant value added deflator. Ramey
and Shapiro (1997) show that the effect on this real wage is different when revised NIPA
data are used and that, with revised data, this real wage actually falls slightly. They argue
that this response can be reconciled with a two-sector constant markup model. Whether a
one-sector competitive model can be reconciled with their evidence remains an open question.

Christiano, Eichenbaum and Evans (1996) show, using a structural VAR model to identify
monetary policy shocks, that output and real wages both decline in response to the increases
in interest rates that are associated with monetary tightening. This again suggests that the
contraction in output is associated with an increase in markups. An increase in the federal
funds rate by one percent that leads to a 0.4 percent reduction in output reduces real wages
by about 0.1 percent. If one supposes that hours fall by about the same percent as output,
the effective increase in the markup is about 0.2 percent.

Rotemberg and Woodford (1996) look instead at the response of the U.S. economy to oil
price increases. They show that during the pre-1980 OPEC period, such increases lowered
private value added together with real wages. Specifically, a one percent unexpected increase
in oil prices is shown to lead to a reduction of private value added by about a quarter of
a percent after a year and a half, and to a reduction of the real wage (hourly earnings
in manufacturing deflated by the private value-added deflator) by about 0.1 percent, with
a similar time lag. This combination of responses again suggests that markups increase,
especially during the second year following the shock.

The inference is, however, less straightforward in this case; for one might think that an
increase in oil prices should have an effect similar to that of a negative technology shock, even
if it does not represent an actual change in technology. In fact, Rotemberg and Woodford

show that this is not so. Let us assume again the sort of separable utility function used
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to derive (2.23), but now interpret the intermediate input “M” as energy. In this case,
consideration of the marginal cost of increasing output by increasing labor inputs yields

o = PQu(V, M)ViglJ, 2H)
w

. (2.29)

Comparison of (2.29) with (2.23) allows us to write a relation similar in form to (2.2},

PVy(K, zH)
=S 17/ 2.30
W ? ( )
where the price index P is defined by
~ PY bl .LLP]\,]M
= —— 2.31
P V(K,zH) (2:31)

Thus if we deflate the wage by the proper price index P, it is equally true of an energy
price change that a decrease in labor demand must be associated with an increase in the
real wage, unless the markup rises. (Note that the situation is quite different in the case of
a true technology shock, since the relation (2.30) is shifted by a change in z.)

Under the assumption of perfect competition (¢ = 1), the price index defined in (2.31)
is just the ideal (Divisia) value-added deflator. Thus a competitive model would require the
value-added-deflated real wage to rise following an oil shock, if employment declines;** and
the observation that real wages (in this sense) decline would suffice to contradict the hypoth-
esis of perfect competition. The results of Rotemberg and Woodford do not quite establish
this; first, because their private-value-added deflator is not precisely the ideal deflator, but
more importantly, because their measure of private value added includes the U.S. energy
sector, whereas the above calculations refer to the output of non-energy producers (that use
energy as an input). Still, because the energy sector is small, even the latter correction is
not too important quantitatively; and Rotemberg and Woodford show, by numerical solu-
tion of a calibrated model under the assumption of perfect competition, that while small
simultaneous declines in their measure of output and of the real wage would be possible
under competition, the implied declines are much smaller than the observed ones.?®

Similar reasoning allows us to consider as well the consequences of changes in the relative

price of intermediate inputs other than energy. We ignored materials inputs in our discussion
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above of the inferences that may be drawn from the response of real wages to identified
shocks. As before, however, equation (2.2) (and similarly (2.27)) can be interpreted as
referring equally to a production technology in which materials inputs are used in fixed
proportions with an aggregate of primary inputs, under the further assumption that the
relative price of materials is always one, because materials and final goods are the same
goods. But the relative prices of goods differing by “stage of processing” de vary, and so a
more adequate analysis must take account of this. When one does so, however, one obtains
(2.30) instead of (2.2). It is still the case that the failure of real wages to rise in the case of
a non-technological disturbance that contracts labor demand indicates that markups must
rise, as long as the real wage in question is w/ P.

What, instead, if one observes only the behavior of w/P? Then the failure of this real
wage to rise might, in principle, be explained by a decline in P /P, consistent with a hypothe-
sis of constant (or even procyclical) markups. However (referring again to (2.29)), this would
require a decline in Qv (V, M). Under the assumption that ¢ is homogeneous degree one,
this in turn would require a decline in M/V, hence an increase in @y (V, M}. If markups
are constant or actually decreasing, this would then require an increase in the relative price
of materials, Pa/P, by (2.23). Thus we can extend our previous argument to state that if
one observes that neither w/P nor Py /P increases in the case of a non-technological dis-
turbance that leads to reduced labor demand, one can infer that markups must increase. In
fact, Clark (1996) shows, in the case of a structural VAR identification of monetary policy
disturbances similar to that of Christiano et al., that a monetary tightening is followed by
increases in the price of final goods relative to intermediate goods and raw materials. This,
combined with the evidence of Christiano et al. regarding real wage responses, suggests that
a monetary tightening involves an increase in markups.

A possible alternative explanation of declines in real wages and the relative price of
materials inputs at the same time as a contraction of output and employment is an increase
in some other component of firms’ marginal supply cost. Christiano et al. propose that an

increase in financing costs may be the explanation of their findings.®® As they show, in a
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model where firms require bank credit to finance their wage bill, the interest rate that must
be paid on such loans also contributes to the marginal cost of production; and it is possible
to explain the effects of a monetary tightening, without the hypothesis of markup variation,
as being due to an increase in marginal cost due to an increase in the cost of credit. But
while this is a theoretical possibility, it is unclear how large a contribution financing costs
make to marginal costs of production in reality.*” This matter deserves empirical study in

order to allow a proper quantitative evaluation of this hypothesis.

2.5 Cross-Sectional Differences in Markup Variation

In this subsection we survey the relatively scant literature that investigates whether markups
are more countercyclical in industries where it is more plausible a priori that competition
is imperfect. This issue is of some importance because countercyclical markups are less
plausible in industries where there is little market power. For markups below one imply
that the firm can increase its current profits by rationing consumers to the point at which
marginal cost is no higher than the firm’s price. But if markups never fall below one, there
is little room for markup variation unless average markups are somewhat above one. In
addition, the theoretical explanations we present for countercyclical markups in section 3 all
involve imperfect competition. A consideration of whether the measures of markup variation
that we have proposed imply that markup variation is associated with industries with market
power is thus a check on the plausibility of our interpretation of these statistics. Quite apart
from this, evidence on comparative markup variability across industries can shed light upon
the adequacy of alternative models of the sources of markup variation.

The most straightforward way of addressing this issue is to compute markups for each
sector using the methods discussed in section 2, and compare the resulting markup move-
ments to output movements. In Rotemberg and Woodford (1991), we carry out this exercise
for two-digit U.S. data, treating each of these sectors as having a different level of average
markups and using Hall’s (1988) method for measuring the average markup in each sector.%®

We show that the resulting markups are more negatively correlated with GNP in sectors
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whose eight-digit SIC sector has a higher average four-firm concentration ratio. Thus, as-
suming this concentration is a good measure of market power, these results suggest that
sectors with more imperfect competition tend to have more countercyclical markups.

One source of this result is that, as shown earlier by Rotemberg and Saloner (1986),
real product wages W;/P; are more positively correlated with GNP, and even with industry
employment, in more concentrated industries. By itself, this is not sufficient to demonstrate
that markups are more countercyclical since 2Fy could be more procyclical in these sectors.
However, the analysis of Rotemberg and Woodford (1991) suggests that this is not the
explanation for the more procyclical real product wages in more concentrated sectors.

As we discussed earlier, Domowitz, Hubbard and Peterson (1986) measure markup changes
by the ratio of the industry price relative to a measure of “average variable cost”. They show
that this ratio is more procyclical in industries where the average ratio of revenues to ma-
terials and labor costs is larger, and see this as suggesting that markups are actually more
procyclical in less competitive industries. As we already mentioned, this method for mea-
suring markup variation imparts a procyclical bias for a variety of reasons. This bias should
be greater in industries with larger fixed (or overhead) costs (because of equation (2.8)), and
these are likely to be the more concentrated industries. In addition, the ratio of revenues
to labor and materials costs is a poor proxy for the extent to which a sector departs from
perfect competition, because this indicator is high in industries that are capital-intensive,
regardless of the existence of market power in their product markets.

Domowitz, Hubbard and Petersen (1987) use a different method for measuring industry
markup variations and obtain rather different results. In particular, they run regressions of
changes in an industry’s price on changes in labor and materials cost as well as a measure
of capacity utilization. Using this technique, they show that prices are more countercyclical,
i.e., fall more when capacity utilization becomes low, in industries with higher average ratios
of revenues to materials and labor costs. If the relation between capacity utilization and
marginal cost were the same across industries, and if one accepted their method for deciding

which industries are less competitive, their study would thus show that markups are more
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countercyclical in less competitive industries.

3 Implications of Markup Variations for Business Fluc-
tuations

In this section, we study whether it is empirically plausible to assign a large role on markup
fluctuations in explaining business fluctuations. We first take up two related aspects of the
observed cyclical variation in the relation between input costs and the value of output, that
are sometimes taken to provide prima facie evidence for the importance of cost shifts (as
opposed to markup changes) as the source of fluctuations in activity. These are the well-
known procyclical variation in productivity and in profits. We show that these procyclical
variations contain very little information on the importance of markup changes because
markup variations induce such procyclical responses.

We next take up a more ambitious attempt at gauging the role of markup fluctuations
in inducing cyclical fluctuations in economic activity. In particular, we study the extent
to which the markup changes that we measured in sections 2.1 and 2.2 lead to output
fluctuations. Any change in output that differs from that which is being induced by changes
in markups ought naturally to be viewed as being due to a shift in real marginal costs (for
a given level of output). Thus, this approach allows us to decompose output changes into
those due to markup changes and those due to shifts in the marginal cost curve. What
makes this decomposition particularly revealing is that, under the hypothesis that markups

are constant all output fluctuations are due to shifts in real marginal costs.

3.1 Explaining Cyclical Variation in Productivity and Profits

Cyclical Productivity.

Standard measures of growth in total factor productivity (the “Solow residual” and vari-
ants) are highly positively correlated with growth in output and this fact is cited in the real
business cycle literature (e.g., Plosser (1989)) as an important piece of evidence in favor of

the hypothesis that business cycles are largely due to exogenous variations in the rate of
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technical progress. It might seem that variations in economic activity due to changes in
firms’ markups (in the absence of any shift in the determinants of the real marginal cost
schedule) should not be associated with such variations in productivity growth, and that the
close association of output variations with variations in productivity growth therefore leaves
little role for markup variations in the explanation of aggregate fluctuations — or at least,
little role for disturbances that affect economic activity primarily through their effect upon
markups rather than through their effect on production costs.

In fact, however, there are a number of reasons why variations in markups should be
expected to produce fluctuations in measured total factor productivity growth, that are
strongly and positively correlated with the associated fluctuations in output growth. Thus
observation of procyclical productivity growth does not in itself provide any evidence that
markup variations do not play a central role in accounting for observed aggregate fluctu-
ations. {Of course, procyclical productivity is not in itself conclusive evidence of markup
variation either, since other explanations remain possible. For this reason productivity vari-
ations are a less crucial statistic than those discussed in sections 2.1 and 2.2.)

One reason is simply that standard measures of total factor productivity growth may use
incorrect measures of the elasticities of the production function with respect to factor inputs.
If these elasticities are assigned values that are too small (in particular, the elasticity 7y with
respect to the labor input), then spurious procyclical variation in total factor productivity
growth will be found. As Hall (1988) notes, the Solow residual involves a biased estimate of
just this kind, if firms have market power. Consider a production function of the form (2.1)

where F' is not necessarily homogeneous of degree 1. Differentiation yields

Y = kY +nu (¥ + 1) (3.1)

As noted before, (2.2) implies that 7y = psg; similar reasoning (but considering the marginal
cost of increasing output by increasing the quantity of capital used) similarly implies that
ng = psk. Thus under perfect competition (so that u = 1}, the elasticities correspond

simply to the factor shares, and a natural measure of technical progress is given by the
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Solow residual
59 = 4y — sgYK — SHAH.
More generally, however, substitution of (3.1) (with the elasticities replaced by u times the

corresponding factor income share) yields

-1 . R
ESolow — H ; Yy + SuY;. (3.2)

In the case of perfect competition, only the second term is present in (3.2), and the Solow
residual measures growth in the technology factor z. But in the presence of market power
(¢t > 1), increases in output will result in positive Solow residuals (and decreases in output,
negative Solow residuals), even in the absence of any change in technology. In particular,
output fluctuations due to changes in the markup will result in fluctuations in the Solow
residual, closely correlated with output growth.

Hall (1990} points out that in the case that the production function exhibits constant
returns to scale, this problem with the Solow residual can be eliminated by replacing the
weights sk, sy by the shares of these factor costs in total costs, rather than their share in

revenues. Thus he proposes a “cost-based productivity residual”

e = %y — SxAK — Sun,
where 5y = sy /(sx + sy), and § = 1 — 5y. In terms of these factor shares, the production
function elasticities are given by ng = psg, nx = pSk, where p = ng + ny is the index of

returns to scale defined earlier. Similar manipulations as are used to derive (3.2) then yield

_ 1A .
elell — P P Yy + Su%.. (3.3)

Even if 4 > 1, as long as p = 1, Hall’'s “cost-based” residual will measure the growth in z.
One can show, in fact, that this measure of productivity growth is procyclical to essentially
the same degree as is the Solow residual.®® But again this need not indicate true technical
change. For if there are increasing returns to scale (p > 1), due for instance to the existence

of overhead labor as discussed above, then increases in output will result in positive Solow
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residuals even without any change in technology. This explanation for the existence of
procyclical productivity in the absence of cyclical changes in technology is closely related to
the previous one, since we have already indicated that (given the absence of significant pure
profits) it is plausible to assume that u and p are similar in magnitude.

The quantitative significance of either of these mechanisms depends upon how large a
value one believes it is plausible to assign to u or p. Hall (1988, 1990) argues that many U.S.
industries are characterized by quite large values of these parameters. He obtains estimates
of it that exceed 1.5 for 20 of the 26 industries for which he estimates this parameter. Within
his 23 manufacturing industries, 17 have estimates of 4 above 1.5 while 16 have estimates of p
that are in excess of 1.5. His evidence is simply that both productivity residuals are positively
correlated with output movements, even those output movements that are associated with
non-technological disturbances. In effect, he estimates the coefficients on the first terms on
the right-hand sides of (3.2) and (3.3) by instrumental-variables regression in using military
purchases, a dummy for the party of the U.S. President, and the price of oil as instruments
for non-technological disturbances that affect output growth. However, even assuming that
the correlations with these instruments are not accidental, this merely establishes that some
part of the procyclical productivity variations that are observed are not due to fluctuations
in true technical progress; since explanations exist that do not depend upon large degrees
of market power or increasing returns, one cannot regard this as proving that g and p are
large.

A second possible mechanism is substitution of intermediate for primary inputs, as dis-
cussed by Basu (1995). Suppose that materials inputs are not used in fixed proportions, but
instead that each firm’s gross output Q is given by a production function @ = Q(V, M},
where M represents materials inputs and V is an index of primary input use (which we may
call “economic value added”), and the function € is differentiable, increasing, concave, and
homogeneous degree one. As before, economic value added is given by a value-added pro-
duction function V' = F(K, zH). Now consider a symmetric equilibrium in which the price

of each firm’s product is the same, and this common price is also the price of each firm’s
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materials inputs (which are the products of other firms). Consideration of the marginal cost

of increasing output by increasing materials inputs alone then yields

1= QuilV, M). (3.4)
Because of our homogeneity assumption, {3.4) can be solved for

MV =m(y),

where m is a decreasing function. Then defining accounting value added as Y = @ — M, one
obtains

VIV = Q1L m(u) — m(n). (3.5)
Furthermore, as long as firms have some degree of market power (1 > 1), (3.4) implies that
Qg > 1. Hence Q(1, m) —m will be increasing in m, and (3.5) implies that Y/V, the ratio of
measured value added to our index of “economic value added”, will be a decreasing function
of u.

This implies that a decline in markups would result in an increase in measured value
added Y even without any change in primary input use (and hence any change in V). This
occurs due to the reduction of an inefficiency in which the existence of market power in
firms’ input markets leads to an insufficiently indirect pattern of production (too great a
reliance upon primary as opposed to intermediate inputs). If one’s measure of total factor
productivity growth is based upon the growth in Y instead of V, then markup variations
will result in variations in measured productivity growth that are unrelated to any change
in technology. Since a markup decline should also increase the demand for primary factors
of production such as labor, it will be associated with increases in employment, output, and
total factor productivity — where the latter quantity increases because of the increase in Y/V
even if the measurement problems stressed by Hall (relating to the accuracy of one’s measure
of the increase in V that can be attributed to the increase in primary factor use) are set
aside.

The quantitative importance of such an effect depends upon two factors, the elasticity

of the function m and the elasticity of the function Q(1,m) — m. The first depends upon
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the degree to which intermediate inputs are substitutable for primary inputs. Basu (1995)
establishes that materials inputs do not vary in exact proportion with an industry’s gross
output; in fact, he shows that output growth is associated with an increase in the relative
use of intermediate inputs, just as (3.4) would predict in the case of an output increase due
to a reduction in markups. The second elasticity depends upon the degree of market power
in the steady state (i.e., the value of y around which we consider perturbations), because
as noted above, the derivative of Q(1,m) — m equals u — 1. Thus while Basu’s mechanism
is quite independent of Hall’s, it too can only be significant insofar as the typical industry
possesses a non-trivial degree of market power.

An alternative mechanism is “labor hoarding”; indeed, this is probably the most conven-
tional explanation for procyclical productivity variations. If only H — H,,, hours are used for
current production, but productivity growth is computed using total payroll hours H as a
measure of the labor input, then a tendency of H,, to decline when H — H,, increases will
result in spurious procyclical variations in measured productivity growth. Furthermore, this
is exactly what one should expect to happen, in the case of fluctuations in activity due to
markup variations.

Suppose that the value to a firm (in units of current real profits that it is willing to
forego) of employing H,, hours on maintenance {or other non-production} tasks is given by a
function v(Hm). It is natural to assume that this function is increasing but strictly concave.
Then if the firm is a wage-taker, and there are no adjustment costs for varying total payroll

hours H, the firm should choose to use labor for non-production tasks to the point at which
Vv (Hp) =w/P. (3.6)

Let us suppose furthermore that the real wage faced by each firm depends upon aggregate

labor demand, according to a wage-setting locus of the form
w/P = v(H), (3.7)

where v is an increasing function.®® Since v’ is a decreasing function while v is increasing,

(3.6) and (3.7) imply that H and H,, should move inversely with one another, assuming that
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the source of their changes is not a shift in either of the two schedules. Finally, allowing for
labor allocated to non-production tasks requires us to rewrite (2.2) as

o PFulK, (0 = Hy)

- (3.8)

Substituting for H,, in the numerator the decreasing function of H just derived, and substi-
tuting for w in the denominator using (3.7), the right-hand side of (3.8) may be written as
a decreasing function of H. It follows that a reduction in the markup (not associated with
any change in the state of technology, the value of non-production work, or the wage-setting
locus) will increase equilibrium H and reduce equilibrium H,,. The result will be an increase
in output accompanied by an increase in measured total factor productivity.

If the firm faces a wage that increases with the total number of hours that it hires (due
to monopsony power in the labor market, the overtime premium, or the like), then the
resulting procyclical movements in measured productivity will be even greater. In this case,

(3.6) becomes instead

V' {Hp) = w(H)w/P, (3.9)

where w(H) is the ratio of the marginal to the average wage, as in (2.11). We have earlier
given several reasons why w(H) would likely be an increasing function, at least near the
steady-state level of hours. Hence the specification (3.9) makes the right-hand side an even
more sharply increasing function of H than in the case of (3.6). Similarly. if there are convex

costs of adjusting the total number of hours hired by the firm, (3.6) becomes instead
V(Hy) = Qu/P, (3.10)

where Q is again the factor defined in (2.13). Again, this alternative specification makes the
right-hand side an even more procyclical quantity than in the case of (3.6). Thus either mod-
ification of the basic model with labor hoarding implies even more strongly countercyclical
movements in H,,, and as a result even more procyclical variation in measured productivity.

A related explanation for cyclical variation that results from markup variations in mea-

sured productivity is unmeasured variation in labor effort. If, as in the model of Sbordone
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(1996), the cost of increased effort is an increase in the wage w(e) that must be paid, and
there are convex costs of varying hours, then the cost-minimizing level of effort for the firm
is given by (2.19). As discussed earlier, this implies that effort should co-vary positively with
fluctuations in hours (albeit with a lead), since the factor £ will be procyclical with a lead,
while the function w(e) will be increasing in e. Furthermore, consideration of the marginal
cost of increasing output by demanding increased effort implies that®!

_ P2Fy(K, zeH)
T v

. (3.11)

Since w'(e) must be increasing in e (at least near the steady-state effort level, as a consequence
of the second-order condition for minimization of the cost w/e of effective labor inputs), (3.11)
requires that a reduction in markups result in an increase in eH (to lower the numerator). an
increase in e (to increase the denominator), or both. Since e and H should co-vary positively
as a consequence of (2.19), it follows that a temporary reduction of markups should be
associated with temporary increases in effort, hours, and output. Countercyclical markup
fluctuations would therefore give rise to procyclical variations in measured productivity.

Another related explanation is unmeasured variation in the degree of utilization of the
capital stock. The argument in this case follows the same general lines. If markups fall.
firms must choose production plans that result in their operating at a point of higher real
marginal costs (which quite generally means more output). Cost-minimization implies that
real marginal costs increase apace along each of the margins available to the firm. Thus if
it is possible to independently vary capital utilization, the real marginal cost of increasing
output along this margin must increase; under standard assumptions, this will mean more
intensive utilization of the firm’s capital. But the resulting procyclical variation in capital
utilization will result in procyclical variation in measured productivity, even if there is no
change in the rate of technical progress.

Similar conclusions are obtained when capital utilization is a function of hours worked
per employce. Consider again the case in which there is an interior solution for hours

because the wage schedule W (h) is nonlinear in hours per employee, and in which hours per
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employee nonetheless vary because of convex adjustment costs for employment. Then the
cost-minimizing decision regarding hours per employee satisfies the first-order condition®
Q = w(h)(—2 ). (3.12)
ne + Ak
If we assume both a Cobb-Douglas production function ¥ = {uxgK)'"2(zhN)® and an
isoelastic capital utilization function ugx = h* with 0 < A < 1, the expression in parentheses
is a constant, and (3.12) implies that hours per employee & must covary positively with €.
This means that fluctuations in hours will accompany temporary fluctuations in employment
(but with a lead). Furthermore, (2.22) implies that

[a+ A(1 — @)] Pz K@
Wl(h)h(l-—a)(l—)-)]\?l—a ’

Thus a decline in # must be accompanied by an increase in W’(h}h(1=2¥1=% (hence an
increase in h), an increase in N1~* (hence an increase in N), or both. Since employment
and hours must co-vary positively, there will be an increase in both. As a result, capital
utilization will increase along with output and employment, again resulting in procyclical

variation in measured productivity.

Cyclical Profits.

Business profits are also well-known to vary procyclically (e.g., Hultgren, 1965); corporate
profits after taxes have long been a component of the NBER’s index of coincident business
cycle indicators. This is sometimes thought to make it implausible that business expansions
are associated with declines in markups, since reduced markups should lower profits. In-
deed, Christiano, Eichenbaum and Evans (1996) report calculations intended to show that
a model in which expansions are due to markup declines will almost inevitably make the
counterfactual prediction that profits must decline when output expands.®

This implication is, however, less direct than it might at first seem. There are a number of
reasons why profits might well rise when markups fall. Many of these have been introduced
above as reasons why the inverse of the labor share need not move countercyclically to

the same extent as the markup. The connection between these two issues is simple. The
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cyclical variation in (real) profits is essentially determined by the cyclical variation in the
amount by which the value of output exceeds the wage bill, Y — (w/P)H. (This is because
the remaining deductions involved in the calculation of accounting profits, such as interest
payments and depreciation allowances, are relatively less cyclical.) Now if the labor share
wH/PY is not procyclical, it follows that when output increases, wH/P increases no more
than proportionally to output, which surely means less in absolute magnitude, since labor
compensation is on average only three-quarters of the value of output. Hence Y — (w/P)H
will increase. Thus any model that does not predict a procyclical labor share will a fortiori
not predict countercyclical profits. And indeed, parameter values that imply procyclical
variation in profits in response to markup variations are not hard to find.

Consider first our simplest model, in which firms pay the same wage regardless of the
number of hours they hire, there are no adjustment costs, and the measured capital and
labor inputs are all that matter for a firm’s output. Then equilibrium output Y, hours H,
and real wage w/P are determined by equations (2.1), {2.2), and (3.7), given the capital
stock K, the state of technology z, and the markup u. Let us consider the effects of markup
variations, holding fixed the other two parameters (and the functions F" and v). If we neglect

changes in interest and depreciation, the change in profits is given by
dil = dY-vH) = (zFyg—v)dH — Hdv
=(u—1-—¢,)vdH, (3.13)

where v = w/P is the real wage, and €, = HV'/v is the elasticity of the wage-setting locus

in (3.7). It follows that profits increase along with employment and output if and only if
pw>14¢,. (3.14)

Now this is certainly possible; under the hypothesis of market power in the product market
(which we require in order to suppose that markup variations are possible}, pp > 1, so it is
simply necessary that €, be small enough.

This may not, however, seem empirically plausible; essentially, Christiano et al. argue

that it would require a greater degree of market power than is plausible for most U.S.
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industries. Their proposed value for €,, however (their “baseline” calculation assumes €, =
1), is based not upon the observed degree of cyclicality of wages, but upon what they regard
as a plausible specification of household preferences, given an interpretation of (3.7) as the
labor supply schedule of representative household. In fact, the average wage is observed to
be relatively acyclical, and even if this is a puzzle for the theory of labor supply, there is no
reason to assume a stronger real wage response to increases in labor demand in calculating
the effect on profits of an increase in output associated with a decline in markups. For
example, Solon, Barsky and Parker (1994) find an elasticity of the average real wage with
respect to hours worked of about 0.3;%% thus an average markup in excess of 1.3 would suffice
to account for procyclical profit variations. And again, this is the “value-added markup”
that must exceed 1.3; for this, the typical supplier’s markup need not be much more than
ten percent.

In any event, procyclical profits do not require even as large an average markup as this, if
we make the model more realistic, in any of the several ways discussed above. Consider first
the possibility that the marginal wage paid by a firm varies with the number of hours that
it hires, and not only with aggregate labor demand (as assumed above), due, for example,
to monopsony power in the labor market. Let us write the firm’s wage bill as W(H"; H),
where H' represents hours hired by firm ¢, and H represents aggregate hours hired. Then
in a symmetric equilibrium, the average wage v is given by W(H; H)/H, and the ratio w
of the marginal wage to the average wage is given by HW (H; H)/W (H; H). In this case,

equation (3.13) generalizes to

dll = dY-W(H;H)) = (zFy—-W,-W,)dH
= (/,L -1- I/Vg/Wl)W1dH = (w,u -1 E,,)l/dH,
so that (3.14) becomes
wp > 1+ €, (3.15)

Since, as explained earlier, there are a number of reasons for w to be larger than one, the

markup need not be as large as is required by (3.14) in order for profits to be procyclical.
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If, for example, we assume that w = 1.2, as Bils (1987) estimates,’® and ¢, = 0.3, it suffices
that p = 1.1 {which means a gross-output markup of 4 percent).
Alternatively, suppose that some labor is used for non-production purposes, as in our

above discussion of “labor hoarding”. Then (3.13) becomes instead
dll = dY-vH) = zFy(dH —-dH,)—vdH — Hdv

={0u—1—¢,)vdH,

where @ denotes the derivative of labor used in production H — H,, with respect to total
labor H. Thus (3.14) becomes
B> 1+e¢,. (3.16)

If labor hoarding is countercyclical, & > 1, and (3.16) also requires a smaller markup than
does (3.14). The findings of Fay and Medoff (1985), discussed above, would suggest a value
of 8 on the order of 1.4. This would be enough to satisfy (3.16) regardless of the size of the
markup.

Similar results are obtained in the case of variable labor effort or variable capital uti-
lization. The implied modification of (3.14) is largest if the costs of higher effort or capital
utilization do not show up in accounting measures of current profits. For example, suppose
that effective capital inputs are given by ux K, where the utilization rate ug is an indepen-
dent margin upon which the firm can vary its production process, and suppose that the cost
of higher utilization is faster depreciation of the capital stock (but that this is not reflected
in the depreciation allowance used to compute accounting profits). As explained above, we
should expect a decline in markups to be associated with a simultaneous increase in real
marginal costs along each margin, so that firms choose to increase uy at the same time that
they choose to increase labor inputs per unit of capital. Let X\ denote the elasticity of ug
with respect to H as a result of this cost-minimization on the part of firms.®® Then (3.13)

becomes instead
dll = d(Y—-vH) = zFydH+ KFyxdug —vdH — Hdv
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= (u+ngsgAr—1—¢,)vdH,

= [ 1 e,

and (3.14) again takes the form (3.16), where now 8 = (ny + Ank)/ny. If capital utilization
and hours co-vary positively (as we have argued, and as is needed in order to interpret
procyclical productivity variations as due to cyclical variation in capital utilization), then
f > 1, and again a smaller markup than is indicated by (3.14) will suffice for procyclical
profits. If, for example, A = 1, as argued by Bils and Cho (1994), then 8 > 1.3, and (3.16)

is satisfied no matter how small the average markup may be.

3.2 Identifying the Output Fluctuations Due to Markup Variation

We now describe the consequences of alternative measures of marginal costs for one’s view

of the sources of aggregate fluctuations. We propose to decompose the log of real GDP y; as

where the first term represents the level of output that is warranted by shifts in the real
marginal cost curve introduced in section 1 (for a constant markup), while the second is the
effect on output of deviations of markups from their steady state value, and hence represents
a movement along the real marginal cost schedule. We then use this decomposition to
investigate the extent to which changes in y are attributable to either term. Because there is
no reason to suppose that changes in markups are independent of shifts in the real marginal
cost curve, there is more than one way in which this question can be posed. First, one could
ask how much of the fluctuations in aggregate activity can be attributed to the fact that
markups vary, I.e., would not occur if technology and labor supply varied to the same extent
but markups were constant (as would, for example, be true under perfect competition).
Alternatively, one might ask how much of these fluctuations are due to markup variations
that are not caused by shifts in the real marginal cost schedule, and thus cannot be attributed
to shifts in technology or labor supply, either directly or indirectly (through the effects of

such shocks on markups).
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The first way of posing the question is obviously the one that will attribute the greatest
importance to markup variations. On the other hand, the second question is of particular
interest, since, as we argued in section 1, we cannot attribute much importance to “aggregate
demand” shocks as sources of business fluctuations, unless there is a significant component
of output variation at business-cycle frequencies that can be attributed to markup variations
in the more restrictive sense.

Mere measurement of the extent to which markup variations are correlated with the cycle
— the focus of our discussion in section 2, and the focus of most of the existing literature —
does not provide very direct evidence on either question. If we pose the first question, it is
obviously necessary that significant markup variations exist, if they are to be responsible for
significant variation in economic activity. But the relevant sense in which markup variations
must be large is in terms of the size of variations in output that they imply. The size
of the correlation of markup variations with output is thus of no direct relevance for this
question. Moreover, markup variations could remain important for aggregate activity in this
first sense even if markups were procyclical as a result of increasing whenever real marginal
costs decline. In this case, markup variations would dampen the effects of shifts in real
marginal costs,

If, instead, we ask about the extent to which markup variations contribute to output
movements that are independent of changes in real marginal cost, the correlation of markups
with output plays a more important role. The reason is that these orthogonal markup fluc-
tuations lead output and markups to move in opposite directions and thus induce a negative
correlation between output and markups. However, markups could be very important even
without a perfect inverse correlation since, as we show below, the dynamic relationship be-
tween markup variations and the employment and output variations that they induce is fairly
complex in the presence of adjustment costs. Furthermore, even neglecting this, a strong
negative correlation between markups and activity would be neither necessary nor sufficient
to establish the hypothesis that orthogonal movements in markups contribute a great deal

to output fluctuations. The negative correlation might exist even though the business cycle
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is mainly caused by technology shocks, if those shocks induce countercyclical markup vari-
ations that further amplify their effects upon output and employment. And the negative
correlation might be weak or non-existent even though shocks other than changes in real
marginal cost are important, if some significant part of aggregate fluctuations is nonetheless
due to these cost shocks, and these shocks induce procyclical markup variations (that damp,
but do not entirely eliminate or reverse, their effects upon output).

In this section, we try to settle these questions by carrying out decompositions of the
sort specified in (3.17) and analyzing the extent to which y*, §* and the part of 7 that is
orthogonal to 3* contribute to movements in y. We do this for two different measurements of
i, which imply different movements in #*. The first measurement of p we consider is based
on (2.9) while the second is based on the existence of a cost of changing the level of hours
worked. Because of space constraints, we are able to give only a cursory and illustrative
analysis of these two cases.

We start with the case where markups are given by (2.9), for which we gave several
interpretation above. To compute how much output rises when markups fall, we must make
an assumption about the extent to which workers demand a higher wage when output rises.

We thus assume that, in response to changes in markups, wages are given by
?.at = nIVﬁt- (318)

Thus, ny represents the slope of the labor supply curve along which the economy moves
when markups change. Obviously, this simple static representation is just a simplification.
We again let ny represent the elasticity of output with respect to hours when hours are being
changed by markup movements. Using (3.18) in (2.9) together with the assumption that
changes in output induced by markup changes equal ny times H. it follows that

1—b— (1 — :
gzu( il — a) +”“)g“ (3.19)
e N

where the term in parenthesis is positive because 7y is smaller than one and a and b are

nonpositive. This formula allows us to compute g* once we have measured i as above.
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In other words, it allows us to go from the measurement of markups to the measurement
of output movements implied by markups. Once we have obtained #* in this manner, we
subtract this from y to obtain y*, as required by (3.17). To do all this, we need three
parameters, namely a and b (to construct the markup) and the expression in parenthesis in
(3.19). Our illustrative calculation is based on setting a equal to zero, b equal to -.4 (which
we saw guarantees that the markup is quite countercyclical) and setting the expression
in parenthesis equal to 1/.7. Given these values for a and b, this last parameter can be
rationalized by supposing that ny = .7 and nw = .3. This elasticity of labor supply is
broadly consistent with the estimates of Solon, Barsky and Parker (1994).

If we use these parameters and compute f in the way that we did in Section 2, however,
the variance of f and, in particular, the movements in [ that are orthogonal to movements
in 7 are rather large. These orthogonal movements in §* must then be matched by equal
and opposite movements in y*. One interpretation of this is that shifts in the marginal
cost curve would lead to much larger output swings than those we actually observe if it
weren’t for procyclical markup movements that dampen these shifts. Another interpretation
is that there are large errors in the measurement of the wage that lead the labor share to
be measured with error. These random movements in the labor share then lead to offsetting
movements in the two terms of (3.17), g and y*.

To deal with this possibility, we modify the analysis somewhat. Instead of using actual
wages in computing fi, we use the projection of the ratio of per capita compensation to per
capita output, (w —y), onto the cyclical variables that we used in Rotemberg and Woodford

(1996a). In other words, we make use of the regression equation
Wy — Y = (PWZt (320)

where Z; now represents the current and lagged values of the change in private value added,
the ratio of nondurables and services consumption to output, and detrended hours worked
in the private sector. To obtain the ratio of per capita compensation to per capita output

that we use in (3.20) we divided the labor share by the deviation of hours from their linear
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trend. Since this same deviation of hours is an element of the Z; vector, we would have
obtained the same results if we had simply projected the labor share itself. For this included
level of hours (and output) to be comparable to the labor share we use to construct (w —y),
this labor share must refer to the private sector as a whole. We thus use only this particular
labor share in this section. Because of the possibility that this labor share does not follow a
single stationary process throughout our sample, we estimated (3.20) only over the sample
1969:1 to 1993:1.

Equation (3.20) allows us to express (w — ) as a linear function of Z. Given that a is
zero, the only other determinant of the markup in (2.9) is the level of hours H, which is also
an element of Z. Thus, our estimate of /i is now a linear function of Z. Equation (3.19)
then implies that 7.’ is a linear function of Z; as well. It is not the case, however, that y; is
a linear function of Z;. The reason for this is that Z includes only stationary variables and
therefore does not include 3. On other hand, the change in private value added, Ay, is an
element of Z. This means that, armed with the stochastic process for Z that we estimated

in Rotemberg and Woodford (1996a),
Zt = AZt_l + € (321)

we can construct the innovations in §# and in y*. These are linear functions of the vector
e, which, given (3.21) equals (Z; — AZ;-1) so that these innovations depend only on the
history of the Z’s. Similarly, the vector (Z; — AZ; ;) together with the matrix A in (3.21)
determines by how the expectation of future values of Z is revised at ¢. This means that we
can use (3.21) to write down the revisions at ¢ in the expectations of Yk, Uiy, and y/,, as
linear functions of the history of the Z’s. Finally, the variance covariance matrix of the ¢’s
(which can be obtained from A and the variance covariance matrix of the Z’s) then implies
variances and covariances for both the innovations and revisions in the y’s, the g*'s and the
y*'s.

Table 3 focuses on some interesting aspects of these induced variances and covariances.

Its first row focuses on innovations so that it shows both the variance of the innovation
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in y* and in §* as ratios of the innovation variance in y. The subsequent rows focus on
revisions at various horizons. The second row, for example, gives the population variances
of the revisions at t of y/, s and {5 as ratios to the variance of the revision of y45. All
these revisions correspond to output changes one year after the effect of the corresponding
€,'s is first felt. The next row looks at innovations two years after the innovations first affect
output and so on.

We see from table 3 that this measure of the markup has only a very modest effect on
one’s account of the source of aggregate fluctuations in output. The variances of revisions
in ¥* are almost equal to the corresponding variances of y for all the horizons we consider.
The innovation variance of y* is actually bigger which implies that innovations in §* that are
negatively correlated with y* dampen the effect of these short run movements of y* on y. The
last column in Table 3 looks at the variances of the component of §* that is orthogonal to y*.
This variance is equal to the variance of g* times (1 — p?) where p represents the correlation
between §* and y* and where this correlation can easily be computed from (3.21). To make
the results clearer, we again present the variance of this orthogonal component of §# as
a fraction of the corresponding variance of y. It is apparent from this column that this
orthogonal components explains very little of the variance of y at any of the horizons we
consider. Thus, even though this measure of the markup is negatively correlated with our
cyclical indicators, it induces movements in output that are much smaller than the actual
ones.

Overturning this finding appears to require implausible parameters. To make output more
responsive to markup changes requires that the term in parenthesis in (3.19) be smaller. We
could achieve this by making ny smaller or ny bigger but, given the values that we have
chosen, large changes of this sort would be unreasonable. An alternative way of lowering
this coefficient is to make b smaller in absolute value. The problem is that, as we saw before,
this makes the markup less cyclical. Thus, it does not help in making §* track more of the
cyclical movements in output. By the same token, setting a equal to a large negative number

makes the markup more countercyclical but raises the term in parenthesis in (3.19) thereby
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reducing the effect of the markup on g*.

We now turn to the case where adjustment costs imply that deviations of the markup
from the steady state are given by (2.15). We follow Sbordone (1996) in that we also let
output vary with employee effort and this, as we saw, is consistent with (2.15). Letting a be

zero and using (2.14), equation (2.15) can be rewritten as
fie = G — Wy — He — [(f, = H ) = E(Hesa — Hy)| (3.22)

Allowing for variable effort is useful because it relaxes the restriction that the short run
output movements induced by markup variations are perfectly correlated with changes in

hours. Thus, as in our earlier discussion of her model, we suppose that output is given by

Y = F(K, zeH). As a result, we have

~

§=nu(H+é). (3.23)

We suppose, as before that the wage bill is given by Hwg(e) where @ captures all the
determinants of the wage that are external to the firm and g is an increasing function. This

leads once again to (2.19) which, once linearized, can be written as

b= — (A, — H, 1) = E(Hs1 - )] (3.24)

Finally, we assume that average wages are given by
Wy = ot + qu Hy + Vé, (3.25)

It is important to stress that the parameters 7 and ¢ do no correspond to the elasticities
of the average wage paid by an individual firm with respect to the individual firm’s hours
and effort level. Rather, they are the elasticities of the economy-wide average wage with
respect to aggregate changes in hours and average work effort. Note also that w is the
exogenous component of the wage, i.e., the one that is not affected by changes in markups.
Using (3.23) and (3.25) to substitute for g, and @, respectively in (3.22) and then using

(3.24) to substitute for &, in the resulting expression we obtain

A s A y -
Hy + Wor = (77H -1- TIW)Ht + (77H - — fu)_[(Ht - Ht—l) - Et(Ht-H - Ht)}

€w
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This difference equation in H can be written as

Et%(l — 5\1L)(1 - S\QL)fflrt = —E([Lt - IZ)ot)

where L is the lag operator while A1 and ) are the roots of
~[1+8+6A+1=0

and
1+7?W_77HEE 5: 1 €w
Y+e,—Ng € v+e,—ng C

Noting that A3 is equal to 1 / A2 and letting A be the smaller root (which is also smaller

g

than one as long as 1+ nw > ny and ¢ + €, > 0), the solution of this difference equation is
—fz ZS\ 5/\ E;_y [Be4j—k — Wortj—k] (3.26)
k=0;=0

The deviations of hours from trend that are due to changes in markups, I:I,f‘ , can then
be obtained by simply ignoring the movements in @, in (3.26). We can then compute the
deviations of output from trend that are due to markup variations, 7* by combining (3.23)
and (3.24) to yield

g = (AY + = [(AF ~ AL — EdHY - ) (3.27)

This implies that, as before, §* is a linear function of current and past values Z;. To see
this, note first that (3.22) implies that we can write ; as a function of Z;. The reason for
this is that (w — ) is a function of Z;, H, is part of Z, and, as a result of (3.21), E,H,., is
the corresponding element of AZ;. Therefore, using (3.21) once again, the expectation at ¢
of future values of & must be a function of Z;. Past expectations of markups which were, at
that point, in the future are therefore functions of past Z's. The result is that we can use
(3.26) to write H! as a function of the history of the Z’s.57 Finally, we use (3.27) to write
the component of output that is due to markup changes as a function of the Z’s.

We require several parameter values to carry out this calculation. First, we set ¢ equal

to 8 to calculate ; in (3.22). To compute the connection between §* and the Z’s we need
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three more parameters. It is apparent from (3.26) and (3.27) that this calculation is possible
if one knows X, ¢ and ¢, in addition to ¢ (which is needed to compute markups anyway). For
illustrative purposes, we set these three parameters equal to .79, .13 and 3 respectively. The
parameters A and ¢ are not as easy to interpret as the underlying economic parameters we
have used to develop the model. In addition to ¢ and ¢, these include ng, nw, 1. Because the
number of these parameters is larger than the number of parameters we need to compute $#,
there is a one dimensional set of these economically meaningful parameters that rationalizes
our construction of §*. In particular, while this construction is consistent with supposing
that 9y, nw, ¥ equal .7, .25 and .1 respectively it is also consistent with different values for
these parameters.5®

We use our knowledge of the relationship between g# and the Z’s for two purposes. As
before, we compute the variances of the innovations and revisions in g* as well as of y*.
Second, we look at the resulting sample paths of §* and y*. The second part of Table
3 contains the variances, which correspond to the ones we computed before. The results
are quite different, however. In particular, the variance of the component of g that is
orthogonal to y* now accounts for about 90% of the variance of the revisions in output
growth over the next two years. Thus, independent markup movements are very important
in explaining output fluctuations over “cyclical” horizons. Moreover, if one takes the view
that the movements of y that are genuinely attributable to ¢* are those which are not due to
the component of $# that is orthogonal to ¥*, the movements in y* account for only about
10% of the movements in y. Movements in y* have essentially no cyclical consequences. It is
not that the revisions in the expectations of y* are constant. Rather, upwards revisions in y*
over medium term horizons are matched by increases in markups that essentially eliminate
the effect of these revisions on y. This cannot be true over long horizons since the markup
is assumed to be stationary so that ¢* is stationary as well. Thus, changes in y* that are
predicted 20 years in advance account for about 80% of the revisions in output that are
predicted 20 years in advance.

An analysis of the sample path of g* (and the corresponding path of 3*) delivers similar
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results. Such sample paths can be constructed since §* depends on the Z’s which are ob-
servable. Admittedly, (3.26) requires that the entire history of Z’s be used. Data limitations
thus force us to truncate k at 18 as explained in footnote 64. The result is that §* depends
on 18 lags of Z. To make sure that the lagged expectations of markups which enter (3.26) are
computed within the period where the labor share remains a constant stationary function
Z;, we construct this sample path starting in 1973:2. The resulting values of * and the
log of output y are plotted in Figure 3. It is apparent from this figure that the episodes
that are usually regarded as recessions (which show up in the Figure as periods where y is
relatively low) are not reflected in movements of y*. Figure 4 plots instead §* against the
predicted declines of output over the next 12 quarters. These series are nearly identical so
that, according to this measure of the markup, almost all cyclical movements in output since
1973 are attributable to markup variations. This second measure of markups is thus much
more successful in accounting for cyclical output movements. This result is probably partly
due to the fact that this method of estimating §* recognizes the possibility that, in booms,

output expands more than is suggested by the labor input as a result of increases in effort.%®

4 Models of Variable Markups

We now briefly review theoretical models of markup variation. We give particular attention to
models in which markups vary endogenously, and thus affect the way the economy responds
to shocks. The shocks of interest include both disturbances that shift the marginal cost
schedule and other sorts of shocks, where these other shocks would not have any effect on
equilibrium output in the absence of an effect upon equilibrium markups.

Before reviewing specific models, it is perhaps worth commenting upon the kind of the-
oretical relations between markups and other variables that are of interest to us. It is
important to note that an explanation for countercyclical markups need not depend upon
a theory that predicts that desired markups should be a decreasing function of the level of
economic activity. If the real marginal cost schedule ¢(Y") is upward-sloping, then any source

of variations in the markup that is independent of variations in the marginal cost schedule
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itself will result in inverse variations in the level of output, and so a negative correlation
between the markup and economic activity. Thus theories of why markups should vary as
functions of interest rates or inflation (rather than of the current level of economic activity)
might well be successful explanations of the cyclical correlations discussed in section 2. In
fact, a theory according to which the markup should be a function of the level of economic
activity is, in some respects, the least interesting kind of theory of endogenous markup varia-
tion. This is because substitution of u = x(Y’) into (1.1) still gives no reason for equilibrium
output Y to vary, in the absence of shifts in the marginal cost schedule. (Such a theory, with
1 a decreasing function of Y, could however serve to amplify the output effects of shifts in
that schedule.)

Care is also required in relating theories of pricing by a particular firm or industry, as
a function of conditions specific to that firm or industry, to their implications for aggregate
output determination. For example, & theory according to which a firm’s desired markup is
an increasing function of its relative output, g* = p(y*/Y) with ¢/ > 0, might be considered
a theory of “procyclical markups”. But in a symmetric equilibrium, in which all firms price
according to this rule, relative prices and outputs never vary, and there will be no cyclical
markup variation at all. If instead (as discussed in section 4.3 below) not all firms continu-
ously adjust their prices, the fact that adjusting firms determine their desired markup in this
way can reduce the speed of overall price adjustment; and this increase in price stickiness
can increase the size of the countercyclical markup variations caused by disturbances such
as changes in monetary policy.

The models we look at fall into two broad categories. In the first class are models
where firms are unable to charge the price (markup) that they would like to charge because
prices are sticky in nominal terms. Monetary shocks are then prime sources of discrepancies
between the prices firms charge and the prices they would like to charge. This leads to
changes in markups that change output even if desired markups do not change. In the
second class of models, real factors determine variations in desired markups, even in the case

of complete price flexibility. Finally, we briefly consider interactions between these two types

68



of mechanisms.

4.1 Sticky Prices

We do not provide a thorough survey of sticky price models since that is taken up in Taylor
(this volume). Rather, our aim is threefold. First, we want to show how price stickiness
implies markup variations, and so may explain some of the findings summarized in our
previous sections. Second, we want to argue that markup variations are the crucial link
through which models with sticky prices lead to output variations as a result of monetary
disturbances. In particular, such models imply a link between inflation and markups which is
much more robust than the much-discussed link between inflation and output. Thus viewing
these models as models of endogenous markup variation may help both in understanding their
consequences and in measuring the empirical significance of the mechanisms they incorporate.
Finally, we discuss why sticky prices alone do not suffice to explain all of the evidence, so
that other reasons for countercyclical markups also seem to be needed.

It might seem at first peculiar to consider output variations as being determined by
markup variations in a model where prices are sticky. For it might be supposed that if prices
are rigid, output is simply equal to the quantity demanded at the predetermined prices, so
that aggregate demand determines output directly. However, this is true only in a model
where prices are absolutely fixed. It is more reasonable to suppose that some prices adjust,
even over the time periods relevant for business cycle analysis. The issue then becomes the
extent to which prices and output adjust, and, as we shall see, this is usefully understood in
terms of the determinants of markup variation.

We illustrate the nature of markup variations in sticky-price models by presenting a sim-
ple but canonical example, which represents a discrete-time variant of the model of staggered
pricing of Calvo (1983), the implications of which are the same (up to our log-linear approx-
imation) as those of the Rotemberg (1982) model of convex costs of price adjustment. First,
we introduce a price-setting decision by assuming monopolistic competition among a large

number of suppliers of differentiated goods. Each firm i faces a downward-sloping demand

69



curve for its product of the form _
P}
B

where P! is the price of firm i at time ¢, P, is an aggregate price index, Y; is an index of

Y, = D(Z)Y, (4.1)

aggregate sales at ¢, and D is a decreasing function. We suppose that each firm faces the
same level of (nominal) marginal costs C; in a given period.” Then neglecting fixed costs,

profits of firm ¢ at time ¢ are given by

I = (P - ct)D(%i)n.

Following Calvo, we assume that in each period ¢, a fraction (1 — a) of firms are able to
change their prices while the rest must keep their prices constant. A firm that changes its

price chooses it in order to maximize

o0 HL,—

] v

EY o Ry P
t+

7=0
where R;;y; is the stochastic discount factor for computing the present values at ¢ of a
random level of real income at date ¢+ j. (The factor o’ represents the probability that this
price will still apply j periods later.) Denoting by X; the new price chosen at date ¢ by any

firms that choose then, the first-order condition for this optimization problem is

gy Yiij ( Xt ) Xi [ 1 Citj
E> 0/ Rypyj =D 1— -2 =0, 4.2
t;:% R Biij) Pisj ep(Xe/Pryg) X ' 4.2

where ep(z) = —zD'(z)/D(z) is the elasticity of the demand curve (4.1).

For now, we further simplify by assuming that the elasticity of demand is a positive
constant {as would result from the kind of preferences over differentiated goods assumed by
Dixit and Stiglitz, 1977). This means that a firm’s desired markup, in the case of flexible
prices, would be a constant, u* = ep/(ep — 1). In this way we restrict attention to markup
variations due purely to delays in price adjustment. It is useful to take a log-linear approxi-
mation of the first-order condition (4.2) around a steady state in which all prices are constant
over time and equal to one another, marginal cost is similarly constant, and the constant

ratio of price to marginal cost equals y*. Letting %:, 7, and ¢, denote percentage deviations
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of the variables X,/ F;, P;/P,_1, and C,/F, respectively from their steady-state values, (4.2)

becomes

7=0 k=1

E, i(aﬁ)j {[it - i Topk] — 5t+j} =0, (4.3)

where 3 < 1 is the steady-state discount factor. Here the factor

represents the relative price in period ¢ + j of the firm that chooses new price X, in period
t, and so (4.3) says, essentially, that the firm’s price is expected to be proportional to its
marginal cost of production on average, over the time that the price chosen at date ¢ applies.
This equation can be solved for the relative price #, of firms that have just changed their
price, as a function of expected future inflation and real marginal costs. The resulting

relation can be quasi-differenced to yield
it = aﬂEtﬁt+1 + (1 - Q’ﬁ)ét -+ Q’JBEt.ift+1. (44)

We suppose that the price index F; is a symmetric homogeneous degree one function of
the prices of the individual goods. Then near the steady state, it can be approximated to
first order by the geometric average of the prices. Since each period a fraction a of the prices
remain unchanged, while the others all change to the common value X,, the rate of increase
of the index satisfies

l—o .
)T,

ﬁt=( o

in our log-linear approximation. Substituting this into {4.4), we obtain
Ty = BE i — Ky, (4.5)

where £ = (1 — af)(1 — o)/« and fi; = —¢ denotes the percentage deviation of the average
markup u; = P,/C, from its steady-state value of p*.
This equation relates the average markup at any date to current and expected future

inflation. To obtain the behavior of equilibrium output, one must use equation (1.1) along
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with this. If we log-linearize the real marginal cost schedule as & = T]th, where Y, denotes
the percentage deviation of output from trend, then (1.1) implies —fi; = 7,Y;. Substitution

of this into (4.5) then yields an aggregate supply relation of the form
i = 0¥, + BEcfies, (4.6)

where 6 = kn.. This equation specifies an upward-sloping relation between inflation and
output variations, for any given level of expected inflation. Roberts (1995}, who specifies
8 =1, calls this “the New Keynesian Phillips Curve,” and provides econometric evidence
that (when extended to allow for stochastic shifts in the real marginal cost schedule) U.S.
output and inflation data are consistent with a relation of this kind.

Combined with a specification of the evolution of aggregate nominal spending (which is
often taken, as for example in Rotemberg (1996), to be an exogenous process determined by
monetary policy), equation (4.6) allows us to solve for equilibrium fluctuations in output.
Because variations in inflation must be associated with deviations of output from trend,
monetary policy disturbances affect equilibrium output. It will be observed that the output
fluctuations in response to such shocks are associated with countercyclical variations in the
average markup.

The endogenous markup variations affect the predicted response of output to other shocks
as well. For example, technology shocks may be considered, by allowing for a stochastic shift
term in the real marginal cost schedule. Such shocks may be associated with procyclical
markup variations: a technological improvement lowers marginal cost, but because prices
do not fall immediately in proportion to the decline in costs, markups rise, while (because
prices do fall some) output increases. This is consistent with (4.5) and (4.6) if prices fall
faster immediately than they are expected to in the future. In such a case, the markup
variation damp the output effects of the technology shocks relative to what would happen
under perfect competition; as a result, input demand may actually decline in response to a
favorable technology shock.™

We have seen that a sticky-price model of this kind involves endogenous variation in the
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average markup. But is it useful to think of the endogenous markup variations as central
to the way that nominal variables have real effects in this model? We believe that there
are several advantages to viewing the model in this way (in addition, of course, to the fact
that it helps one in relating the predictions of the sticky-price model to the kinds of facts
discussed in sections 2 and 3). First, if one is willing (as seems reasonable) to abstract from
the effects of monetary frictions upon the relations (labor supply, labor demand, and so
on) that underlie the real marginal cost schedule, then the effects of monetary policy upon
the determination of real variables may be reduced entirely to its effects upon the average
markup. A general equilibrium model of the effects of monetary policy may then be usefully
decomposed into three distinct parts, each derived from largely separate microeconomic
foundations: (i) a theory of equilibrium output determination given the markup, essentially
a more elaborate version of equation (1.1); (ii) an equation relating the markup to inflation
variations, equation (4.5); and (iii} a theory of how monetary policy affects nominal aggregate
demand. An advantage of viewing the structure of one's macroeconomic model this way is
that part (i) of the model involves no specifically monetary elements, and may (except for
the allowance for a time-varying markup) be identical to the equations of a real business
cycle model, while part (iii) does not involve the specification of aggregate supply relations,
and so may be directly adapted from conventional Keynesian or monetarist models of the
effects of monetary policy on aggregate demand. The theory of endogenous markup variation
thus provides the crucial link that allows the concerns of real business cycle models and
conventional monetary models to be synthesized.™

Second, understanding the markup variations that are associated with variations in real
activity in a sticky-price model is important to understanding when and how those fluc-
tuations in activity are inefficient, since the markup directly measures the extent to which
a condition for efficient resource allocation fails to hold. This perspective can be a source
of important insights into the welfare losses from price-level instability and the nature of
optimal monetary policy.

And third, recognizing that (4.5) is a more fundamental prediction of the model of price-
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setting than is a relation such as (4.6}, which also depends upon one’s specification of wage-
setting behavior and the like, may allow more accurate empirical estimation of the speed
of aggregate price adjustment. Sbordone (1997) tests the accuracy of (4.5) as a model of
aggregate price dynamics in the U.S. by first estimating the evolution of unit labor cost
(assumed to be proportional to marginal cost) using a VAR. Using this evolution of unit
labor costs, she then computes the equilibrium path of the price index implied by (4.5). She
finds that this simple model accounts quite well for the evolution of the private GDP deflator
in the U.S., at the quarterly frequency, over the period 1960-1997. In the case of her best-
fitting value for o, the variance of the discrepancy between the actual price series and the
one that would be predicted on the basis of the unit labor cost process is reduced to only 12%
of what it would be in the absence of price rigidity,”™ while the variance of the discrepancy
between the actual and predicted inflation series is reduced to only 4% of what it would be
according to the flexible-price (constant-markup) model. It is especially striking that the
model fits this well without any need for complications such as stochastic disturbances to
the pricing equation; this suggests that {4.5) is indeed more descriptive of the data than
the aggregate supply relation (4.6). This would suggest that the stochastic disturbances
to this aggregate supply relation, which require Roberts (1995) to add additional terms to
his estimated equation and to estimate it using instrumental variables, represent mainly
disturbances to the real marginal cost schedule, rather than disturbances to the pricing
relation (4.5).

Despite the impressive success of this simple model as an explanation of much of the
cyclical variation in prices relative to labor costs, there is some reason to doubt that this
model of markup variation is completely adequate. In particular, the implication that the
output effect of supply shocks is muted in sticky price models is problematic given that,
as suggested by Hamilton (1983) economic activity has tended to fall in the aftermath of
pre-1986 oil price increases. If the principal effect of oil price increases is to increase marginal
costs, then a sticky price model (by implying that prices should rise less than the increase

in marginal costs, so that markups fall) will imply even less of a contraction of equilibrium
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output than one should expect in the case of a flexible-price model. However, the size of the
observed contractionary effects of oil price shocks on the U.S. economy is already rather larger
than makes sense under competitive pricing, owing the relatively small share of energy costs
in total marginal costs of production. For this reason, Rotemberg and Woodford (1996b)
propose that oil price increases lead to increases in desired markups. With this motivation,

we turn to a brief review of models where desired markups vary.

4.2 Variations in Desired Markups

For simplicity, in this section we assume completely flexible prices. We also simplify by
making all firms fully symmetric so that, in equilibrium, they all charge the same price. A

number of types of theories of this kind have been considered in the literature.

Varying Elasticity of Demand.

Probably the simplest and most familiar model of desired markup variations attributes
them to changes in the elasticity of demand faced by the representative firm. There are
two important ways in which one might allow for variations in the elasticity of demand at a
symmetric equilibrium where all relative prices are equal to one.

The first is to suppose that the utility and/or production functions that define buyers’
preferences over differentiated goods are not homothetic, so that changes in aggregate pur-
chases Y; change the elasticity of demand. This is not an entirely satisfactory assumption,
however, because it is unappealing to assume that growth should lead to secular changes in
the elasticity of demand and in markups. One may, however, avoid this implication by com-
plicating the model, for example by assuming that growth is associated with an increase in
the number of differentiated goods rather than any secular increase in the scale of production
of any individual goods

A more appealing way of obtaining changes in this elasticity is to follow Gali (1994)
and Heijdra (1995) and assume that there are several different kinds of purchasers.”™ Each
of these purchases all of the goods that are produced, but the different types each have a

different preferences over differentiated goods. Suppose, for example, that two groups 1 and
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2 each care only about the amount they obtain of a composite good defined by a symmetric,
homogeneous degree one aggregate of all goods purchases, but that the aggregator functions
H, and H, are different for the two groups. Then the demand for good ¢ by group j can be
written as Y;,D;(P}/P;,) where Yj, is the quantity purchased by group j of its composite
good, and P, is the price of that composite good (a homogeneous degree one index of the

individual goods prices). Total demand for good i is then

Vi = Dy(£E) i+ Do o) ey (4.7

1t 2.t

where D;{1) = 1 for both groups. At a symmetric equilibrium, all prices are the same and
the amount purchased of each good is the same, so that Y}, is simply the amount purchased
of each good by group j. The elasticity of demand at a symmetric equilibrium is then found

to be
Yie

Y+ Yo,

Therefore, an increase in the share of group 1 purchases in total purchases makes the

ZtD;_(].) “+ (1 — Zt)D;(].) \Vhere Zt

overall elasticity of demand more similar to D/, the elasticity of the demand by group 1. An
important feature of business cycles is that, as noted in Campbell (1987) and Cochrane and
Sbordone (1988), the ratio of consumption to GDP is high in recessions and low in booms.
Exactly the converse behavior applies to the ratio of investment to GDP. Thus, as Gali
(1992) points out, the assumption that firms have more elastic demands than consumers can
provide one explanation for countercyclical markups. Moreover, an exogenous increase in
the fraction of output demanded for investment purposes would increase y*.

Another variable that varies more cyclically than GDP is the purchase of durables. This
has led Bils (1989) and Parker (1996) to argue that increased purchases of durables in booms
reduce markups in these periods. This idea is closely related to a proposal of Robinson (1932).
who argued that people who purchased durables in downturns were predominantly replacing
durables that had ceased functioning and that, as a result, demand in downturns was less
elastic than demand in booms, which consisted largely of demand by new purchasers.

To ensure that a story of this sort also leads to reduced markups when the government
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expands its own purchases of goods and services, as would be needed in order to account
for the expansionary effects of government purchases other than through an effect on labor
supply, one must assume that the government has a relatively elastic demand.” The main
disadvantage of this general type of explanation is that aggregate demand, as such, has no
direct role in lowering markups and thereby increasing output. Rather, it is the composition
of demand that affects aggregate output; increases in aggregate demand only raise output
if they happen to shift demand towards sectors with more elastic demand. This means
that at least some kinds of disturbances that increase some important component of current
spending must be contractionary rather than expansionary (e.g., an increase in consumer

demand, in Gali’s model). It is hard to think of empirical support for this kind of prediction.

Customer Markets.

An alternative class of models, that gives variations in aggregate demand a more direct
role, is intertemporal models of markup variation, in which what matters is not the compo-
sition of demand at present, but rather the how current sales compare to expected future
sales. Probably the best-known model of this type is the “customer market” model of Phelps
and Winter (1970).

The customer market model is a model of monopolistic competition, in that each firm
maximizes profits with respect to its own price (markup) taking the price (markup) of all
other firms as given. But it differs from the standard model of monopolistic competition
(e.g., the model of Dixit and Stiglitz (1977)) in introducing a dynamic element into the
response of demand to prices. A firm that lowers its current price not only sells more to its
existing customers, but also expands its customer base. Having a larger customer base leads
future sales to be higher at whatever price is charged then. One simple formulation that
captures this idea involves writing the demand for firm i at time ¢ as

vi=Yo(B)mi <0, n1)=1 (48)
He
where g is the markup of price over marginal cost implicit in the price charged by firm i

at time ¢, and the “market share” m! is the fraction of average demand Y; that goes to firm
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¢ if it charges the same price as all other firms. The market share depends on past pricing
behavior according to the rule

My = 9(%)#& g <0, g1)=1, (4.9)

so that a temporary reduction in price raises firm :’s market share permanently.

Equations (4.8) and (4.9) are intended to capture the idea that customers have switching
costs, in a manner analogous to the models of Gottfries (1986), Klemperer (1987), and Farrell
and Shapiro (1988).77 A reduction in price attracts new customers who are then reluctant
to change firms for fear of having to pay these switching costs. One obvious implication
of (4.8) and (4.9) is that the long run elasticity of demand, i.e., the response of eventual
demand to a permanent increase in price, is larger than the short run elasticity of demand.
In our case, a firm that charges a higher price than its competitors eventually loses all its
customers, though this is not essential for our analysis.

The firm’s expected present discounted value of profits from period ¢ onward is thus

L i i—1 i
B3 s (B (B T o )

7=0 Hitj t+7 oo Mtz

Firm ¢ chooses u} to maximize this expression, taking as given the stochastic processes {1}
and {Y;} that define aggregate demand conditions. Therefore
1 NI
Yir{— )+ ' (—
(1) v () [
j-1

i o0 i1 i ;
I(5)E Y Ry Yos [P To(32) =0 a0

|+

where subscripts denote partial derivatives. At a symmetric equilibrium where all firms
charge the same price, each has a share m¢ = 1, and g equals one in all periods. So the
expectation term in (4.10) is equal to the common present discounted value of future profits,
which we denote by X;. Solving (4.10) for the markup, we obtain

7'(1)
L+7/(1) +g'(1)3

pe = u(Xt/Y3)

(4.11)
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Because #'(1) and ¢'(1) are both negative, the derivative of ¢ with respect to X/Y is
negative.” An increase in X/Y means that profits from future customers are high relative
to profits from current customers so that each firm lowers its price in order to increase its
market share. Thus, in this model, expansionary fiscal policy (which raises real interest rates
and thus lowers X/Y) raises markups and lowers output.”® On the other hand, this is a
model that can potentially amplify the expansionary effects of loose monetary policy in the
presence of sticky prices. The reason is that loose monetary policy lowers real interest rates
if prices are rigid and this raises X/ .50

A rather different view of the determinants of markups and output is obtained if the cus-
tomer market model is combined with the assumption that financial markets are imperfect,
as in Greenwald, Stiglitz and Weiss (1984) and Gottfries (1991). With imperfect capital
markets, shocks that raise the shadow cost of funds by making it more difficult to borrow
(such as reductions in asset values that lower the value of firm’s collateral) can lower X/Y
and thereby lower output.

Chevalier and Scharfstein (1995, 1996) provide some evidence for this finance-constrained
version of the customer market model. Chevalier and Scharfstein (1996) consider pricing by
supermarkets and pay particular attention to the prices charged in states hit hard by the oil
price decline of 1986. They ask whether, within these oil states, supermarkets that belonged
to national chains (and who thus could rely on externally provided cash to some extent)
lowered their prices relative to those of local supermarkets, who were presumably more
strapped for cash. They find that they do suggesting that national supermarkets were more
willing to invest in customers at this point, presumably because they had lower discount rates
as a result of their access to cash. Chevalier and Scharfstein {1995) shows more generally that
industries with a relatively large fraction of output produced by small firms tend to have more
countercyclical markups if one controls for total concentration. The idea is that small firms
have less access to capital markets and so should be more strapped for cash in recessions.
This induces them to invest less in customers and raise their markups in recessions. The

control for concentration creates problems of interpretation because, as discussed further
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below, highly concentrated sectors {(in which large firms are clearly important) have more

countercyclical markups.

Implicit Collusion.

An alternative intertemporal model, where the same variable X/Y again turns out to be
the crucial determinant of the equilibrium markup, is the implicit collusion model presented
in Rotemberg and Woodford (1992). We consider an economy with many industries, each
of which consists of n firms. The n firms in each industry collude implicitly in the sense
that there is no enforceable cartel contract, but only an implicit agreement that firms that
deviate from the collusive understanding will be punished. On the other hand, the firms
in each industry, even when acting in concert, take other industries’ prices, the level of
aggregate demand, and the level of marginal cost as given. Abusing the language somewhat,
we can view industries as monopolistic competitors in the usual sense, while the firms within
each industry collude implicitly.

Keeping this distinction in mind, we write the demand for firm ¢ in industry j as
3 (HE R -
Y/ =%D(=~,...,%~) Dl..1)=1 (4.12)

The function D' is symmetric in its first n arguments except the ith, and the functions D’
(for i = 1,...,n) are all the same after appropriate permutation of the arguments. The
resulting profits of firm 7 in industry j if all other firms in the economy charge a markup z;

and it charges a markup u? are

19 ) = (Ao () (4.13)

If the firm goes along with the collusive agreement at ¢ and charges the same markup
as all other firms, it gets IV (e, pr) which we denote by If(1,)Y;. If it deviates and the
punishment is as strong as possible, it earns some higher profits at ¢ but it can expect to
earn a present value of zero thereafter. In this case, a deviating firm simply maximizes
(4.13) with respect to u and its resulting profits are I1%(y,)Y;. It is easy to show that the

difference IT¢(p;) ~T1¢(1,) is increasing in g,. Intuitively, it should be clear that this difference
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is zero at the markup that corresponds to the equilibrium where each firm behaves like a
monopolistic competitor and takes other firm’s prices as given. If firms in the industry charge
higher markups, deviating by cutting prices is more attractive. Because this difference is
increasing in the markup, a profit maximizing collusive oligopoly which is unable to sustain
the monopoly outcome for the industry will agree upon a markup that keeps firms just
indifferent between charging the collusive markup and deviating. Such a collusive optimum

implies that

X
Hf(,ut) — I (pe) = —)}f (4.14)
This equation can again be solved for an equilibrium markup function of the form u, =

(X /Ye).

In Rotemberg and Woodford (1992) we give the conditions under which there exists an
equilibrium where (4.14) is binding near a deterministic steady state. Because the left hand
side of {4.14) is increasing in the markup g, the equilibrium markup is increasing in X/Y.
An increase in X, the expected present value of future collusive profits, makes firms want
to go along with the collusive price so that this price can be higher. An increase in current
output, by contrast, tends to reduce the markup that can be sustained without breaking the
collusive agreement. The result is that tight fiscal policy, which raises real interest rates,
raises markups and lowers output. Temporary oil price increases also raise X relative to Y
and thus also reduce output according to this model.

Rotemberg and Woodford (1991) provide evidence that, if asset price data are used to
compute X, markups are not just decreasing in Y but are also increasing in X, This fits well
with the finding of Galeotti and Schiantarelli (1995) that markups fall when the expected
rate of growth of output is high. Such a high rate of growth raises X since profits are
procyclical and this should lead to an increase in markups according to this model.

A striking confirmation that high levels of X raise current markups is provided by Boren-
stein and Shepard (1996) in their analysis of retail gasoline markets. Their analysis looks
at retail gasoline prices in 59 cities over 72 months and takes advantage of the fact that

the relationship between expected future demand and current demand varies across cities
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because they experience different seasonal cycles. Similarly, there are cross city differences
in expected future costs. Borenstein and Shepard show that, consistent with this model,
high expected future demand and low expected future costs, both of which raise X, raise
current markups. A similar finding, though the evidence in this case is so weak that one
cannot reject the hypothesis of no effect, is reported by Ellison (1994). He shows that a
railroad cartel operating in the 1880’s, the Joint Executive Committee, tended to have low
prices when demand was low relative to expected future demand.

The dependence of markups on X leads Bagwell and Staiger (1995) to conclude that
this model actually implies procyclical markups. This conclusion follows from identifying
booms with periods where the rate of growth of output is high and identifying recessions with
periods where the rate of output growth is low. Given that the rate of growth of output is
positively serially correlated, periods where output growth is high are actually periods where
a crude computation of X/Y (one that only took note of the positive serial correlation of
output growth) is high and the conclusion follows. As noted by several authors (see Evans
and Reichlin (1994), Rotemberg and Woodford (1996) and the papers cited therein) there
are variables other than current output growth that are useful for forecasting future output
growth. As Evans and Reichlin (1994) and Rotemberg and Woodford (1996) show, once these
other variables are taken into account when computing expected output growth, recessions
as defined by the NBER are actually periods where expected output growth is high. Once
this is recognized, the model does indeed predict that markups should be high in periods
that are generally regarded as recessions.

Because past output growth is nonetheless also somewhat useful in forecasting future
output growth, it follows that expected output growth just after business cycle troughs (when
output has already started to increase) is higher than expected output growth just before
these troughs. Thus, X/Y is higher just after business cycle troughs than just before. The
model is thus consistent with some interesting observations made by Baker and Woodward
(1994). They compare the price charged by firms some time before an industry trough (the

reference month) with the price charged after the trough in the first month in which output
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is no smaller than output in the reference month. They report that, for some industries,
the latter price is much greater than the former. Moreover, the size of this price increase
is larger in more concentrated industries. This suggests that concentrated industries, where
this theory is more likely to apply, are ones where the markup is more likely to vary positively
with X/Y.

One open question about this model (and the customer market model) is whether they
can explain the reduction in inputs that seems to accompany periods of genuine technical
progress. What determines which of these two models can explain this fact is whether
genuine technical progress raises or lowers X/Y. If the progress raises mainly output in the
future, one might expect X to rise relative to ¥ except that this effect might be offset by
an increase in the rate of interest (which reduces the present value X). If X/Y nonetheless
rises with technical progress, the implicit collusion would also imply that such shocks tend
to raise markups and reduce output relative to what would occur under frictionless perfect

competition.

Variable Entry.

A final theoretical reason for markups to vary with cyclical variables is that entry is
procyclical. An advantage of this explanation is that it is undoubtedly true that more new
firms incorporate in booms, as noted by Chatterjee, Cooper and Ravikumar (1993} for the
United States, and documented by Franck (1995) for France. Moreover, as long as profits
are procyclical, it makes sense that entry should be procyclical. As we saw in section 3,
such procyclical profits are possible even if output fluctuations are entirely due to changes
in markups, rather than to shifts in the real marginal cost schedule.

Suppose that, as in Chatterjee, Cooper and Ravikumar (1993) or Portier (1995) firms
behave in Cournot fashion so that each industry contains several firms producing perfect
substitutes and these firms take the output of all other firms as given when deciding on their
own level of output. In this model, the addition of new firms cause markups to fall.®?' The

biggest problem with this explanation for countercyclical markups is that technical progress
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would lead markups to fall both in the short run and in the long run. As long a technological
progress does not increase the fixed cost @, such long term progress increases the number of
firms and thereby reduces markups.

One way of avoiding this difficulty is to assume that entry simply leads to an increased
number of goods being produced by monopolistically competitive firms, as in Devereux,
Head and Lapham (1996) or Heijdra (1995). These authors assume that the monopolistically
competitive firms produce intermediate goods that are purchased by firms which combine
them into final goods by using a Dixit-Stiglitz (1977) aggregator. The result is that increased
entry does not change the ratio of price to marginal cost. It does, however, reduce the price
of final goods relative to the price of intermediate goods, because final gods can be produced
more efficiently when there are more intermediate goods. This reduction in the price of final
goods effectively raises real wages and, particularly if it is temporary, leads to an increase
in labor supply. Thus, Devereux, Head and Lapham (1996) show that, in their model, an
increase in government purchases raises output together with real wages. The increase in
output comes about because the increased government purchases make people feel poorer
and this promotes labor supply; this results in a shift out of the real marginal cost schedule.
The real wage in terms of final goods then rises because of the increase in the number of

intermediate goods firms.

4.3 Interactions Between Nominal Rigidities and Desired Markup
Variations

Finally, we briefly consider the possibility that markups vary both because of delays in price
adjustment and because of variations in desired markups, for one or another of the reasons
just sketched. This possibility is worth mentioning because interactions between these two
mechanisms of markup variation sometimes lead to effects that might not be anticipated
from the analysis of either in isolation.

For example, variations in desired markups may amplify the output effects of nominal

rigidities, and further slow down the adjustment of prices, even if the corresponding model

84



of desired markup variation would not imply any interesting effects of monetary policy in the
case of flexible prices. To illustrate this, let us consider again the discrete-time Calvo model
of section 4.1, but now drop the assumption that the function D has a constant elasticity
with respect to the relative price. In this case, log-linearization of (4.2) yields

J

E; i(aﬁ)j {[i: — D" o] — [ + étﬂ-]} =0, (4.15)
7=0

as a generalization of (4.3), where 27%* denotes the percentage deviation of the desired markup

€

des Dt
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from its steady-state value. The elasticity ep, and hence the desired markup, is a function
of the relative price of the given firm 4, or equivalently of the firm’s relative sales Y*/Y.
Letting the elasticity of the desired markup with respect to relative sales be denoted &£, we

obtain
J j
Z Totk) ut+] + Ct+_1] = (1+¢&ep)[E Z 0 +k] — Ct+j; (4.16)
k 1 =

as a consequence of which (4.15) implies an equation of the same form as {(4.3), but with the

-1

variable & replaced by (1 + £ep)~'é each period. This in turn allows us to derive again an

equation of the form (4.5), except that now

1 (1-af){l-0q)
1+&ep o .

K (4.17)

A number of authors have proposed reasons why one might have £ > 0, i.e., an elasticity
of demand decreasing in the firm’s relative price. Kimball (1995) shows how to construct
aggregator functions that lead to arbitrary values of £& Thus, this model can rationalize
extreme price stickiness even when the fraction of firms that change prices is relatively high.
Woglom (1982) and Ball and Romer {1990) suggest that search costs provide an alternative
rationale for a positive £&. The idea is that search costs imply that relatively small price
increases lead many customers to depart while small price reductions only attract relatively
few customers. A smoothed version of this kinked demand curve gives the variable elasticity

just hypothesized.
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Equation {(4.17) implies that £ > 0 makes x a smaller positive quantity, for any given
assumed average frequency of price changes. This affects the parameters of the markup
equation (4.5), and hence the aggregate supply curve (4.6), in the same way as would a
larger value of @.% In particular, it implies that a given size permanent increase in nominal
aggregate demand (due, for example, to a monetary policy shock) will result in both a larger
and a more persistent increase in output. Thus allowing for variation in desired markups of
this kind can increase the predicted real effects of monetary policy (including the size of the
countercyclical markup variations caused by monetary shocks).

To gain some intuition for this result, imagine an increase in aggregate demand which
increases marginal cost by increasing the demand for labor by firms whose prices are fixed.
A firm which is free to change its prices would thus choose a price above that charged by
other firms. If having a price that is relatively high implies that demand is relatively elastic,
then such a firm would have a relatively low desired markup and would choose a price that is
not far above the one charged by firms with fixed prices. The effect of this is that prices do
not rise by as much on impact so that output increases by more. In subsequent periods, the
same logic leads those who firms who can change their prices to raise them to only a limited
extent. Thus, the effects of the increase in nominal aggregate demand are drawn out.

This occurs despite the fact that the hypothesis of a demand elasticity decreasing in a
firm’s relative price does not, by itself, provide any reason for monetary policy to have real
effects. Indeed, under the hypothesis that all prices are perfectly flexible, it provides no
reason for equilibrium markups to vary at all. For with flexible prices, we would expect a
symmetric equilibrium in which all firms’ prices are always the same, so that the elasticity
of demand faced by a firm (and hence its desired markup) would never vary in equilibrium.
Thus this hypothesis is much more interesting, both as an explanation of markup variations
and as a channel for real effects of shocks other than cost shocks, when combined with the
hypothesis of nominal price rigidity than it is on its own.

It is also interesting to note that this hypothesis requires that desired markups be low

when the firm’s relative price is high, i.e., when its own sales are low relative to those of
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its competitors. Thus, its desired markups are positively correlated with its own output
relative to that of its competitors. At the firm or industry level, one might well observe
procyclical markups, if one measures the correlation with own output; yet as shown above,
the hypothesis is one that can increase the size of the countercyclical markup variations at
the aggregate level that occur as a result of aggregate demand variations.

Inflation, search and markups are also linked in the work surveyed in Benabou (1992).
The idea in this research is that price rigidity in the face of inflation leads to more price
dispersion and this price dispersion makes search generally more valuable to consumers. This,
in turn, makes demand more elastic for all producers and thus exerts downwards pressure
on markups. This theory implies that inflation ought to be generally negatively related to
markups. As Benabou (1992) shows, this implication is confirmed in U.S. data on the retail
trade sector.

Variations in desired markups that are uniform across goods (rather than depending on
firms’ relative demands) also interact in interesting ways with nominal rigidity. For example,
Kiley {1997) develops a model which combines staggered price-setting with Gali’s (1994)
assumption of differential demand elasticities for consumption and investment purchases.
Monetary expansions then increase investment disproportionately and this temporarily low-
ers desired markups for all firms. This means that firms that revise their prices do not raise
them as much as they otherwise would (given the increase in marginal cost} so that output
rises more. This mechanism increases the degree of strategic complementarity among differ-
ent firms pricing decisions. If other firms raise their prices less, a given change in nominal
rates (or in the money supply) has a bigger effect on real rates of interest thereby affecting
investment demand more. This, in turn, implies that any given firm wants to raise its price
by less. The greater degree of strategic complementarity implies a slower adjustment of the
aggregate price level and hence a more persistent effect of the monetary expansion. Thus,
while Gali’s (1994) model of markup variation does not directly imply that monetary shocks
affect output, it increases both the size and the persistence of the output effects of monetary

disturbances in the presence of sticky prices.
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These illustrations demonstrate that a combination of endogenous variation in desired
markups and price stickiness can yield further channels through which disturbances other
than cost shocks affect the level of economic activity. This relatively unexplored topic surely

deserves further research.

5 Conclusions

The main benefit of allowing for markup variations is that it expands the range of types
of disturbances that can affect aggregate economic activity.83  Without variable markups,
output can only increase if real marginal cost falls, for example due to a change in the effective
labor supply to firms, or as a result of technological progress. With variable markups,
monetary and fiscal shocks can have effects other than those that result from changes in the
real wages at which workers are willing to work. In addition, the output effects of certain
supply shocks (like variations in the rate of technical progress) may be muted, while other
supply shocks (such as oil price increases) can lead to larger output movements.

This rich set of possibilities arises from consideration of a number of different models of
variable markups. But it is not clear yet whether there is a single unified model that can
make sense of the way all the major macroeconomic shocks affect output. Each of the models
we have considered, on its own, seems unable to account for all the facts. In particular, as
we have already suggested, the pure sticky price model cannot easily explain the strong
effects of oil price increases. The implicit collusion model, on its own, tends to imply that
insofar as monetary contractions raise real rates of interest, they should raise rather than
reduce output. The customer market model seems to require financial market imperfections
to explain the expansionary effects of fiscal stimuli. And it is not clear even then whether
it is able to explain the effect of oil and technology shocks on the economy. Thus, the task
of constructing a unified model of variable markups that explains the effect of all the shocks
we have considered remains to be carried out. Models that allow for interaction between
sources of variation in desired markups with additional variation in actual markups due to

delays in price adjustment would seem an important area for further study.
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Much research remains to be done on the measurement of markup variations as well.
First, as we have seen, measurements of markup variations and of the extent to which output
fluctuations can be attributed to them depend on the details of the production structure. For
example, they are extremely sensitive to the presence of adjustment costs for employment.
While the existence of such adjustment costs is probably not controversial, their exact form
and precise magnitude is far from having been settled.

One’s estimate of markup variations also depends on aspects of labor markets about
which we are less certain. In particular, we do not know precisely how compensation of
existing employees varies when there is less work to do in recessions. Indeed, one of our
better estimates of this derivative of compensation with respect to productive effort (due
to Bils, 1987) is based upon an estimate of the cost of adjusting employees (together with
the assumption that firms minimize costs so that the cost of an additional effective hour
of effort is equalized across these two margins). But perhaps the hardest problem is that,
particularly outside the United States, we are not sure to what extent firms can simply take
the wage that they pay per unit of effort as a parameter outside their control and to what
extent this wage is the result of bargaining between workers and employees. In this latter
case, the connection between the real wage and the marginal product of labor depends also
on the character of this bargaining, as emphasized by Blanchard (1997) in his discussion of
markups in Europe. Thus, while we have treated the ratio of the marginal product of labor
to the (marginal) wage as equal to the markup, this inference is not necessarily correct if
workers and firms bargain over both the level and the terms of employment. Product market
considerations of the sort we have emphasized would stil] play a role in such a setting, but

measuring the effect of these product market distortions becomes much harder.
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Footnotes

1. Many authors instead define the “markup” or “price-cost margin” as (P — M C)/P. The
two quantities are obviously monotonic transformations of one another.

2. For example, in the case of a competitive industry, the industry supply curve is simply
given by P; = Pc(y;). An increase in industry demand results in a movement up this curve,
to a higher relative price as well as higher output.

3. This view of the role of markup variations in accounting for aggregate fluctuations is
also one with a long history; two early proponents were Robinson (1932) and Kalecki (1938).
4. See Rotemberg and Woodford (1995) for further discussion of several of the leading
models, with greater attention to the structure of general equilibrium models incorporating
these mechanisms, and to issues such as calibration and numerical solution of such models.
5. Well-known proposals include nominal wage rigidity, as in Keynes (1936), as a result
of which inflation lowers the real wage and hence real marginal cost; and variations in the
household labor supply schedule due to wealth effects and intertemporal substitution effects,
as in Barro’s (1981) analysis of the effects of government purchases. Evaluation of their
importance is beyond the scope of this survey, though it is important to remember that
these proposals require that real wages fall (by as much as the marginal product of labor)
for output to expand.

6. The crucial role of markup variations in explaining the real effects of purely nominal
disturbances is stressed in particular by Kimball ( 1995).

7. Note, however, that the studies of individual industries discussed in section 2.4 do
attempt to measure industry markups, rather than levels of real marginal cost.

8. Here and below, we use the notation Fiy to mean the partial derivative of F with respect
to its second argument, the effective labor input zH, rather than with respect to H.

9. Kydland and Prescott, 1988; Solon et al.,, 1994. This is not true of all industry wages,
however. See Chirinko (1980), Rotemberg and Saloner (1986) and Solon et al. (1994). For

a review of this issue, see Abraham and Haltiwanger, 1995.
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10.  The ratio of price to unit labor cost is also used as an empirical proxy for the markup
in studies such as Phelps (1994).

11. The denominator is thus obtained by adding depreciation (the difference between GNP
and NNP) to the conventional concept of “national income”.

12. OQur sample stops in 1993 because, at the time these calculations were made, the
pre-1960 data were not comparable to the more recent revised NIPA data. The results from
1970 onwards were the same for the two data sets, however.

13. For further discussion of the properties of this filter, see King and Rebelo (1994).

14.  We also considered labor shares detrended with a linear trend. This had only a
negligible effect on our results.

15.  As is true of all the results of Table 2, similar results obtain when we use detrended
hours as our cyclical indicator.

16.  Once we depart from the assumption of constant returns to scale, it is important to
distinguish between firm production functions and the relation that exists between aggregate
inputs and outputs. We now assume that each firm is the sole producer of a differentiated
good, so that the overhead costs cannot be reduced by simply concentrating all production
in a single firm. In a symmetric equilibrium, where the same quantity is produced of each
good using the same factor inputs, then this equation also indicates the relation that exists
among aggregate output and aggregate factor demands.

17.  There are other ways of modeling increasing returns. In particular, one might sup-
pose that marginal cost declines with output; an econometric specification of this kind is
estimated, for example, by Chirinko and Fazzari (1994). The notion that marginal cost
declines with output is problematic, however. For many firms, increasing output involves an
increase in either the number of machines that are employed or an increase in the number
of hours for which a given number of machines are used. Both of these seem inconsistent
with declining marginal cost since more efficient machines would presumably be used first.
More generally, firms whose technology has a declining marginal cost over some range would

benefit by bunching production so that their plants are idle some of the time, and output,
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when positive, is always at a level sufficiently large that marginal cost is not declining in
output.

18. Here we assume that the overhead labor requirement is acyclical. This depends upon
an assumption that entry of either firms or plants is slow, as in Rotemberg and Woodford
(1995) and Ambler and Cardia (1996), and so can be neglected at business cycle frequencies.
The consequences of variable entry are considered further below, in section 3.

19.  Rotemberg and Woodford {1991) use a variant of this method to construct series
for markup changes using aggregate U.S. data. Assuming an average markup of 1.6 and
an elasticity of substitution equal to one (their baseline case), they find that markups fall
by about one percent when hours increase by one percent. The constructed markup series
is also strongly negatively correlated with fluctuations in aggregate hours worked. Portier
(1995) uses the same method on French data, and assumes an average markup of 1.373 and
an elasticity of substitution equal to one. His estimates imply that a one percent increase
in GDP is associated with about a 1.5 percent reduction in markups. Thus markups would
appear to be more counter-cyclical for France (a finding that is especially striking given the
lower assumed returns to scale).

20. One might ask, if such costs exist, why firms do not minimize costs by hiring all of the
time of those employees that they hire at all. The answer must be that firms face a wage
schedule that is not simply linear in the number of hours worked by a given employee, as
discussed below. Note that this hypothesis about individual wages is of no consequence for
the marginal cost calculation considered in this paragraph.

21. A marginal wage that is increasing in the number of hours hired is, for example, allowed
for in such studies as Abel (1978), Shapiro (1986), Bils (1987), and Basu and Kimball (1994).
22. This conclusion depends upon an assumption that only person-hours enter the produc-
tion function, rather than employment or hours per employee mattering separately.

23. The fact that V(H) is modeled as a fraction that rises continuously with H, rather than
being zero for all H < 40 hours per week and one for all H > 40 hours per week requires

that not all employees work the same number of hours. The nature and consequences of this
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heterogeneity are not explicitly modeled.

24. This average elasticity is slightly smaller than the elasticity of 1.6 indicated by the
figures given in the text relating to an increase from 40 to 41 hours per week.

25. Bils studies the variations of production-worker hours in manufacturing, and computes
the marginal cost of increasing output through an increase in production-worker hours only,
holding other inputs fixed, including non-production-worker hours. Thus in (2.9), sy refers
to fluctuations in the share of production-worker wages. Because he assumes a production
function which is isoelastic in production-worker hours, holding fixed the other inputs, a =0
in his calculations.

26. His cyclical indicator is the difference between current production-worker employment
and a moving average of that series. Note that Bils does not assume, as in the simple
analysis above, that employment is fixed in advance and that all short-run variation in hours
occurs on the hours-per-employee margin. In fact, in his “second method” of computing
the cyclical variability of the marginal wage, he explicitly considers substitution between the
employment and hours-per-employee margins.

27. This assumption is more appealing in the case that H is interpreted to refer solely to
production-worker hours, as in Bils’s (1987) work, rather than total hours.

28. In this equation, sg refers to wH/PY as before. In order for this to correspond to labor
compensation as a share of value added, one must assume that the adjustment-cost inputs
are not purchased from outside the sector of the economy to which the labor-share data
apply. However, to a first-order approximation, it does not matter whether the adjustment
costs are internal or external, as discussed below.

29. More generally, we shall use the notation v, to denote the growth rate x;/x;_;, for any
state variable z.

30. Even though they allow for costs of changing employment, Askildsen and Nilsen
(19970 do not find any industries with countercyclical markups in their study of Norwegian
manufacturing industries. However, their adjustment-cost parameter is often estimated to

have the wrong sign and one would expect the markups computed on the basis of these
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estimates to be procyclical.

31. Bils and Cho (1994) assume a convex cost of adjusting the employee-to-capital ratio,
interpreting this as a cost of changing the organization of production, rather than a cost of
hiring and firing employees. Because most variations in the employment-to-capital ratio at
business-cycle frequencies are due to variations in employment, the consequences of such a
specification are similar to those of the more familiar assumption of convex costs of changing
the number of employees.

32.  Studies that estimate separate adjustment costs for variations in employment and in
the number of hours worked per employee, such as Shapiro (1986), tend to find insignificant
adjustment costs for hours.

33. Bils is able to estimate this equation by assuming parametric functional forms for the
functions W'(h) and ¢(vy), and assuming that «, is a constant multiple of the straight-time
wage. He also notes that the term w, should refer not simply to the average hourly wage, but
to total per-employee costs divided by hours per employee; the numerator thus includes the
costs of other expenses proportional to employment but independent of the number of hours
worked per employee, such as payments for unemployment insurance. In fact, identification
of the parameters in (2.17) is possible only because w; is assumed not to be given by a
time-invariant function W(h,)/h,, but rather by (W(he) + F,)/h,, where the shift term F
representing additional per-employment costs is time-varying in a way that is not a function
of h,.

34. Of the remaining hours paid for, according to survey respondents, about two-thirds
represent an increase in employee time devoted to non-production tasks, while the other
third represents an increase in employee time that is not used at all. Fair (1985) offers
corroborating evidence.

35.  Models in which output fluctuations result from changes in firms’ desired markups
can also explain why labor hoarding should be counter-cyclical, as is discussed further in
section 2.3. At least some models in which fluctuations in output result from shifts in the

real marginal cost schedule have the opposite implication: periods of low labor costs should
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induce increases both in the labor force employed in current production and in the labor
force employed in maintenance tasks.

36. For example, models of variable effort are sometimes referred to as models of “labor
hoarding”, as in Burnside et al. (1993).

37. They provide evidence of a statistical correlation between hours per worker and other
proxies for capital utilization. Their econometric results are consistent with an assumption
that capital utilization is proportional to hours per employee, a result that also has a simple
interpretation in terms of a common work-week for all inputs. On the other hand, as Basu
and Kimball (1994) note, this correlation need not indicate that firms are forced to vary the
two quantities together.

38. More generally, belief that A should take a significant positive value, perhaps on the
order of one, reduces the significance of variations in 7 as a contribution to implied markup
variations, since both y and h are strongly procyclical. It is not plausible, however. to
suppose that A should be large enough to make § — M a si