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1. Introduction

This paper provides estimates of the level and distribution of
private value of patent rights to inventors in selected technology
areas using West German' patent data. The results may be useful
in addressing two different sets of questions. First, in many areas of
economic research one would like a measure of innovatio. Studies
of the relative efficiency of government, private or academic R&D
in the production of economically useful ideas; studies of spillovers
or agglomeration effects on R&D; and attempts to understand the
impact of innovation on growth and productivity are but a few
examples. Patent counts have often been used in such research as
one of the only observable, direct indicators of innovation occuring.
However, it has long been recognized that the private and social
value of innovation represented by a single patent varies widely (a
contention supported by the results of this paper). This noise
component of the patent count indicator has posed a significant
obstacle to empirical analysis using patent data. Here, estimates
derived from the model are used to construct a weighting scheme for
patent counts based on the number of years that a patent is
renewed. This removes 39 to 56% of the variance in value found in
simple count data. Assuming that patent value is related to the
value of the underlying innovation, such a weighting scheme can be

used to improve the noise to signal ratio of patent counts as a

‘Throughout, German and Germany refer to the Federal
Republic of Germany before re-unification.



measure of innovation.

The results of the paper are also useful in understanding the
role of patent systems and, in particular, for considering potential
reforms. Patent rights are created by states largely to improve the
incentives to innovate in the face of a market failure - the public
good nature of information. Given this policy goal it is of interest
to be able to quantify the magnitude of the benefits generated by
the patent system. For instance, disagreement over the size of
benefits was at the heart of the debate in the United States initiated
by the pharmaceutical companies’ claim that they no longer
benefitted sufficiently from patent protection because the number of
years between FDA new drug approval and the maximum patent
term left them with too few years of monopoly sales. This debate
resulted in the Pharmaceutical Extension Act of 1984 in the United
States (and similar legislation in Japan). More recently, in
discussions surrounding the Uruguay Round of GATT talks,
multinational firms (and their national trade representatives) have
claimed large losses due to weak protection when pressing
developing countries to strengthen their intellectual property
regimes. Independent evidence regarding the value of patent

protection’, such as that presented here, would improve the

“The value of protection measured here is the incremental
returns obtained from an innovation over and above those
obtainable using the method of appropriation which is the next best
given that the inventor has applied for a patent. The value of the
patent system is the incremental returns obtained with patent
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empirical base upon which such issues are resolved.

Specific parameter estimates of the model also have
interesting implications. For instance they indicate that patentees in
some technologies are better able to defend their legal rights, that
the development period (D as opposed to R) is essentially
completed within 7 years, and that there is a fairly rapid rate of
obsolescence of innovations. There is little other large sample

empirical evidence on these points.

The estimation is based on two simple observations. First,
a patentee must pay an increasing annual renewal fee to keep his
patent in force. These range from 133 1975 DM for the 3rd year to
3,050 for the 20th and final year. The second observation is that

protection over and above those obtainable using the next best
method available before application. There are two reasons why the
ex-post and ex-ante best alternatives may differ. Ex-post, secrecy is
no longer a viable option due to the disclosure requirement. On the
other hand, the ability to appropriate returns via
marketing/brandname power may be enhanced with time as a
patentee monopolist. The importance of these two factors
determines whether the value of protection as estimated here from
renewal data is larger or smaller than the value of the patent system
as a protective mechanism. (Patents may be valuable quite apart
from their role enhancing appropriability because they allow
information about innovative success to be publicized without
constraint. This may make a positive contribution to the profits
derived from an innovation insofar as publication improves employee
morale, increases stock prices and improves the ability to obtain
external finance.)
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most patents (65-95%) are not renewed for the maximum number
of years. Assuming maximizing behavior, the decision to renew in
a given age depends on the returns to protection in that age plus
(since non-renewal is permanent) the expected value of maintaining
the option to continue in the future. A dynamic stochastic discrete
choice model is developed and, in conjunction with renewal fee
schedules, the implications for aggregate behavior are derived’.
Variation in renewal fees both across age and across cohorts
identifies the distribution of patent value. Because the model is
analytically intractable, it is fit using a simulated minimum distance

estimator.

The most significant departure from earlier modelling of
patent renewal is in the recognition here that litigation may be
important.  Previous models of renewal behavior have not
incorporated the fact that, while patent rights are granted by the
state, they must be defended by the patentee. If a patentee will not
defend his patent then others may infringe with impunity, and
returns to protection are zero. Evidence presented here (section
2.4) and in Lanjouw (1992) suggests that the threat and occurrence

of litigation does affect patentee decisions.

*The first use of renewal data to estimate the private value of
patents was Pakes and Schankerman (1978) using a deterministic

model of returns. A stochastic model was first formulated in Pakes
(1986).
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Estimation is done using newly collected data consisting of
renewal information for a sample of West German patents from
cohorts (application dates) 1953-80 and years 1955-88. The patents
are from 3 nationality groups - Japan, United States, Western
Europe - and 4 technology groups - computers, textiles, combustion
engines and pharmaceuticals. Further details about the data are in
Appendix I and a summary of the patent granting procedure, the
various fees and timing of legal protection are in Appendix II. This
paper presents the first patent value estimates disaggregated by type
of technology and the results suggest that the profile of returns to

patent protection varies substantially in this dimension.
2. The Patent Renewal Model

This section first presents the renewal decision rule for
patentees. The stochastic element in this model is the positive or
negative evolution of returns over time. In the most general form,
the probability distribution of lifetime returns can be specified as
vectors of returns for each age with probabilities attached. In order
to use concepts with theoretical and empirical content, such as
learning and depreciation, to inform both the construction of the
model and the interpretation of the results, this vector probability
distribution is cast in the form of a set of conditional probability
distribution functions, where the pdf for each age is conditional on
returns received in the previous age. A model of the evolution of

returns over the life of a patent is described in subsections 2.2 and
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2.3. Because patent rights must be defended by the patentee, the
value of owning a patent depends on the ability to defend it. The

threat of infringements are incorporated into the decision rule in the

final subsection.

2.1 The Decision Rule

The value of renewing a patent in any age is equal to the
returns to protection for that age plus the expected value of the
option to continue renewing in the future minus the renewal fee, c,.
I, is the minimum level of returns in age a which will lead to

renewal. Thus, letting r,” be defined implicitly by the solution to:
V(a, 1) =1, + fE[V(a+1)|r,c0] - ¢, = 0, (1)

I, =r"ifr,* >0
and
r,=0 ifr,*=<0

where 1-6 is the probability of obsolescence, 1-8 is the real discount
rate (set to .05), w is a vector of parameters and E[V(a+1)|.] is the
expectation of the value of the patent in a+1 conditional on current
returns and the vector of parameters, w, assuming optimal future
decisions. Where appropriate this is shortened to EV(a+1). Two

points may be noted from the implicit definition of ¥,. First, because

E[V(a+1)|r,.] is continuous and non-decreasing in r,, there is a
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unique solution. Second, E[V(a+1)|r,,.] is non-increasing and c, is
non-decreasing in age* which together imply that f, is non-

decreasing in age. (Proofs are in Lanjouw, 1992, Chapter 4)

2.2 The Evolution of Returns to Patent Protection - ¥, o, ¢

At the time of renewal for age a, agents are assumed to
know their returns for age a®. They are uncertain about the future
evolution of their own returns. However, they know the probability

distribution over all future events, conditional on their current

* There are, however, relatively high lumpsum costs due near the
time of granting. This truncates the distribution of those granted
such that the probability of renewal is higher in the ages just after
granting than for patents of the same age not recently granted. To
avoid ’lumpsum’ effects in the sample hazard rates, the data is
subsetted so that only those patents renewed a sufficient number of
years past payment of the examination and publication costs are
included in the calculation of sample hazard rates (where sufficient
is based on preliminary estimations in a deterministic framework).
15% of the observations are lost in the process. However, computing
model hazards conditional on both age and proximity to the payment
of lumpsum fees would raise the number of computations at least
five-fold. Further, the distance between granting and lumpsum fees
is variable and unknown for individual patents and therefore would
require intergrating out over another unknown distribution. Finally,
subsetting has the added advantage of removing any distortions in
post-grant hazard probabilities arising from litigation (see Lanjouw,
1992b).

* This is a reasonable assumption since renewal fees are not due
until several months into the age in question and, moreover, returns
are often the result of earlier contracts.
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returns. This conditional probability density function is modelled as:
r, = max{ z, Jr,,}
where 1, = 0, 1-6 is the depreciation rate and z is a draw from an

exponential density:

%.(2) = [exp{-((/0.)+7)}] / 0.
y = 0 and o, is modelled as ¢*'o with ¢<1.

This specification for returns has the following characteristics.
First, and of importance to deriving the decision rule, is that returns
in any age are conditional only on returns in the previous age®.
Second, with y > 0 there is a mass point at dr,,. Returns at the
point of application are 0 and there is therefore a positive
probability of receiving returns of zero through any age a of (1-exp{-
y})*. This feature incorporates the often early date of applications

and delays of varying lengths before commercial exploitation. The

° Returns in the previous age can be thought of as a sum of all
of the revenue generating opportunities found up until that point.
Then the probability z > Jr,, represents the probability of finding
new markets in addition to those already found. With a limited
number of potential customers, this declines as the number already
found increases. One implication of this model of returns is that, for
any s > 0k, Prob(r, = s|r,, = k) = Prob(r, = s|r,, =0). This
suggests that there is a fixed and finite number of opportunities, all
of which may be found and begin to generate revenues in the first
period, but which are more likely to be found only over time. A
model where only a restricted number of opportunities are searched
each age, would be additive with z distributed, say, exponentially,
y=max{0,z} andr, =1, +y.
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fact that o, < o

, captures the idea that patentees try those
marketing opportunities that they expect to be most lucrative first
and that in this regard they do at least as well as a random search (o,
= 0). It also captures the idea that, as lead time passes, imitators

may make inroads capturing some prospective customers.

The conditional distribution functions describing returns are
common to all agents (in a technology group). Ex-ante, all patents
are treated as covering innovations of the same quality. Individual
heterogeneity evolves over time as the potential of some innovations

is realized to a greater degree and/or earlier.’

7 It would be interesting to introduce individual heterogeneity in
potential with a distribution over o. Then ¥ could continue to be
interpreted as industry-linked marketing uncertainty, and the
distribution of o could be interpreted as ex-ante variation in the
quality or potential of an individual innovation. Such a formulation
would allow a patent generating no returns but with a high o (low
potential) to be dropped while a patent generating no returns but
with a low o to be renewed. Given sufficient variation in cost
schedules, a distribution over o would be identifiable. Differences
in the pattern of non-renewals among patents for innovations not yet
exploited and generating common returns of zero (ie,
pharmaceuticals still under testing) might be informative about ex-
ante variation in how valuable patent protection is expected to be.
A further extension would allow patentees to be uncertain about the
o of their patents with learning over time as returns are realized.
This change would be a formidable leap in the computational burden
as each patent would have a different vector of t’s based on its
realized history of returns.
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2.3 Decay in the Returns to Protection - d, 6

Returns are subject to two distinct factors which may cause
them to decline in age. The first is a constant annual rate of
depreciation, 1-0. The argument that returns depreciate in age is
based on the fact that other innovations will arise, either directed or
by chance, which can compete with the older one. Alternative
methods of protection, such as branding, may be established. There
may also be low levels of imitation not substantial enough to

prosecute which diminish the returns to protection.

The second possible factor is obsolescence, which occurs with
probability 1-6. This is defined as a permanent fall to a level of
returns such that the patent will not be renewed, even in the midst
of an infringement suit. In essence, obsolescence is simply an
extreme level of depreciation. In any age there will be some
distribution of depreciation rates, d, over a group of patents. J in
the model corresponds to the mean depreciation of those which do
not become obsolete, while 1-6 may be thought of as the percentage
experiencing a very high level of depreciation. The assumption
being made is that the distribution of depreciation rates is
concentrated in a narrow range at the low end of the [0,1] support
with, perhaps, a thin density at high levels, and so can be well

summarized by the mean once the those at the high end are
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removed.?

2.4 Litigation - w, a,, @,

The possibility of challenges introduces a new element into
the decision rule which operates as an additional cost to maintaining
patent protection. Assuming common knowledge, if a patentee will
not prosecute if all potential competitors infringe, then they will do
so and returns to protection are zero. Therefore, the patentee will
only renew if he is willing to defend the patent against infringers,
which entails being willing to pay both legal fees and the patent
office renewal fees due during an infringement suit. Most suits are
completed within 3 years (US Department of Energy, 1982). £, in a

model incorporating the fact that a patentee must be willing to

® In a model where current returns are not known at the time of
decision making and the rate of individual depreciation is uncertain,
obsolescence would capture 'net mistakes’. For example, suppose
that in any age, §, = u; + ¢ and ¢ is unknown when the renewal
decision is made. Then the decision rule incorporates a joint
distribution for (z,6,). (Note that it is not correct to just use u;, the
intuition being that decisions are based on probabilities of being
above f,.) In age a+1, some agents will discover that they should not
have renewed in a and will drop in a+1. On the other hand, some
agents who should drop in a+1 will mistakenly renew.
Obsolescence would appear if the distributions of € and of r, around
f, are such as to make the net mistakes attributable to uncertainty
in & positive. This interpretation of obsolescence is inconsistent with
the informational assumptions of the model and it seems unlikely
that net mistakes of this type could explain the levels of
obsolescence suggested in Table 1. However, this type of effect may
have some role in explaining part of 6.
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defend against infringement is defined in the same form as above.

Letting r,” be the unique r, which solves the equation:

V(a, 1) = (2)
wi’r,+wB0’E[VL(a+1)|r,,.]-c, Bbc,.,-(80)’c, ,,-(1-W)[LF] = 0,

then I,=r"ifr,*>0

and r,=0 ifr,*<0

E[VL(a+1)|.]is the expected value of the future if two years remain
before resolution of a suit, LF represents legal fees, and w is the

probability that the patentee successfully defends his patent’.

An important feature of challenges is that returns during the

period of litigation are contingent on winning the suit (ie, in the

? This formulation of equilibrium is the simplest way to introduce
litigation into the model and is dependent on the common
knowledge assumption. This assumption seems reasonable here since
all agents are likely to have similar knowledge about the market and,
due to the disclosure requirement, similar knowledge of the
innovation. One could posit other models of equilibrium. If there
is uncertainty in the minds of potential challengers as to whether a
patentee will defend, then the patentee has an incentive to renew in
order to dissuade them. Even with common knowledge, if a
patentee expects to have a series of patents then he might find it
advantageous to randomize his defense in order to establish a
reputation as an aggressive defender of his property rights and lower
the probability of challenge, say P, below one. W estimated here
equals {(1-P°) + w*P°} which is greater than the true probability of
winning, w, under either of the alternative specifications.
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form of damages). If the patentee abandons the suit then clearly he
does not win. The fact that returns during a suit are contingent on
renewal throughout the suit has the following important implication
for determining F’s. Decisions in a+1 and a+2 during a suit now
depend on earlier returns: f,,,’(r,) and f,,,'(t,, I,,,) where ’ denotes
f during a suit. That is, a patent may be renewed in a+2 in order
to secure returns from age a. In particular, while in the absence of
litigation obsolescence always leads to non-renewal, during a suit a
patent experiencing obsolescence in a+1 or a+2 may continue to be
renewed in order to obtain the earlier returns. Taki’ng into
account the dependence of t,,,’ and f,,,” on previous returns and
ensuring dynamic consistency when solving for f, is theoretically
straightforward®. However, as a practical matter, doing so adds
very substantially to the computer time necessary to calculate the I's
(which must be done for every cohort at every iteration). The
renewal rule (equation 2) incorporates two assumptibns made in
order to avoid the computational burden. First, the option is
sufficiently important that obsolescence arriving either in a+1 or
a+2 will lead to non-renewal. Note that where this assumption is
not correct, T is biased upward and the only patents affected are
those with returns falling between (1) and ,(2). Second it is

assumed that, barring obsolescence, an infringement will be

0 The procedure is to specify r, and r,,, and step search for
t.,,. Then repeat in a step search for f,,,” given r, and T,
Finally calculate the value function V(r,, a) given f,.,” and f,.,and
repeat in a step search to find f,. The nested nature of these step
searches is the factor which magnifies the computational time.
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prosecuted through the future 2 years. The bulk legal fees have to
be paid even if a suit is abandon in midstream so both ¢, (and c,,,)
and legal fees are sunk costs. It seems plausible to assume that in
most cases these sunk costs are large enough relative to the distance
between the worst news about the value of continuing and the
expectation at age a that the patentee would continue. Together
these two assumptions imply that, during an infringement suit,

0<f,,, <dr, and 0<F,,, <&%r..

Attorneys’ fees and court costs are borne by the losing side.
Their levels are set by statute and are linked to the damage inflicted
on the patentee - as measured by lost profits. Annual damages are,
by definition, exactly equal to the returns derived from protection
from competition. The size of total legal fees depends on the value
of the patent and the duration of the process. Information from
several sources (i.e., Berkenfeld, 1967; Bohlig, 1987; Korner, 1984)
indicates that the total legal fees increase approximately linearly in

damages:

Total legal fees = aq, + a, 1,
with OLS estimates of &, = 12,612 and é&,= .20 (1975 DM,
estimated standard errors of 5001 and .02 respectively, R? = .89).

These estimates are used throughout.

Clearly anyone can spend more than the statutory fees on
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legal services. One might model w as an endogenous function of the
money spent by the patentee to prosecute the suit, LF®, and that
spent by the challenger, LF°. For example, suppose that both sides
have access to equivalent legal services (in the sense that ow/oLF
= - 9w/0LF’) and, for simplicity, that they would face the same
benefit from winning the suit, B. One can model this situation as a
simple one-stage game with continuous strategies where, for each
player, the strategy variable is how much to spend on legal services
over and above the statutory legal fees. Assuming convexity in the
function w(LF,LF), the equilibrium will be symmetric at a level of
LF such that the increased probability of winning from an
incremental increase in LF does not warrant the expense. As B+
so too does the equilibrium level of legal costs.!" This could
present a problem in specifying the legal costs that a patentee
expects to incur if challenged. However, the problem does not arise
here because all that is of importance in the decision rule is the
equilibrium legal fees for those on the margin of renewing. It
suffices to assume that w(LF?,LF) is sufficiently convex that patents
with low returns will not bring forth expensive legal battles and that

patents with high returns do not become marginal.” As a result,

1 Ashenfelter (1990) has an interesting discussion and empirical
examples of prisoners’ dilemma incentives arising with respect to
lawyers in several arbitration settings.

2Another reason to expect minimum legal costs is that there may
be some coordination among the parties to avoid mutually damaging
expense. That this is common is suggested by a study of German
patentees conducted by the US Department of Energy (1982). They
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in the derivation of the renewal decision rule, legal fees are set using

the statutory fee schedule.

Legal decisions regarding the validity and scope of a patent
are made on a technical rather than an economic basis, so there is
no reason to expect that the probability of winning a challenge is
related in any way to the value of the patent or to expect that it
changes over age. If patentees have differing w, their expectations
of winning, then their behavior will reflect this difference in the
same way as known individual differences in 6. However, given that
all patents undergo an extensive examination before granting it does
not seem unreasonable to assume that w is the same across patents

within the same technology group.

The thoroughness of the examination procedure suggests also
that w should be rather high. Two other facts also point in this
direction. First, except where a challenge is by another inventor
claiming priority, the benefits to a challenger of winning a suit are
less than those to the patentee because the challenger can get access
but not exclusive use of the innovation. Hence, considering the
simple game in legal fees described above, with B not equal

equilibria are likely to be asymmetric with the patentee investing

found that large corporations rarely litigate and that overall more
than a third of suits are settled out of court. Of course settlements
entail legal costs, but the fact that settlements are regularly made
suggests that they are less costly.
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somewhat more in the battle with a higher resulting probability of
winning. A second indication is the very low numbers of patents
which are revoked. Well over 50% of all infringement suits involve
revocation proceedings. Of 101 revocation suits initiated in 1980
(.07% of those in force), under a third led to revocation (US
Department of Energy, 1982). A larger study of all (194) revocation
defenses initiated in 1972-74, found that just 17% led to revocation
of the patent (Stauder, 1983). Since revocation suits are initiated by
the challenger, insofar as w does vary across patents one would
expect them to occur against patents which are more vulnerable.
This suggests that overall, patentees have a higher probability of
winning infringement suits than that indicated by observed success
rates. (However, this must be weighed against the fact that patents
with low w may not be defended and hence will not contribute to

observed success statistics).

It is not necessary to distinguish between those patents which
are revoked and those which are dropped according to the specified
renewal rule because only .022% of the patents in the data were

revoked by 1988, This minute number is treated as zero. The

“The fact that the number revoked is so small does not mean
the there are few infringements. A large number of challenges are
settled out of court, usually with a licensing agreement. From the
point of view of the decision rule, as long as the settlement terms
correctly reflect the patentee’s probability of winning (as evidenced
by those which do go to court) and thus give him a stream of royalty
payments equal to his expected stream of benefits from pursuing the
suit, the two events are equivalent in the eyes of a risk neutral
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threat of infringement has an indirect effect on hazard rates via the

decision rule but does not have a significant direct effect.

It is assumed in the model that the patentee must be
prepared to be challenged throughout its life, whether or not it has
already been challenged and successfully defended. This is because
there are likely to be new sets of potential infringers or types of
infringements as new ways to commercially exploit the innovation or
new competing innovations arise over time. In his study of
infringement suits brought 1972-74, Stauder (1983) found that about
15% were challenged twice, 3% three times and several had four
successive challenges. The point of this assumption is that it makes
the same decision rule apply to all patents - whether they have been

challenged before or not.

A final question that must be considered before the model
can be estimated is what expectations patentees hold regarding
future renewal fees and patent term length. The 1977 increases in
the annual fee schedule and the maximum term length allow the
data to suggest an answer. The higher renewal fees came into force
in 1977 and hence applied to renewals for the following year, 1978.
The renewal fees were increased substantially, by 48 to as much as

81% depending on the age. At the same time, the maximum term

patentee (a risk averse patentee would be willing to accept lower
royalties in return for the added certainty).
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increased from 18 to 20 years. In a deterministic model with
decreasing returns, where the future does not enter renewal
decisions and s equal c’s, this change would unambiguously cause
hazards for all ages to increase in the year 1978. As shown in Table
1, while for some ages there was a higher hazard in 1978 compared
to 1977, the changes were by-and-large small and for several ages
the hazard actually fell. This observation suggests strongly that the
future does indeed enter the decision to renew thus justifying the
stochastic framework used here. Moreover it indicates that cost
changes are anticipated, leading to the assumption that patentees
have correct expectations about the renewal fee schedule that they

will face for future ages™.

When the future matters and changes in renewal fees are
anticipated, the hazards at the time of the change can be either
relatively high or low, the reason being that anticipated cost changes
also effect s for the previous year. The effect on hazards in the
year of change depends on the relative changes in the two vectors
of P’s and the distribution of returns. A striking feature of the data
is that, in 1979, the hazards fell dramatically (Table 1). In particular,
it is the late age where hazards which are relatively low, a fact which

indicates that the reason may be the change in term length. When

14 Annual fees include those due to the German patent office as
well as an administration cost of 85 1975 DM. Patent administration
is a marketed service and therefore can be priced. Information was
obtained from Ms. Angela Wycherly of Computer Patent Annuities,
Jersey, UK.
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PR e -
Table 1

Impact of the 1977 Fee & Term Length Changesl

Age Hazard78/77 Hazard79/77 Hazard80/77
6 1.00 (.31) 81 (.26) .56 (.21)
7 1.71 (.44) 90 (.27) 1.16 (.31)
8 1.03 (.23) 1.30 (.27) 96 (.22)
9 .86 (.20) .90 (.20) 1.12 (.24)
10 57 (\14) .81 (.16) .69 (.14)
11 94 (.17) 73 (.13) .74 (13)
12 1.05 (.19) 96 (.17) .63 (.13)
13 1.05 (.16) 46 (.10) 87 (.14)
14 1.09 (.20) .26 (.08) .86 (.16)
15 1.42 (.25) 22 (.09) 62 (.13)
16 1.70 (.33) 24 (\11) 85 (.20)
17 1.13 (.26) 25 (.13) 81 (.22)
18 94 (.16) 1.11 (.18) 42 (.12)
Notes:

1) All hazard rates are averages over nationality/technology
weighted by sample sizes for the given age.

2) Standard errors estimated using a Taylor expansion are in
parentheses.

3) The same trends were found in the technology groups taken
separately.

the future matters, an extension of the statutory patent life increases
the expected future value of renewing and hence lowers s (except,
perhaps, in ages 17 and 18, see below). Furthermore, the impact is
greatest at those ages near the end because, having survived until

that point, patents are more certain to continue through 18 and
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benefit from the extension. As in the case of the cost changes,
changes in term which are anticipated can lead to either relatively
high or low hazards. An unanticipated term change, on the other
hand, would lead to unambiguously lower relative hazards such as
are observed in the data. Because the fall in hazards is so distinct,
it is assumed that the term change was not anticipated, and further,
since the impact is seen in 1979, it is assumed that it takes a year for

such information to be incorporated into patentee decision making.

The fact that the observed hazard for age 18 is substantially
higher in 1979 is evidence in support of the contention that the
threat and occurrence of infringements influences patentee decision
making. In the absence of the threat of infringement, expected
future value can only increase in the maximum term length
(patentees can always decide not to avail themselves of the extra
ages). However, with the threat of infringement, renewal in age 18
requires a willingness to continue for ages 19 and 20, the cost of
which increases from 0 to a relatively high level with the increase in
maximum term. Similarly, renewal in age 17 requires a willingness
to pay the new renewal fee for age 19. With certain sets of costs
and parameter values the extension of term length may no longer be
a positive event. In such a case, f,; and/or T;g increase in the
maximum term. The fact that the observed hazard for age 18 is
much higher in 1979 relative to other years suggests that the threat
of litigation does have a discernable negative effect on expected

value and that protection in ages 19 and 20 does not generate
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positive net returns for those on the margin of renewing for ages 17

and 18.
3. Estimation

A recursive system of equations for finding the minimum
returns required for renewal in each age, the fs, is given in
Appendix III. A recently developed approach to the estimation of
models which are analytically intractable is to simulate the model at
a give set of parameters rather than solving for an exact solution to
the objective function. The estimator used in the following
estimations of the model is a weighted simulated minimum distance
estimator. The following subsection discusses briefly some properties
of the estimator. The second discusses the estimations and

convergence.

3.1 Properties of the Estimator

The model is estimated using a simulated minimum distance
estimator, @,, of the true parameter vector, w, where @, is chosen
sO as to minimize the norm of the distance between the vectors of

sample hazard proportions, hy, and those which are simulated.”

' Hazard rates are the appropriate form in which to use data on
granted patents in situations where granting occurs over an extended
number of ages as in Germany. The reason is that renewal
proportions and mortality rates will both have a selection bias
introduced by the fact that most patents which are dropped in the
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The subscript N denotes the sample size. @, is a vector of
parameters which are ’sufficiently’ close to the global minimum of

the objective function:

IGx@) |l = |l by - 28(e) |l (3)

where 7,(@) is a simulation estimate of the aggregate hazard rates
implied by the parameter vector w. The hazard vectors are of
dimension m, equal to the number of cohort/age cells. More
formally, it is assumed that the optimization procedure minimizes

|Gn(@) | such that:
(@) 1Gn@n) | = info[|Gu(@) [l + OP(N"Q)_

Identification, uniformity and continuity conditions required
to ensure the consistency and asymptotic normality of this estimator
may be found in McFadden (1989) and Pakes and Pollard (1989).
Proofs that some of these conditions hold for a similar patent
renewal model are found in Pakes and Pollard, and Pakes (1986).

Whether these are appropriate for the model presented here is

early ages never appear in the granted population due to the
extended granting period. The result is that renewal proportions are
biased upwards and mortality rates are biased downwards. This is
true even though patents granted at different ages have the same
mortality probabilities when viewed from age 1. (Chi-square tests
could not reject a null hypothesis of equal hazard probabilities for
patents of different grant ages in these data) Hazard rates, because
they are conditional on being alive in the previous age, are unbiased.
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considered for each in turn and in most cases proofs are based on

those found in the above cited papers.

It is assumed that w, is a unique point in € such that G(w,)
= (. In addition to condition (i) above, consistency of the estimator
requires two additional conditions which ensure that Gy(w,) is

eventually close to zero and that || Gy(@)|| is small only near w,

(i) Gn(wo) = 0,(1)

One can see that this condition is fulfilled by noting, as do Pakes
and Pollard, that

IGn(@) Il = llhy - n(@) ]l + ln(@) - 25(@) -
Since the samples are random, the observations are independent®
as are the simulation draws. Therefore the law of large numbers

ensures that || Gy(w,) | = o,(1).

(iii) sup |Gu(@)|* = O,(1) for each é > 0.

lw-wll > 8

' Several patents may be taken out to cover different aspects of
a single innovation. For this reason, such patents may be dropped
as a unit. Such behavior does not affect the sampling distribution if
the group is treated as a unit. However, since links between patents
are not available in the data, each patent is treated as independent
of the others. The variance derived in Appendix IV for the sample
hazards assuming independence understates the variance where
patents are linked.
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This condition will be satisfied given sufficient variation in the

renewal fee schedule over age and time.

Once it is shown that @y is a consistent estimator of w,,
Pakes and Pollard also show that, the following conditions (iv) - (vi)
ensure that if G, converges in distribution (denoted by ~) to an m-

variate normal,
VN Gy(@,) ~ N5(QV)

then VN (@ - @) ~ N0, (CT)'T'VI(T'T)"), (4)

where T is an m by k derivative matrix of G(w,) of full rank. The

distribution of ||G(.)| is derived in Appendix IV.

(iv) w, is an interior point of , where @ is the k-dimension space

over which the parameters are optimized.

This condition may or may not be satisfied. All of the
parameters are bounded at least from below by zero. There are
narrower bounds on some of the parameters due to non-parametric
results (6 - see bounds in the following section) or by definition (w,

d, ¢ - upper bound of one).

(v) G(.) is differentiable at w, with a derivative matrix of full rank.

(For a proof see Lanjouw, 1992a, Chapter 4.)
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(vi) for every sequence {3} of positive numbers that converges to

ZEro:

sup [G(w) - G(w) - Glwy)ll = 0,(1)
lo-w,ll<dy N+ [[Gy(@)] + [G(@)

Pakes (1986) proof that condition (vi) is fulfilled for his
patent renewal model uses the form of the conditional distributions
of returns over age and the fact that the renewal decision hinges on
©’s. It does not depend on what the ’s look like and therefore the
same proof applies here. One important note: the proof of the
equicontinuity condition (vi) requires that the difference between
the simulated and true model, the simulation bias, must decrease as
@ -> w, This can only hold if the same simulation draws are used

throughout the optimization procedure.

As is true for other estimators, the efficiency of the
simulated minimum distance estimator can be improved with an
appropriate matrix of weights. The weighting matrix used here is

Ay(@) = diag[ /[/N] ] )
i.e., weighting by sample sizes. /[n/N] is the sample analogue of A'
(see Appendix IV).

3.2 Estimations and Convergence

For each industry a grid search was conducted with a total of

216 combinations. These were studied for patterns and the best set
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of parameters from the grid search were used for estimating the
function evaluation error, &, and good finite difference intervals for
the gradient following the procedure described in Appendix VI.
Results from the grid searches were also used to inform the choice

of starting values in the optimization routine.

Bounds were placed on each parameter to prevent the
calculation of the function at unreasonable or undefined parameters.
y and o were given a lower bound of zero. w, 6 and ¢ were
bounded between 0 and 1. € was bounded between .90 and .95
(computers and pharmaceuticals) or .88 and .95 (textiles, engines).
The lower bound reflects the fact that the obsolescence rate (1-6)
cannot be higher than the hazard rate and was checked against hy,

the sample hazard proportions.

With each technology group a typical optimization run
consisted of 5 or 6 iterations. The procedure ended in all cases with
a zero finite gradient estimate. Perturbations of the parameter
vector in both directions increased the function value. The
estimation procedure was well behaved in the sense of moving
quickly and directly to a local minimum. However, there are clearly
many local minima. Given this fact, the procedure was restarted
numerous times at various starting values near to the most promising
areas as indicated first by the grid search and later by the results of
further runs. The final estimates are those which yielded the lowest

calculated value for the objective function.
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4. Results of the Estimation and Implications for Patent Value

The final parameter estimates for each technology group
estimated over the full range of cohorts and years are presented in
Table 2, Part . As expected, the estimated probability that a
patentee will win an infringement suit, W, is fairly high for all types
of patents, particularly in pharmaceuticals. There is no observable
counterpart to w, the probability of winning for all (not just
challenged) patents. However, for comparison, recall that the two
studies referred to in subsection 2.4 found aggregate patentee
success rates in revocation proceedings of 69 and 83% - high, but
still below the levels of around 90% suggested by the estimates of w
here. Observed success rates higher than estimated w’s would be
difficult to reconcile. Observed success rates somewhat lower are
reasonable once one allows that true w may differ across patents.
While all patentees must be willing to defend, few are actually
challenged. It seems likely that if some patents in a give technology
group are more likely to be in danger of revocation then it is exactly
those which are most likely to challenged - yielding an average
probability of being successfully defended which is lower than that
which would apply to the group as a whole.

A high w does not imply that the threat of infringement has
no bearing on the renewal decision. A w of one does cause legal
fees to fall out of the renewal rule - if the patentee is certain of

winning he knows that he will not have to bear the legal expenses.
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Table 2
Parameter Estimates'

I. By Technology Group - All Cohorts

Computers Textiles Engines Pharmaceuticals
w 909 931 860 .989
(.00151) (:00194) (-00489) (.00228)
¢ 477 574 598 306
(:01330) (.00964) (.01685) (-28260)
S 945 959 935 942
(-00057) (-00055) (.00130) (.00116)
0 930 923 880 900
(.00119) (-00321) (.00570) (.01047)
y 266 530 070 .000
(-00370) (.00534) (.00834) (.01267)
g 4941.8 4086.8 9534.4 13111.2
(365.92) (690.99) (624.94) (1018.1)
size of:
sample 5262 3526 3958 3029
simulation 5292 7052 7916 6058
MSE? 00639 00499 00496 00420
Var(h) 01797 02351 .02406 06106

1. Two Period Estimates for Pharmaceuticals

Period 1 (Cohorts 1953-66)  Period 2 (Cohorts 1967-80)
I. Parameter Estimates

w 900 990
(.00527) (.00134)
¢ 400 383
(.05461) (.01988)
3 975 937
(.00268) (-00070)
6 913 924
(:01639) (.00248)
y 000 .598
(-00800) (:00407)
o 12114.0 8072.0
(951.95) (559.30)
size of:
sample 1198 1831
simulation 4792 5493
MSE .00068 .00112
Var(h) .02185 11530
Notes:

1) Estimated standard errors are in parentheses.

2) MSE is calculated as the weighted sum of squared residuals divided by 356, the number of
cohort/age cells in the data. In Part 1I, the numbers of cohort/age cells are 210 and 146 for
period 1 and 2 respectively. Var(h) is the variance in sample hazard rates.
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However, it does not remove the (potentially) negative fact that the
prosecution of an infringement requires payment of the renewal fees
over the period of litigation. In fact, for the pharmaceutical group
where W is close to one, the expected future value at each age for
patents on the margin of renewing is negative for most ages, even
though expected legal fees are negligible (i.e., I, > c,). Without the
threat of infringement, the expected future values would all be zero
or positive. The threat of litigation effects the structure of the

renewal rule and is not removed by setting w to one.

6 and 6 describe the decay of patent value over time.
Annual depreciation in returns is fairly slow - ranging from 4.1% for
textiles to 6.5% for engines. However, for all patents there is a
significant probability each year of obsolescence. Considering
obsolescence in isolation, the probability of surviving through age 10
is only 32% for engine patents and at most 52%, in computers.
Together these two parameter estimates imply quite a rapid decline
in value over time. There is little other empirical evidence on this
point. In one of the few studies, Mansfield, et al. (1981), in an in-
depth look at 48 product patents, found that 60% of the patented
successful innovations had been imitated (or rather invented around

- legally) within 4 years of introduction.

7, ¢ and o together determine the path of learning. In
particular, a high y increases the probability of returns staying zero

for some time. A low o implies that opportunities are limited with
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a relatively small probability of a given patent being very valuable.
A small ¢ means that potential learning opportunities are explored
or lost quickly. Table 3 indicates what the parameter estimates from
Table 2 imply about the speed of learning. The most striking finding
is that all learning (net of depreciation) is over by age 6 or 7 in all
technology groups'”. The high value of  in textiles is reflected in
the fact that over 40% have zero returns in the first age. The
engine group exhibits the largest gains in the level of returns over
age - a reflection of a relatively high & which decays at a relatively

slow rate, ¢ = .598.

The speed of learning about the value of an innovation is
important in interpreting the significance of changes in the number
of patent applications or grants. The decline in total patents and
patents per R&D dollar over an extended period in the US, for
instance, has raised concerns about diminishing returns in innovation
activities. As pointed out by Griliches (1990), if patentees know the
value of their patents at the time that they make application or
renewal decisions, then a shift down in returns or a shift up in the
cost schedule could lead to fewer applications and grants with little
change in the average value since it would be the marginal ones
which no longer proceed. On the other hand, if there is
considerable uncertainty in the minds of patentees, then their

decisions are not marginal but rather are based on expectations. If

7 Pakes (1986) reports a similar result for aggregate German
patents, with learning essentially over by age S.
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Table 3

Time-frame of Development and Commercialization'

I. Percentage of Patents with Increase in Returns in Each Age’

Age Computers Textiles Engines Pharmaceuticals
1 77.4% 58.9% 93.5% 99.2%
2 373 37.2 403 25.0

3 154 21.7 174 4.5

4 23 11.0 7.6 0.4

5 0.1 2.2 2.6 0.0

6 0.0 03 0.9 0.0

7 0.0 0.0 0.2 0.0

8 0.0 0.0 0.0 0.0

I1. Percentage Increase in Returns over the Previous Age

Age Computers Textiles Engines Pharmaceuticals
2 869.1% 881.6% 2311.1% 1004.1%
3 168.4 286.2 578.1 53.5
4 10.8 91.2 154.7 1.4
5 0.4 9.6 289 0.1
6 0.0 0.6 6.8 0.0
7 0.0 0.0 0.6 0.0
8 0.0 0.0 0.0 0.0
Notes:

1) Calculations use 15000 simulation draws.
2) No increases in returns were found for ages greater than 7.
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this is the case, to observe a fall in numbers suggests that there are
fewer innovations being produced. The model here assumes that
at the point of application patentees know only the probability
density function over their possible future returns. Thus changes in
patent applications fall under the second scenario and falls in their
numbers would represent fewer total innovations. On the other
hand, since learning is over by age 6 or 7, patentees (since 1967) can
wait until the uncertainty is resolved before deciding whether to
continue to granting. Thus, with respect to patents granted, falls in

numbers fit the first scenario.

A surprising feature of the parameter estimates in Table 2
is the implication that pharmaceuticals have the most rapid
development and commercialization, exactly the opposite of the
result expected. Less than one percent of patents fail to achieve any
returns in the first age. This is very difficult to believe and is very
likely to have been imposed by the feature of the model that all
patents are the same ex-ante. Suppose that the true data generating
process is characterized by both a high level of returns and a delay
in their commencement. The high expected values enter the
decision rule for patentees making them willing to renew even if
they are receiving no returns in order to maintain an option on the
future. That is, ©’s are zero for a large number of ages and all
patents are renewed except for those which become obsolete. If the
delay in the arrival of returns is captured in the model by a large 9,

then a large number of patents remain with zero returns for many
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ages. Because of the imposed ex-ante homogeneity all patents
receiving the same returns share expectations about the future, and
therefore the same decision rule I’s. As a result, in the first age that
f moves above zero, all of those with zero returns drop together,
giving an enormous simulated hazard for that age. There is some
indication of this combination, high value with a delay, causing mass
drops in the data at later ages. Looking in Figure 1.d at a weighted
average of the sample hazard proportions, one can see that there is
a jump in the hazards around age 10-11. Nevertheless, because the
model does not allow for ex-ante heterogeneity, it can only generate
a very extreme version of this mass drop out phenomenon and
cannot successfully accommodate high returns which only begin at
a late age. The model parameter estimates imply high returns, but
avoids a massive drop by ensuring that essentially all patents have

strictly positive value from the start.

The pharmaceutical group was explored further by allowing
for differences over time. In particular, there are two reasons for
believing that the gestation period for pharmaceutical patents was
longer in the latter part of the period than in the former part. First,
there has been a linear increase in the number of years required to
obtain approval to market new pharmaceutical products. Second,

there was an abrupt change in the population' of pharmaceutical

** Not only in type but in numbers. There were approximately
80 pharmaceutical patents granted per cohort before 1967, a number
which jumped in 1967 to 150 and increased thereafter.
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Figure 1.c
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patents in 1967 when it became possible to patent products as well
as processes. Processes, being internal to the firm, do not require
the same marketing time. More importantly, it is only products
which are required to undergo the German Health Agency testing.
It seems quite plausible that the characteristics of patents from
cohorts before 1967 differ markedly from those after. For this
reason, the model was estimated for the two periods taken
separately. Results are in Table 2, Part II. The two period
estimates are almost all estimated with considerably more precision
than the aggregate estimates, this despite the fact that both the
sample and simulation sizes are smaller. This suggests that the two
period break should be maintained and most of the analysis which
follows does so. The estimates indicate that the probability of
winning infringement suits increased substantially in the second
period. This seems reasonable in that the description of a
pharmaceutical product can be more precise than the description of
a proéess and, as with all patents, it is easier to obtain evidence of
infringement of product patents. One also sees the expected higher
¢ indicating a longer development and commercialization period.

The differences between periods are considered further below.

In short, the model estimates show that patents covering
computer innovations are characterized by a moderately long
development period with relatively low probability of attaining high
values. However, those patents which do turn out to be valuable

tend to retain their value for a longer period. In addition, while still



38

high, the probability of successfully defending such patents is
relatively low. Textile patents are similar to the computer patents
with even lower potential and longer gestation periods. They are
more easily defended and like computer patents tend to retain their
value over time. Engine patents have high probabilities. of being
valuable and patentees learn quickly about their prospects.
However, of the technology areas considered here, they are the most
difficult to defend against challenges and they lose value rapidly over
time. Pharmaceutical patents in the first part of the period had very
high potential, quite low levels of depreciation, and were exploited
quickly. However, these patents were relatively difficult to defend.
In the second part of the period, the potential of pharmaceutical
patents as whole fell relative to earlier pharmaceutical patents
although it remained high relative to patents in other areas. The
time lag before patents begin to generate returns grew dramatically.
However, patentees could be almost certain to be able to defend

their rights against challengers.

Before turning to the value of protection implied by these
parameter estimates, Figures 1.a to 1.d give some idea about the fit
of the model. The figures show an average of the sample and
simulated hazard proportions weighted by the sample n#(a). (The
simulation size is three times the sample size). The simulated
hazards track the sample hazards quite closely in the first three
groups. It is particularly striking that for the one group which
displays a distinct fall in observed hazards in the initial ages (textiles)
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the model picks up the fall while, at the same time, the model
hazards do not have this form for the other groups. The model also

captures the rather sharp increase in the hazard in the final age.

The evolution of returns over age and the obsolescence rates
implied by the parameter estimates generate two first-order
stochastic dominance relationships which can be tested for
consistency with non-parametric evidence. The estimated
distribution of returns of first period pharmaceuticals stochastically
dominates that of engines in every age and phafmaceuticals have a
lower obsolescence rate. Thus the renewal curve for first period
pharmaceuticals should lie everywhere on or above that of the
engine group. Similarly, the estimates imply that second period
pharmaceuticals dominate textiles. Both of these renewal curve
relationships implied by the parameter estimates are seen in the

data.

Constancy of the parameters over time in the three non-
pharmaceutical groups is perhaps the most unhappy assumption of
the estimations presented here since the data encompasses patents
from a thirty-year period. Whether the implied stability assumption
is appropriate is difficult to ascertain without actually re-estimating
the model for shorter periods or with year or trend differences in
some of the parameters. Since cohort differences in the cost
schedule are one of the two identifying sources of variation (age

differences within each cost schedule being the other) in the data,
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there is a constraint to how many distinctions may be drawn in this
dimension. One might expect that a rise in the obsolescence rate or
a shift downwards in the learning distribution over time, for instance,
would be accompanied by a rise in the vector of hazard rates. A
look at the residuals, hy - 75(@x), did not reveal any noticeable
patterns over time. Since the model is very non-linear, with 7y(Qy)
the result of several potentially offsetting processes, this observation
only suggests that there is no obvious misspecification from the

absence of a time dimension.

Table 4 presents characteristics of the value distributions
implied by the parameter estimates. All of the distributions are very
skewed - at most 16% of total value (calculated as the discounted
lifetime stream of returns less annual costs) accrues to the bottom
50% of patents. However, the technology groups differ substantially
in mean value per patent’®. As one might expect, textile patents
are least valuable, with a mean of 17,486 DM and a median value of

just 8,514. Also, as one would expect from survey data (see, €.g.,

' The only previous model estimates which are comparable to
these are in Pakes (1986) where he finds a mean value per German
patent of 16,169 1980 US dollars (46,608 1975 DM) during the
period 1952-72 using aggregated data. If patent values are
increasing, as indicated by studies using a deterministic model
(Schankerman, 1991, Pakes and Schankerman, 1986) then the
estimates here should be higher. On the other hand, by using hazard
rates the estimates here are not biased by the sample selection
induced by the granting procedure so would tend to be lower. It is
encouraging that the estimates are of the same order of magnitude.



41
Table 4

Value Distributions for Cohort 1975!

Computers Textiles
Percentile Value Cum % of Total Value Cum % of Total
50% 13,050 DM 9.7 % 8,514 DM 7.6 %
(1,295) (2,002)
75 31,967 322 23,268 289
(2,881) (4,907)
90 59,706 59.8 46,258 56.9
(5,225) (9,549)
95 83,327 74.6 66,064 723
(7,118) (13,235)
99 143,794 923 119,345 91.6
(11,793) (22,968)
99.9 245,614 98.9 191,038 98.8
(19,944) (34,436)
Mean Value 23,495 17,486
(2,147) (3,689)
Engines
Percentile Value Cum % of Total
50% 33,169 DM 15.4 %
(3,314)
75 66,402 394
(6,126)
90 114,954 653
(10,215)
95 153,731 78.5
(13,031)
99 248,977 93.7
(20,522)
99.9 433,001 99.0
(34,979)
Mean Value 49,728

(4,573)
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Table 4 continued

Pharmaceuticals
Period 1 (Cohorts 1953-66) Period 2 (Cohorts 1967-80)
Percentile Value Cum % of Total Value Cum % of Total
50% 50,434 143 % 10,552 DM 4.6%
(10,534) (1,355)
75 106,364 37.0 35,048 236
(19,223) (3,261)
90 193,651 63.7 77,660 51.9
(31,221) (6,622)
95 268,052 76.9 115,493 689
(42,265) (9,434)
99 449,758 93.2 210,096 903
(63,531) (16,742)
99.9 682,514 99.0 332,383 98.6
(82,252) (26,158)
Mean Value 81,643 27,450
(14,339) (2,550)
Percentage of patents
receiving zero or
negative value: 01% 21.7%

Notes:

1) Values are net of annual renewal and administration fees, as well as 476 DM for the
application, examination and publication costs faced by the 1975 cohort (assuming examination
at age 7 and publication at age 9). Calculations use 15000 simulation draws. All values are
in 1975 Deutschmarks.

2) Estimated standard errors for the value percentile (vper) estimates due to error in & are
calculated using a Taylor approximation: vper(®y) =~ vper(w,) + I'(w;)'(@xw). The
unknown gradient matrices I'(w,) are approximated with central finite difference gradients
calculated at the point ®,. Thus Var(vper(dy)) = (@)’ (Var(@:))I'(@y). Similarly for the
estimated standard errors of the mean values.
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Levin, et al. , 1987, and Mansfield, 1986), pharmaceutical patents
generate a relatively high level of returns®. Considering the two
periods, although the mean value is lower in the second period, it is
very skewed and those patents which do turn out to be valuable
generate quite high returns. It is particularly interesting to note the
difference between the two period estimates in the number of
patents which generate zero returns (or negative net of costs). Less
then 1% were valueless before 1966 with a jump to 22% in the
second period. This is suggestive of possible differences between
patenting strategies towards process and product innovations. First,
it may be that with product innovations, applications are made
earlier, perhaps because testing prevents secrecy. They also may be
patented more comprehensively, since secrecy is not an option and
patent infringements are easier to detect. Both earlier and more
comprehensive patenting of product innovations would lead to the

protection of a larger proportion of innovations which end up not

?® The returns generated by the creation of monopoly rights in
a good depend crucially on the commercial environment. In the
pharmaceutical industry in particular, price regulation may be an
important impediment to fully exploiting the monopoly position and
hence lower patent values where such regulation is binding. For
example, Schankerman (1991) found that pharmaceutical patents in
France were relatively low valued relative to those from other
technology groups. France, during the period, had strictly regulated
prices which were lower than other Western European countries.
In Germany, on the contrary, prices during the 1953-88 period were
largely unregulated and higher than in most other Western
European countries (report by the Economists Advisory Group to
the EEC Commission, see Scrips, 1988).
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being worth much to protect. It is also interesting to note that while
the mean value per patent after 1967 is only a third of that in the
earlier years, because of the big increase in numbers, the estimated
total annual value of patent protection going to the pharmaceutical
industry grew by over 50% between 1960 and 1975. These value
estimates measure the value of patent protection after secrecy and
perhaps other alternative forms of protection are diminished and
thus conclusions drawn about how valuable the patent system is to
different industries need to take this into account. For example,
while pharmaceutical product patents may have lower value than
process patents, the fact that secrecy is a viable alternative for
protecting the latter may mean that product innovations benefit

more from the patent system.

The value distributions presented in Table 4 indicate that the
value of patents varies greatly not only across but also within
technology groups. From the point of view of using patents as a
proxy for innovation either as a successful output of the R&D
process or as an input into productivity and growth, unless this
variation is accommodated, patents counts make a very noisy
indicator. Using the parameter estimates from the model, one can
determine the average value for patents which (i) drop in a given
age or (ii) renew in a given age. If one knows the age at which each
patent in a group is dropped, then one can weight them by the
average value of those dropping in that age and remove much of the

noise in the use of counts in measuring patent value. The extent of
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improvement depends on how much of the variation in value is
between patents dropping in different ages and how much is among
patents within each age. Table 5 shows that 39 to 56 percent of the
variation in patent value is between ages. Further, 7 (engines) to
22% (pharmaceuticals) of the within age variation is among those
which are never dropped. For a group of patents which all drop,
even more of the variance is between age. Thus weighting groups
of patents of a given technology according to drop out ages can

remove a substantial part of the variance in their estimated values.

Part I of Table 5 presents the mean value of patents dropped
in the indicated age as a ratio of the mean value of those dropped
in age 3. Often, interest will be on groups of innovations, and
patents, which are less than 20 years old. Clearly in such a case it
is not possible to weight by drop out ages since most of them will
have yet to drop out. Part II of Table 5 presents the ratio of the
mean value of those renewed at the given age to the mean value of
those dropped in age 3. This information could be used to construct

weights for valuing an existing stock of patents still in force.

The weights found in Part I of Table S are similar to weights
constructed from estimates of other patent renewal models.
Schankerman (1991) presents mean value weights for four
technology areas constructed from estimates of a deterministic model
using French renewal data. He finds a similar linear or quadratic

increasing trend in the weights with a discontinuous jump at the end.
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Table 5!

Value-Based Weighting Schemes for Patent Stocks'

Analysis of Variance in Patent Value

Computers Textiles Enginees
44% 47% 61%
56 53 39

I. After Death of Cohort

Pharmaceuticals
(Period 2)

52%

Mean value of patents dropped in the indicated age relative to those dropped in age 3.

Computers Textiles Engines
1.00 1.00 1.00
2.90 0.51 1.46
433 1.36 1.82

- 5.26 2.20 2.35
6.16 2.47 2.49
6.44 2.96 3.02
7.50 3.47 3.12
771 3.16 3.11
8.15 3.63 3.37
8.89 4.12 3.64

10.78 4.51 3.56

11.65 5.10 383

13.31 5.61 4.07

14.39 6.32 4.31

16.98 8.16 5.24

19.71 8.80 5.64

24.37 10.95 6.41

26.25 10.38 6.44

39.81 16.66 10.53

Pharmaceuticals
(Period2)
1.00
4.73
6.55
8.51
8.70
10.62
11.87
10.92
11.65
13.56
13.06
14.69
14.76
17.07
21.15
24.07
33.06
30.38
43,98
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Table 5 continued

I1. Before Death of the Cohort

Mean value of patents renewed in the indicated age relative to those dropped in age 3.

Pt scal
Age Computers Textiles Engines {Period?)
3 4.26 1.44 1.51 6.36
4 5.67 223 1.97 836
) 693 2.87 239 10.18
6 8.12 341 275 11.82
7 9.28 3.95 KB 13.47
8 10.44 448 3.40 14.95
9 11.61 4.98 3.70 16.40
10 12.95 5.61 4.02 18.04
11 14.39 6.28 4.34 19.87
12 16.13 7.06 4.65 21.66
13 17.88 7.89 5.06 24.03
14 20.00 8.78 5.54 26.45
15 22.26 9.87 6.10 29.40
16 24.94 11.19 6.78 33.02
15 28.06 12.25 7.45 36.19
18 31.46 13.70 8.18 40.34
19 34.00 14.56 8.84 41.80
20 39.81 16.66 10.53 43.98
Mean Value of Those Dropped in Age 3 (1975 DM)

2688.99 5269.45 18281.83 2265.83

Notes:

1) Calculations from a simulation of size 15000.
2) The total variance is partitioned into within and between components using the identity:

ZZ(r°(a) 7)) = T LT L) +IZ 30 (@) 7))

where . indicates the dimension(s) over which a mean is taken, a=5§,...,a, and ¢=353,...,80.
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The high mean value for the final group is more pronounced
because his model does not allow for obsolescence. In the model
here, those patents which are dropped in each age due to
obsolescence come from throughout the distribution, increasing the
mean value in each age. Pakes and Simpson (1989) present
comparable weights for the Pakes (1986) stochastic model in Pakes
(1986) which was estimated using aggregate German data. Again
there is a fairly smooth trend in the weights until the final category
where the mean value is substantially higher. Pakes’ model allows
for obsolescence but its estimated value is effectively zero so again
the jump in the final age is more pronounced than those seen in

Table 5.2

It is interesting to compare the mean value of patents
granted in 1975 found by weighting with the simulated mean values
for 1975 found in Table 2. These are presented in the first rows of
Parts I and II of Table 6. The estimated mean value of granted

patents is much higher than the simulated mean value. The

2 When using this type of weighting scheme it is important to
remember the maintained hypothesis on which they are based - that
all patents under consideration are draws from the same population.
If one finds that weighted patents from two groups identifiable by
some characteristic yxeld substantially different mean values, it
suggests that they may, in fact, be draws from distinct populations
making the weights inappropriate. For example, it would not be
appropriate to use the welghts presented here to look for trends in
patent value over time since the model assumes constancy over time.
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difference comes from the sample selection effect of granting. The
simulation calculations start with a group of patents from age 1 while
granted patents is more select in not including patents which drop
before granting. The simulated value may be a more accurate
reflection of the value of patenting because returns are received by
patent applicants even if the application is never granted. Thus the
simulated mean values may be used as a way to assess the value of
those which never appear in the data as granted patents. Since
considerably more patents are applied for than ever get granted, this
allows one to derive information about a much larger number of

innovations.?

One way to think of patent protection as an incentive
mechanism is to consider it as an implicit subsidy to R&D. Like a
direct subsidy of R&D, patent protection increases the expected
return from an investment in R&D. Unlike a subsidy, however,
patent protection increases the variance in returns since the implicit
subsidy is only ’paid’ on those innovations which prove to be
successful. Assuming risk aversion, a given increase in expected
returns due to patent protection is equivalent to a somewhat lower

direct subsidy to R&D.

2 Total simulated value is somewhat over stated since some
applications fail to be granted so the ’protection’ that they offer is
not effective. (Compensation for infringements requires successful
examination.)
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Table 6

Estimates of Value and Relationship to R&D Expenditure

(1975 DM)

I. Simulated Population - Cohort 1975

Computers Textiles Engines Pharmaceuticals
Mean Value! 23,495 17,486 49,728 27,450
Applications 1,172 1,251 1,069 1,594
Total Value 27,536 21,875 53,159 43,755
(thousands)
R&D 223 29 461 288
(millions)
R&D/Applications 190 23 431 181
(thousands)
Total Value/ 123% 754% 11.5% 15.2%
R&D
1. Granted Population - Cohort 1975

Computers Textiles Engines Pharmaceuticals
Mean Value 41,945 29,699 74,909 53,764
Granted Patents 553 374 351 364
Total Value 23,196 11,107 26,293 19,570
(thousands)
R&D/Grants 403 78 1,313 791
(thousands)
Total Value/ 10.4% 38.3% 5.7% 6.8%
R&D
Notes:

1) Simulated mean values are taken from Table 2. Number of applications is inferred from
the number of grants in nationality/technology groups and their respective granting
proportions. In Part II, the mean value of granted patents uses the weighting scheme of Table

6 applied to the sample observations.
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Some average calculations of the relationship between the
value created by a patent and the R&D costs of the underlying
innovations are provided in Table 6. Focus is on Part I of the table
since, as note above, the simulated values are more informative.
The estimated implicit subsidy rates created by the patent system in
each technology group are found in the last line of Parts I and II=.
They are similar, around 10-15%, for all but textiles which is clearly
different, receiving an implicit subsidy of 75%. These figures seem
plausible and the lower ones are similar to those calculated for

France (Schankerman, 1991).

In addition to the approximative nature of the R&D figures
(details in Appendix VI), there are several points which should be
borne in mind in interpreting the entries in Table 6. First, t,
developing a demand for a new innovative product (i.e., product vs.
brand advertising) create a public good of the same sort created by

R&D expenditures and so should be included in the costs of

» These figures assume no lag between R&D expenditure and
patent application. Surprisingly, very short lags have been found
empirically (ie, Hall, Griliches and Hausman, 1986, for econometric
results, Pakes and Schankerman, 1984, for survey evidence). To
make the implicit subsidy comparable to a direct subsidy paid at the
time of expenditure, the returns to patent protection should be
discounted by the number of years between R&D expense and
patent application.
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innovation®. Also, the R&D figure does not include R&D done
by private individuals. A survey conducted in 1975 (Oppenlander,
1977) found that 94% of all sampled patents were to protect
innovations by employees and one would expect private innovation
to be less R&D intensive. On the other hand, the importance of
private R&D might vary by industry and one could argue that the
reason for a high apparent subsidy rate in textiles is simply that
relevant R&D is not captured in the statistics. If one were to assume
the same response to subsidy in textiles as in the other technologies,
the implied R&D is on the order of 140 million DM rather than the

29 million captured in the data.

A second point, and perhaps with most relevance to textiles,
is that some innovations are not the result of R&D investments.
Returns generated by patents on such innovations are not an implicit
subsidy to R&D. The appropriate figure for calculating the implicit
subsidy to investment in R&D would be the total value of patents
covering innovations resulting from such investment. Not adjusting for

this factor again would lead to over-estimates of the implicit subsidy.

A similar and more important point is that not all

# A study by the Expert Committee of the German Federal
Ministry of Research and Technology (quoted in Beier, 1977) found
that the government had difficulty finding licensees for freely
available government-financed research results because without
exclusive licences backed by patent protection, firms were unwilling
to invest in final development and marketing.
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innovations resulting from R&D are patented and the propensity to
patent differs across technologies. For instance in a large survey of
German firms in many technology areas (Oppenlander, 1977),
respondents estimated that only 10-20% of their innovations were
patented. On the other hand, pharmaceutical data indicates a
propensity to patent new products of close to 100%. Since the
R&D figure in the table is a total, it is larger than the R&D going
to produce the innovations receiving patent protection. This means
that, to the extent that patenting is less than comprehensive, the
R&D per patent is over-estimated. It is likely that this factor
explains a large part of the difference between the R&D per engine
patent and that say, for a pharmaceutical patent. This consideration
does not, however, substantially effect the interpretation of the
implicit subsidy rate. Patent protection does not confer a subsidy to
R&D which is known to be directed towards innovations which will
not be patented and it confers a higher than indicated subsidy on
that which is known to be directed toward patented, or patentable,

innovations.

Concluding Remarks

To date the estimation of renewal models is the only source
of large sample quantified information regarding the value of the
protection offered by patent systems and how it varies across
different technology areas. This information is important for

understanding and formulating policy regarding intellectual property.
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In addition to providing such information about an existing patent
system, model estimates can also be used to simulate various policy
changes in order to see their impact on the value of patent
protection. For example, one could calculate the private benefit of
increases in maximum patent life. One could determine the impact
of changes in the fee schedule on both the value of patent
protection and on renewal behavior. Simulating the impact of
changes in policy regarding ’scope’ ( also discussed under the
headings ’breadth,’ ’height’ and ’novelty’ - ie. the area of
product/technology space covered by a single patent) is more
problematic. While it is straightforward to associate this concept
with model parameters, the concept does not have an obvious metric
to measure change nor is it clear what the corresponding change in
parameters would be. Furthermore, contrary to what is sometimes
claimed®, the impact of a change in breadth on the value of
patents does not correspond to the impact on incentives because a
change in breadth will also alter the number of patents obtained for
any level of R&D. In other words, two different policy combinations
of breadth and length which yield the same average patent value do

not yield the same reward to R&D expenditure.

The value distributions of patent protection estimated for the
different technologies may be used in econometric studies requiring

a quantitative measure of innovation. Patent counts are a very noisy

% For example, Gilbert and Shapiro (1989) and Klemperer
(1989).



55

indicator. The advantage of exploiting the renewal data is that it
allows one to give relative value weightings to individual patents
based on an observable characteristic (drop out age). A drawback
is that in principle this would first require the estimation of an
appropriate renewal model. However, the weighting scheme derived
here, and the related work using renewal models discussed above,
suggests that a two parameter weighting function - an age trend and
free final weight - allows a good approximation to the true series of
weights. These parameters could be estimated as ancillary output of
the estimation of the model of interest, improving on count data

without requiring the estimation of a full patent renewal model.
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Appendix I
Characteristics of the Data

Total Sample Size

Percentage of Total Patents Granted (1953-1980)

Nationality (of owner) Groups

20,235 patents

35 %

Western Europe

United States
Japan
Technology Groups
Computers
Textiles
Engines
Pharmaceuticals
Range of Years
Western Europe & United States 1953-1988
Japan 1963-1988
Range of Cohorts
Western Europe & United States 1953-1980
Japan 1963-1980
First Annual Fee due for age 3
Maximum Age
1953-1976 18
1977- 20
Mean Sample Size per Cohort!
Western Europe United States Japan
Computers 102 86 67
Textiles 102 38" 347
Engines 102 48° 40°
Pharmaceuticals 80 37 40°
Note:

1) An asterisk indicates that the cell samples are equivalent to the entire population of
granted patents for every cohort covered.



</ref_section>
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Appendix 11

Patenting Procedure, Fees and Legal Rights

Stage

Fees?

Old Regime - until October, 1968

Application
examination follows
without request

Decision to Grant
3 month opposition
period for court
challenges

Granting

Current Regime

Application
Preliminary examination
follows without request

First publication

Request for
full examination

(by age 7)
Decision to grant

3 month opposition
period for court

challenges

Granting

Application fee
100DM

Publication fee
100DM

plus cumulated annual
fees

Annual renewal fees
100DM age 3 to
2900DM age 20

Application fee
75DM

Annual renewal fees
(continuing)

75DM age 3 to
2200DM age 20

Examination fee
325DM

Publication fee
100DM

Annual renewal fees

Legal Rights

No rights to an injunction
and compensation at the
discretion of the patent
office

Rights to claim an
injunction and to full
compensation.

No rights to an injunction
and compensation at the
discretion of the patent
office

Rights to an injunction
and to full compensation

% Figures are approximate levels of the indicated fee in 1975
Deutschmarks (=.95 1988 US dollars).
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Appendix IIT

Derivation of Estimating Equations

Parts I and II, which characterize expected value and derive a set of simplifying boundary
equations, are based on similar derivations in Pakes (1984). Part IIl incorporates the litigation
effects to obtain the equations used in the optimization routine.

Part I. Characterization of Expected Value
Returns in age a+1 are equal to max{ ér,, z} where z is an annual draw from an
exponential distribution with cdf:

Ql4 l(z) = l'cxp{'(z/an+l+7)}

Because of the discontinuity in the cdf of r,,,, the characterization of EV(a+1) differs
according to whether ér, <> r,,,. If ér, > I, ., then, unless obsolescence occurs, the value
in a+1 will be strictly positive with r,,, equal either dr, or z. If r, < I,,, then whether the
value in a+1 is greater than zero depends on the realization of z, the draw in age a+1. For
example, consider the final age, which throughout the discussion is treated as 20.

E[V(20)|rs.] = (11L1)

a) If r,, < Pp/d
[ ) dQy@)
20

= hon

b)if r,y > 1,/8

[ (Brig=cp) dQy@)

yoy
[ @ey) dQyuQ)

= h% + h‘w(rn)

As indicated, h’,(r,s) = E[V(20)|r,, < I/d] is the expected value in age 20 when r, falls in
the first range and h',,(r,,) is the incremental increase in expected value when r, falls in the
second range r,; > I,,/3.
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Working backwards, the same distinction occurs for age 19:

E[V(19)Ir,s] = (111.2)
a) ifr,, < P/d

ffmlé [Z'Cw*'ﬁehloo] dQ,5(2)

[; s 15+ BOG+hD,(2)] dQu()

= huo

b) if 1,/d < 1y S [/0°

fam [5"18_019*’59’1?9(5?18)] de(Z)

“O1Y

U Kl A L e
© [, ey POk @] 4O

= (h° +h')4(r}y)
c) if r;y > [,/8°

[ [8rigmeig* BOGO+hY (8] dQuy(@)

Yy

* [, Taeig+BOG+h1g(2)] dQu3(@)
= (h° +h' +h?),,(rys)
where the ranges defined are non-empty by virtue of the fact that f, is increasing in a.
In general define h,°(a) as the expected value in a+1 when the returns in a fall in the first
interval, r, < f,,,/8, and h(r), v = 1,...,(20-a), as the incremental increase in the expected

value in a+1 when r, = ., /8*. Because no returns are received the terminal age, EV(21)=0
and h%, = 0 for all v.
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h,° is composed of two parts:

i) the expected net returns in a+1 (111.3)

[ @—c,.p d0,.,@

Ty

ii) the expected value in age a+2. This is the sum of the incremental increases in the
expected value at a+2 integrated over the relevant ranges of r, ,. (111.4)

BOXL " [ o @ 4Q0 @)

or, to simplify notation, S6%,_,**" H,,,". Note that h° is independent of r,.
For v=1, (11L.5)

hi(r) = [Q,.,(,.DI8r,~c,, +BO(AS, D]

+po [ ""[8r,-21dQ, ,@-

For 1< v < 20-3, (111.6)
hi(r) = [Q,, (.. /6" DIBBRY. (31 )]

BO L IR (Gr) R @K,

The fact that t, is increasing in a and that § < I, together insure thatf, < I, /8. Thus
I, is the solution to

r,-c, +86nh° = 0. (1L.7)

Because h°,, is a function of known c, the parameters w and only future P’s, it is
theoretically possible to analytically solve the required integrals in a recursive fashion.
However, the equations for successively earlier I’s quickly become intractable even with the
aid of mathematical software. Pakes (1984, Appendix 3) notes that the integrals H,” may be
approximated by the following, more simply calculated, boundary functions.



Part 11 - Boundary Equations

First note that for every a, h*,(x) is positive and increasing in x for v 2 1.

1) Upper Bound
From equation IIL6, (111.8)

RIG) = BOQ, (BrohGr)-Bef ™, K@ dQ,.@)

Then, (11L.9)

RIG) s PeRLIery -pof | KI@ dQuu@

< POh’ (br)

a+l

Where the second inequality follows from the fact that h*',,,(z) = 0 and that or, = 1., /0!
(the limits of integration) where h', applies.

Substituting recursively,

I11.10
htv(rl) = (:BO)V-lhu'v-ll(év-lrl) ( )
for v=1,...,,20-a.
Using this inequality in the definition of H,, " (11L.11)
v -1f" 1 -1
Hy < 0877 hen(87'2) dQuu(@.
arv+l

2) Lower Bound

(111.12)

Because h,,,"'(z) increases monotonically in z,
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f;ar; h::lx(z) dqQ,.,@ < f&r‘

;o B2 (®1)) 40,1

= k) Gr)IQ,, (8r)-Q,, (., /8" ]

Substituting this inequality into equation III.8,

(111.13)
h'(r) 2 (66)"'x. h,...'(6"'r)
for v=2,...,20-a, where (111.14)
v _ -1 - v-
Ka - m-l Qaﬂ'(raﬂ/ 1 i)
This leads to the lower bound, (111.15)

Hyy 2 B Ky [0 h,(3"1) dQ,.,,@

a
';~v01/6v

for v=1,...,20-a.
Using the midpoint between the upper and lower bounds, the approximate H," equalion is:
(11L.16)

Hyy = [(Lg)r210ee)

Tgeyey

o Fan(87712) Q. ()]

Part III - Estimation Equations Incorporating Litigation

The calculation of the minimum level of returns required for a decision to renew when the
need to defend patent rights is introduced into the model is a reasonably straightforward
alteration of the procedure described above. From Part I recall that if dr, < I,,, the value
in a+1 is greater than 0 only for realizations of z > I,,,. Because owners are assumed to
make optimal future decisions, any realization of z < t,,, will lead to the patent being
dropped and a value in a+1 of 0. Thus, the limits of integration in this case run from I, ,, to
infinity. If ér, > T,,,, then the value in a+1 is positive for any realization of z. In this case,
the integral to find E[V(a+1)|.] is over the entire support of z. The difference here is that
a decision to renew in age a when owners know that they face the possibility of litigation
implies a willingness (in expectation given the information available at age a) to maintain the
patent in force over the period of litigation if challenged. Thus it implies a willingness to
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continue under the expectation that any realizations of z will lead to renewal over the period
of litigation regardless of the current level of returns. As a result, for ages a+1 and a+2, the
limits of integration are over the entire support of z.

To simplify notation, define G,(k |r,..)=prob(r,<k|r,,). G, incorporates Q, and the mass
point at ér,,. The period of litigation is taken to be two years past the current age. The
equation for E[VIL(a+1)|r,,.] is, (111.17)

EVL@+Dir,] =[sG,.,@slr,)
+8[ [ + BPOEIV@+3)ix,]) G,.(drks) G, (dslr,)

where VL is used to denote value from the second year of an infringement suit. ¢, .y, €,.; and
8 over the two-year period of litigation have been removed to enter the new decision rule
explicitly below.

In terms of the h”, terms this means, for example, that E[VL(20) |r,] is calculated as in
case (b) of equation IIL1 regardless of the level of ry,. In general, when determining the
expected value of renewal for any age a, the limits of integration for the following two years
run from +o,,, and +9,,, to infinity and, as a result, the first two break points in the range

of r, (f,,,/d and T,,,/8%) are no longer significant.

E[VL(a+1)|r] = (111.18)
a)lfr, s1,,/9* (h® + h' + h?),(r)
b) It; r, >,/ as previously, Z,_oh,'(r)

for i=3,..., (20-a) with costs and 8 for ages a+1 and a+2 removed.

The definitions of h,* and H,® remain the same so the boundary equations derived in Part Il
continue to be appropriate. There is one caveat. It is no longer generally true that T is non-
decreasing in a, all a. Because of the preparedness effect, with some values for the model
parameters it is possible to find P, > I, > fy. However, parameter restrictions required
for consistency ensure that this situation does not arise.

Age 20

One arrives at I, directly from the decision rule (2). I solves:
(111.19)

V(20, Ty) = Wy - Cy - (1-W)[@g + aiT] = 0.

Note that V(20, r,,=0) is strictly negative since there is no option for future ages. Hence I,
is strictly positive.
i Ty = (& + a(1-W)/[W - a,(1-W))-
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Age 19

I, is defined implicitly by the following equation:
(111.20)
V(19, £ig) =0wt o +B0W[h°+h'],5(F,5)-C,s-B00-(1-W)[2g+a,F,s) =0.

with r, = 0iff
V@9, 1, = 0) = 0.

(Only one 6 appears because 8 in age 21 equals one - there is no obsolescence where there
are no returns.)

Age <19
Other I's are defined implicitly by the foilowing equation:

(111.21)
V(a, 1) = Pwr, +BFw[h°+h'+h?] (1)<, B¢, ., -(BF)c... (1-W)a,+a,L] = 0.

with r, = 0iff
V(a,r, = 0) = 0.

Because I, enters the second term exponentially, the solutions are found numerically.

(0 + b + B (1) = (111.22)
6!‘. + (7.,1[1 vQ!d'l(érl)]

+ BL&r, + [1 -Qua@rl[d0,., + £70,,,[1 -Q,,2( )]
+ 0,,:Qu(Br)[L -Qua(3r)]}
+BOR, ., + FOZ, P VH, Y + B,
where £ = (0,,.)/(0,.. + 80,).
B = [foy - Gt + Gy + BOROI[L -Quui(fe )] + BIE,. 24 H,, "

Ha+1, is defined as in equation I11.16 where
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[ phant® 1D dQu@) =

Tqat

[1 -Qa+l(;a+l+\/8v)]{ ;a+lw+ 6"0’“1
-[I—Qadw(;a*»lw)][oaw +;a+l+v_ E:H] )

+(ﬁeh¢?+l*v—ca+l+v) [Qa+1+v ;a+lﬂ~)][1—Qa+l(;a+lﬂ/6V)]

and K_,," is as defined above (eqn 111.14). Note that the first I to enter the decision rule for
age a is I, which is a result of the fact that returns less than r,,, and T, ,, no longer lead to

non-renewal.
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Appendix IV
Distribution of VVN G, (@,)-

Decompose the objective function:

VNG()) = VN(hy - 2()) - VN@:() - 2()) (V.1

Let (N/n°(a)) denote the m-vector with elements equal to the sample size divided by the
number of patents still in force, n°(a), at the beginning of the appropriate cohort/age. Take
the portion of the m-vectors relating to a particular cohort, ¢, and consider the variance of the
observed hazard for age a, hy(a). The 0/1 decision to renew a2 patent is independent of
decisions made about other patents and therefore has a binomial sampling distribution. For
a given n(a), the variance is

var(/N hy(a)) = n(a)(1 - 7(a)) [N/n(a)]. (Iv.2)
N/n(a) is a random variable. However,
Ni(a)  1/{p. To™ [PErtk) Miwn' (1 - n(ks @))] } = 14'(a)  (IV.3)

where p, is the constant proportion of the total sample which is from cohort ¢ and P(grtk) is
the probability of being granted in age k. Therefore, the central limit theorem ensures that
the first term on the RHS of equation IV.1 converges in distribution to an m-variate normal

VN(hy - 2(2)) ~ Na( 0, diag[ n(wo)(1-1(«))/ p. diag(d'] (v4) -
= Nu(0, V)

where 4 is an m-vector with elements as defined in equation (IV.3). The distribution of the
second term differs in that in the simulation there is no randomness with respect to the
proportion which drop due to obsolescence (see Appendix V). g can be decomposed into
non-renewals due to returns being less than I, which is denoted #, and those due to
obsolescence.

1:() = () + (1 - B()(A). (Iv.5)

At w,, the simulation draws are equivalent to random sampling with respect to the distribution
of returns, so the same derivation of the distribution applies. Taking any cohort, c, and age
a,

(Nma(@) * LAp, T - G 05) (Iv.6)

So,
VN(fn(@) - fi@,)) ~ No( 0, diag[ fi(w,)(1-fi(w,))/ (rp. diag[A’] ). (v.7
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where 1? is an m-vector with elements (18*') IT,_,*(1 - #(; @))- (7 is removed from the
denominator using equation V.5.) Thus the second term on the RHS of equation IV.1 is
distributed:

VN(1n(@,) -2(2)) ~

N.( 0. (1+(1-6)")diag[ A(wo)(18(w,))] / (rp. diaglA’]) ) (IvV.8)
=N(0 V)
Since the sample and simulation draws are independent,
YN Gy(@,) ~
N.(O, V, +V))=NO V) (Iv.9)
which can be used in equation 4 to obtain the distribution of &,. In equation 4, both I' and
V are evaluated at w, which is unknown. Pakes and Pollard show that V(&y) is a consistent

estimator of V. A finite difference estimator of I" evaluated at @, is consistent as long as the
finite differences are specified to shrink sufficiently in N such that Ty # T.
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Appendix V
Qutline of the Optimization Procedure

The optimization routine was written in Gauss 386-VM programming language. A
summary of the major components follows.

Objective Function

The following outlines the subprocedure to calculate the objective function.
1) Input the parameter vector, renewal fees, and hazard data.
2) Transform the matrix of random draws from a uniform distribution into one of random
draws from exponential distributions parameterized by (y,0,¢) using the inverse transform.
Random draws, z, from the uniform distribution are transformed by setting z equal to Q,(y)
and solving fory,

y = oln(1-z) - oy.

For each cohort:
3) Calculate the vector of s

The calculation of I, is straightforward (Appendix III, equation IIL.19). The other I's
must be solved using an numerical procedure. It was noted above that, with certain acceptable
restrictions on the parameters, P's are non-decreasing in age, and that the expected value of
renewing in any age a is non-increasing in r,. These two results are used to find the recursive
solutions for r. For age 19, set I, equal to I, and solve the value function (eqn 2), which
will be positive. Reduce I, by increments™ until either the value function becomes negative
or I, < 0. From age 19 continue to work down, using information from the previous rounds
of the recursive system.

Because the P’s are positive and non-decreasing in age, as soon as an I = 0 is found, end
the procedure and set all I’s for lower ages to zero.

4) Calculate the Simulated Hazards - n(w)

These are found first as mortality rates which are then transformed into hazard rates. The
calculations are done in two stages. The first stage comprises ages 1 to t where t is the last
age with I, = 0. There are no drops except for obsolescence. In age 1, returns for the
simulated patents are the first column of the matrix of random draws. In age 2, depreciate
these by (1-8) and compare them element-by-element with the second column. Retain the
maximum as returns for age 2, and so on.

7 Specifically, T is first reduced by increments of 100. When the
expected benefit function becomes negative, T is increased by
increments of 10. When the function becomes positive again the
procedure stops and T is set equal to its final value minus 5. The
resulting estimate has a maximum error of +/- 3.
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The effect of obsolescence is inferred and no simulated observations are deleted®. The
obsolescence rate (1-8) is the probability of becoming obsolete in a given renewal through a-1.
The probability of renewing through a-1 (when the only reason to drop is obsolescence) is .
Set the mortality rates in the first stage to

o, = (1-6)*¢. (V.1)

In the second stage, where I > 0, find the vector of returns for age t+1 and delete the
elements which are less than I,,,. Count the number remaining, n,,,, and again infer
obsolescence without deleting observations. The number of drops in t+1is (N - fn,,,). In the
second age, again find returns by taking the first n,,, clements of the next column of the
matrix of random draws and comparing them with those already achieved. Delete returns less
thant,,,. Count the number remaining, n,,,. Of these, only én,,, would have remained after
two periods of obsolescence so the number dropping in t+2 is (On,,, - ®n,,,). Continuing,
set the simulated mortality rate in age a > t to

x, = 0~Y(n,, - On)/N. V2)

If no elements remain, end the procedure and set the simulated mortality rates for the
following ages to zero. Transform the simulated mortality rates into hazard rates by dividing
each mortality rate by 1 minus the cumulated mortality rates for earlier ages.
Pick out the pieces of the data matrix of sample hazard rates and of numbers of patents
alive at the beginning of each age, n(a), which correspond to the appropriate cohort.
~Calculate
%, [n(a)/N](hu(a) 7))’ (V3)

Sum these over cohorts and take the square root.

Computation of the Search Direction - Gradient and Hessian

The direction of search is found using a quasi-Newton method. Let | Gx(@)] be denoted
f(w). For each iteration a quadratic approximation to the function is formed from the first
three terms of a Taylor series expansion about the current point,

f(w+p) = f(w) + I'(@)p + pH(@)pR2 V4

where p is a direction vector and I and H are gradient and Hessian matrices evaluated at the
current point w. The function at (w+p) is minimized when

*The advantage of inferring obsolescence rather than deleting
simulated observations is that the effective simulation size used to
construct the simulated hazards at each age is larger for a given
number of calculations. Specifically, no comparisons of dr,; vs. z
need to be done for elements which end up becoming obsolete.
This allows much smaller simulation errors for the same calculations
- particularly at higher ages.
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p = -T(@)H"(w). V.5)

So p, estimated with approximations to I and H*, is used as the direction of search.
B PP

Gradient

The gradient sub-procedure calculates central finite difference gradient approximations.
Perturb in turn each parameter, w, in a positive and negative direction by the amount Acw,
and use the gradient formula:

of/dw, = [[(w+Aw) - f(w-Aw))2Aw, v.6)
where Aw, denotes cither a scalar or a vector with ith element Aw; and zeros else as
appropriate. This formula, which is found from a Taylor series expansion around w, has two
sources of error. First, truncation error from the fact that the second and higher order
derivatives are dropped. Second, condition error from inaccuracies in computing the function
values. The bound on the error from these two sources is

(Aw)2 |P°®)| /6 + e/Aw, v.7)

where { € [w+Aw, w-Aw] and ¢, is the maximum error in the computation of f(w). Clearly,
one part of the error increases in Aw; and the other decreases, with the minimum where

Aw, = & = V3O (V8)

The procedure used to find optimal finite differences is suggested by Gill, Murray and Wright
(1981). Two components are required, an estimate of the higher order derivative and an
estimate of the error in function evaluation, ¢,.

Because there is no source of information about the true value of f at any point, it is only
possible to estimate ¢,. This is done as follows: ‘
Calculate values f(w;) where @; = @ + j*.00001, j=1 to 15.
Find the differences f(w,)-f(w;,,)-
Because the difference in @ is so small, almost all of the difference in the function estimates
is error. Continue taking higher order differences (differences of the previous column of
differences) until they are similar in magnitude and alternate sign, which will happen given
certain assumptions about the distribution of errors. Let k be the column in which this occurs
and maxAf represent the largest difference in column k. Then ¢, is estimated by

&, = maxAfAM[(2k)!/(k!)*] .9
Gill, Murray and Wright (1981) suggest approximating the optimal central finite difference

using the following formula,

d; = V(de ) (V.10)
where & is an reasonable estimate of the second derivative calculated using the second-order
difference formula:

d(Aw) = [f(w+Aw) -2f(w) +(w-Av))(Aw) . (V.11)

Once satisfactory estimates of ® and ¢, are found, calculate d; for each parameter. At
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any vector o, the finite differences used to calculate the gradient are:

Aw, = d&(1 + /(1 + w,) (V.12)
where w, is the value of parameter w; at which d%; was calculated. If a perturbation +Aw;
causes a parameter to cross an upper bound then take the central difference step in the
opposite direction:

f/dw; = [f(w-2Aw) + 3f(w) - 4f(@ - Aw)]2Aw, (V.13)
and vica versa for a perturbation which crosses a lower bound. If both perturbations cause
an increase in the function value then set the gradient to zero. If both perturbations cause
an decrease in the function value calculate the gradient as above.

Both ¢, and the vector of optimal central difference intervals, d°, were calculated once for
each industry. These calculations were made after the grid search and some experimentation
to find a good set of parameter values at which to evaluate them. A set of example
calculations is found below.

Hessian

Because it is very time consuming to evaluate the function, the hessian is not evaluated
at every point. Rather, information about the curvature of the function is derived from the
function and gradient evaluations as the iterations proceed. As in the estimation of ® above,
the hessian is approximated using the first term of a Taylor expansion - which requires only
the change in the gradient. For the first iteration the inverse hessian is set to the identity
matrix. Al each subsequent iteration, calculate a new inverse hessian using the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) updating procedure.

Computation of the Step Length

At each iteration the step length is found using a golden section search. This consists of
bracketing the minimum along the search direction p and reducing the interval while keeping
the minimum bracketed.
First calculate the minimum step length, a™, based on ¢,:

a=lp|=2(1+lwl) (V.14)

A minimum step length is set to avoid the calculation of the function at points so near that
differences will be swamped by error in the function evaluation. Take a step of .01 or a™=,
whichever is larger, until the function begins to increase.
To reduce the interval:
Letting / be the length of the interval between w and the last point evaluated, evaluate the
function at @+.3820! and w+.6180l. If at least one function value is lower, keep the highest
of the two and discard the nearest endpoint. Continue. If the function value is higher at both
internal points than at the endpoints, keep the endpoint with the lowest value and the nearest
internal point to locate the local minimum. This avoids the best point being discarded. (Since
p is a decent direction, if this occurs it indicates that a quadratic approximation is not accurate
over the interval.) If the step length procedure is unsuccessful, check the function values
found during the gradient estimation. If at least one of these is lower that the initial function
value, go to that point and begin the next iteration. Otherwise evaluate the function at five
randomly chosen points in the neighborhood. If there is no improvement, then end.
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Appendix VI

Calculation of R&D Expenditure

There are two major considerations in calculating the R&D expenditure relevant to the
patent values measured here. The first is the question of how much of the R&D performed
in given industries goes toward the production of patented goods in the four technology
groups. The second is how much of R&D should be allocated to the German market when
innovations are often marketed more broadly. These are dealt with in turn. The assumptions
and procedure are similar to that used by Schankerman (1991) in calculating R&D
expenditures relevant to the French market.

Total R&D figures for every country (Japan, United States, Western Europe) are for
1975, or the closest year available, and are classified by 23 SIC industry groups. The
percentage of R&D by each industry group allocated to each of the four IPC technology
groups was based on the assumption that R&D allocation is reflected in patenting. Thus, for
each industry, the percentage of R&D going to a given technology was set equal to the
percentage of the industry’s total patenting going to that technology group. The Yale-Canada
patent concordance (B-matrix) was used to find the IPC composition of patenting in the
different industry groups, the implicit assumption being that the composition of innovative
activities performed within SIC groups is fairly stable across countries. (Note that one would
ideally like a concordance for each country.) Thank you to Mr. Jonathan Putnam, Yale
University, for extracting and supplying the concordance entries relevant to the four
technology groups.

One adjustment to the R&D figures was necessitated by the fact that many pharmaceutical
patents have their first IPC classification in chemicals. Based on experience collecting the
patent data, it was estimated that approximately three-fourths of pharmaceutical patents have
a first classification in pharmaceuticals, with the remaining fourth classified in chemicals.
Thus the percentage of total R&D going to the pharmaceutical group was inflated by a third
to account for those hidden in chemicals.

Because one important way to exploit innovation is through sales of products incorporating
the innovation, the amount of R&D allocated to the German market was assumed to equal
the importance of exports to Germany in total sales. (Or, conversely, the importance of the
domestic market in total sales for R&D expenditure by German companies.) Sales and export
data for each country and the 23 SIC industries are from the IBRD-OECD data base. Mr.
George Papaconstantinou of the OECD was very helpful in providing these and the R&D
figures.



