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I. Introduction

This paper has been deslgned for a non-technical, expository talk on
recent developments in macroeconomlcs. The title refers to the fact that it
Is just about 20 years slince the publicatlion of three papers by Robert Lucas
(1972a, 1972b, 1973) that began the serles of developments that has
frequently been called the “rational expectations revolution” In
macroeconomjcs. The tltle is also a one-decade update of one that I used for
a survey paper about ten years ago (McCallum, 1983). By that time it was the
case that the first round of controversies was almost over and rational
expectations (RE) had become the domlnant hypothesis concerning expectational
behavior. It had also become widely recognlzed that adoption of RE does not
necessarily 1imply ineffectiveness of monetary policy--indeed, John Taylor
(1979) had already conducted stablllzatfion pollcy simulation experiments with
a small RE model that was a forerunner of the multli-country model that he has
been using recently (Taylor, 1989).

During the first decade of RE macroeconomics, the maln issues concerned
the specificatlon of aggregate supply or wage-price behavior. Detalls of
this specification pertaining to lags, overlapping contracts, the presence or
absence of dynamlc money illusion, and se on were recognlzed to be cruclal
for the Iineffectiveness 1issue and would be cruclal for thé deslgn of
stablllization policy If it were to be successful. And such details are also
critical for an extremely baslic issue, namely, whether exlsting cycllcal
fluctuations have major or minor effects on soclal welfare. But the issues

emphasized by researchers have changed drastically durlng the past decade,




moving away from the speclfication of aggfegate supply behavior and toward a
basically new set of toplcs. To a conslderable extent these new topics have
been concerned with technical rather than substantive issues, but that
demarcation 1s not a precise or tidy one, so 1t would be wrong to be highily
critical on that basis--even if one feels, as I do, that a bit more emphasis
should be given to substance. And in one area of study, a formerly arid
domaln of purely theoretical concern has actually been converted into a
vibrant fleld of great substantlve importance. Here I refer, of course, to
the area of growth analysis.

In this talk I would like to have a few things to say about this
rejuvenation of growth analysis. In addition, I will discuss some lssues
relating to two extremely active areas of research over the past decade,
namely, real buslness cycle (RBC} theory and unlt-root econometrics. Then at
the end I wlll brlefly return to the aggregate supply issues that continue,
whatever the professlon’'s fads, to be Ilmportant.

Before startling, however, I should perhaps mention briefly that there
continues to be work and some controversy relating to the RE hypothesls
itself. A large number of studles have indicated that elther RE, or a
certaln class of representative-agent models of saving, labor supply, and
asset cholce behavler, is Inconslstent with the data. Most researchers would
view the class of models as the more 1likely culprit, however. More
troublesome to some researchers are the results of studies based on survey
data regarding expectations, a number of which have suggested that errores are
systematically related to avalilable information in one fashlen or another.

One prominent example involving exchange rates ls provlded by the work of Ken

Froot and Jeff Frankel (1989).




Some analysis has moved the other way, however. A recent AER study by
Michael Keane and David Runkle (1990) devoted an unusual amount of attention
to detalls such as data avallabllity and revislon, potentlal aggregation
bias, and the incentives of sampled forecasters. And thelr study ylelded
results in which survey data on GNP deflator forecasts are conslstent with
rationallty. Theoretical work contlnues, moreover, on the feaslbility of
rational expectations in environments with many 1indlviduals who are
differentlally informed. But ratlonal expectaltlons continues to be the
dominant hypothesls for the same reason as 10 years ago--the unatiractlveness
of the avallable alternatives. Thus 1t is probably correct to say that the
main controversy in thls general area concerns the emplrical relevance of
“bubble* or “sunspot® solutions Iin RE mcdels. This possibllity has recelived
additional attention In recent years as a consequence of the development of
models Involving complex nonllnear dynamics of the type that 1s termed

"chaotic." I am myself quite dublious of the emplirical relevance of this

work, but I will not have time to develop that argument in this hour.

I1I. Real-Buslinesg Cycle Analysis

Instead, let me begin now with the subject of RBC analysis, whlch must
certainly be regarded as one of the most actlve areas of macroeconomic
research over the past decade.1 I'm sure that everyone here is famlllar with
the general nature of this line of work, which views cyclical fluctuations in
aggregate quantity varlables as resulting primarily as the consequence of
exogenous shocks to the productlion functlon that is common to all producers.

Product and factor prices are fully flexible, or the economy works as if they

were, S0 mohetary policy actions have no slignlficant 1impact on real




magnitudes. Those are the maln substantive features of the RBC approach, but
it also has two notable methodological aspects. These are, first, that
macroeconomic analysis should be conducted in the context of a competitlve
general equllibrium model in which agents solve explicit dynamic optimization
problems and, second, that this model should be implemented quantitatively
with parameter values that are empirically Justified by means of
“calibration" or some more formal estimation method.

As you know, thls approach got 1its first ma jor impetus from the 1982

Econometrica paper by Kydland and Prescott, which was followed up by

Prescott’s 1986 paper in the C-R conference serles. By now several survey
papers have been written; naturally I favor my own, which appears in Barro's
volume called Modern Buslness Cvcle Theory (McCallum, 1989b). In that survey
I trled to bring out both the strengths and weaknesses of the RBC approach,
with its strengths being largely methodological and its weaknesses empirical.
In the latter category I emphasized that existing RBC models, driven entirely
by technology shocks, fall to, match the second-moment data that RBC
researchers have focused on in two lmportant respects. First, average labor

productivity is much more highly correlated with output and employment 1ln the

models than it is in the U.S. data and, second, the dynamlc pattern of
output-productivity correlations !s also the source of a mlsmatch. Recently,
Christlanc and Elchenbaum (1992) have elaborated on the former pelnt and
showed that inclusion of a second source of fluctuations--shocks in
government fiscal policy varlables~-would be helpful but would not eliminate
the problem.

Another difflculty with RBC analysls 1s the absence of any convincing

descriptlon or identification of the unobserved quarterly "technology shocks"




that 1t posits as the primary source of cyclical fluctuatlens. If this
random component 1is Interpreted literally as pertaining to shifts in the
state-of -knowledge physical frontler relatlonship between inputs and outputs,
then it would seem implausible that there could be enough varlablility at the
agegregate level; speclfic technological lInnovations will impact on the
preduction functlions of only a few of the economy’'s many products. These
sectoral shocks will then tend to average out, yielding a small varlance In
the aggregate. In this regard, tﬁere ls some evidence that the sc-called
"Solow residuals” are indeed not pure €Xogenous technology
shocks--specifically, there is a recent JME paper by Charles Evans (1992)
that carefully documents the fact that Prescott's measure of the Solow
reslduals 1s Granger-caused by several monetary variables.

The second possibllity ls that these “technology shocks" refer largely
to wvarlations in fiscal pollcy, Import prices, or other omitted but
observable varlables. This line of approach 1s currently being taken by a
number of researchers, the clted paper by Christliano and Elchenbaum being
only one of several recent examples. New In this case the substantive
hypothesis under conslideration 1s rather different. So it might be asked
whether models in which cyclical fluctuations are driven largely by changes
in fiscal pollicy or import prices can still properly be considered RBC
models. My answer would be that they can, when they utilize the
methodological approach of the RBC literature and retain its presumption that
prices adjust promptly, thereby ruling out monetary effects of the
Phillips-curve type. One might even say that a model that Includes monetary
variables continues to be a RBC model 1If full price flexibllity s

malntained. Thlis is the case In the inflation tax analysls of Cooley and




Hansen (1989), which introduces money via a cash-ln-advance constraint and
then studles the welfare cost of alternative inflation rates. There are
other papers of thls type, whose models represent a useful extenslion of RBC
analysis. But it should be kept in mind that adding on a monetary sector in
this way does not recognize the type of phénomena that 1s consldered
important by those who belleve that cycles have a slignificant monetary
component. That would require the fnclusion of sticky prices. And it would
not seem to be appropriate to apply the RBC label to such a model--1.e., one
with sticky prices and/or wages--even If the analysis of cyclical
characteristics 1s conducted in the fashion that typifies the RBC literature.
That 1s not to suggest that such analysis is undesirable, however. In fact,
my own bellef 1s jJust the opposite--that research applying the disciplined
quantlitative analysis‘of cyclical behavior to various hypotheses regarding
sluggish price adjustment could be extremely valuable. A good start has been
provlided 1n a werking paper by Robert King (1991).

An interesting development In recent RBC work has been in the area of
models with an lnternational dlmenslon.2 Here one object 1s to see If the
basic neoclasslcal mechanisms involving intertemporal cholces and work effort
serve to explaln empirlical regularitles involving variability and correlation
measures for varlables such as net exports, saving, domestlc Ilnvestment,
domestic and forelgn consumpticn, etc. One of the most positive findings is
that the REC models, which incorporate high mobllity of goods and capltal,
tend to reproduce the emplrical fact that national saving and domestlic
Investment ratlos {relative to outpu£) are positively correlated. This

indicates that the high savings and investment correlatlions that are observed

in the data do not imply a low degree of capltal mobllity, as was suggested




in the 1literature engendered by Feldstein and Horioka (1980), At the
negative end of the spectrum of findings, the RBC-style models‘tend to imply
that cross-country correlations are much higher feor consumptlion aggregates
than for output, an lmplication that is sharply inconsistent with the facts.

Much work on international aspects of RBC analysis is currently under way.

II. Growth Theor

One of the most desirable by-preducts of the RBC literatﬁre has been a
greatly renewed Iinterest in the analysis of economic growth. ° Indeed, it
might not be too much of an exaggeration to say that recent work in this area
has made growth eccnomics a viable substantive area--as opposed to a
fasclnatlng but empirically empty theoretical domaln--for the first tinme.
Over the past few years serlious analysts have actually been running
regressions with data pertaining to growth rates and thelr determinants! In
any event, the ties between the recent growth analysls, and the RBC work that
preceded 1t, have been strong both intellectually and in terms of the
individual scholars lnvolved--see, for example, two papers by King, blosser,
and Rebelo (1988a), (1988h).

As I see it--1 have not worked ln the area myself--the mailn catalyst for
the new growth analysls was some work by Paul Romer (1986) (1987) and shortly
thereafter Bob Lucas (1988), both of whom argued that the prevalling
neoclassical growth framework with exogenous technical progress falls to
explain ;ven the most basic facts of actual growth behavior. Both Romer and
Lucas went on, moreover, to propose new theoretical structures that would
endogenize the growth process. Thelr arguments have not gone unchallenged,

but they have--however the controversy turns out--provided much of the




stimulus for recent developments, both theoretical and emplrlcal.3

Basically the story goes something llke this. The neoclassical growth
model consists of a setup In which infinlte-lived households make consumptilon
vs. caplital accumulation decislons so as to maximize a time-separable utlility
function that has current and future consumption of the household as its
arguments. (It doesn't change things much to 1nclude the leisure/labor
cholce also.) These cholces are constralned by a production functlon
pertaining to the household’s inputs and outputs, and its current stock of
capital. Labor-augmenting technical progress and population growth rates are
exogenously glven constants. Then in a competitive economy with many such
households, capital accumulation will proceed along a path that approaches a
steady state in which the value of capital per effective unit of labor--i.e,,
taking account of technlcal progress--is a constant. So capital per person
grows at the rate of technical progress in the steady state and the same 1s
true for consumption and output per person. Thus the steady state growth
rate of oytput--either total or per person--is independent of preference and
technology parameters, indeed, everything except the exogenous rate of
technical progress. Inefficlencles induced by distorting taxes will, like
the state of tastes and technology, affect levels of output and consumption
but not thelr steady state growth rates.

The trouble with this neoclassical model is that 1t explalns so little
about observed growth behavior. We know that different economies have
different per capita growth rates that are sustained over long spans of time
and that these rates are hlgher 1in economles that devote large shares of
thelr output to investment. But such differences cannot be explained by the

steady state lmplications of the neoclassical model since 1t takes technology




growth to be exogenous. The model suggests elther the same rate for all
economies or different rates about which it has nothing to say.

Of course the neoclasslcal model! does imply that transitional growth
rates will differ, beling 'faster in economies with
capltal-to-effective-labor-ratlos far below thelr steady state values. But
these transitional differences cannot quantitatively explaln the magniltude of
long-lasting growth differences under the standard neoclassical presumptlon
that the production functlon is close to the Cobb-Douglas form with a capital
elasticity of about 1/3. One way to describe the problem is to consider a
comparison in which one economy's output per person increases by a factor of
2.4 relative to another's, over a period of 30 years, which is the amount of
change that would take place if the flrst economy grew on average at a rate
that is higher by 3% per year. That's a pretty bilg difference but not nearly
as blg as the difference between actual Japanese and U.S. growth rates over
the years 1950-1980. Then with a capital elasticity of 1/3, the capltal
stock per person would have to Iincrease by a factor of 14, relative to the
second economy, if thelr rates of technlcal progress were the same. And the
real rate of interest--the marginal preduct of capltal--in the first economy
would fall by a relative factor of 6. So if the two economies had simlilar
real Ilnterest rates at the end of the 30 year period, the first economy's
would have been 6 tlmes as high as the second’s at the start of the perilod.
Well, we do not observe in the data changes in relative capital/labor ratlos
or lnterest rates anythlng like thﬁse magnitudes even though we do observe
output growth differentials of 3%. And this calculation understates the
difficulty for the neoclassical model, because transltion dynamics 1s such

that the absolute rate of approach to the steady state path becomes very slow
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as that path 1s approached. A calculatlon by King and Rebelo {1993) suggests
that for Japan's growth relatlve to the U.S. over 1950-1980 to be explained
by the transiticnal capltal accumulation mechanism, with a capital elasticlity
of 1/3, Japan's real marglnal product of capital would have been about 500%
per year in 195Q!

Besides this clear inconsistency with the data, the neoclassical model’s
implication that an economy's steady state growth rate 1s independent of
preferences for saving versus consumption seems at odds with empirical
observation. And the same might be sald with respect to tax rates, although
the empirical situation is not so clear.

Consequently, Romer, Lucas, King and Rebelo, and others have developed
medels In which steady growth can be determined endogenously--that 1s, 1t may
occcur even without exogenous technical progress--at rates that will depend on
saving behavlior and tax policy. The key to these models is the role of human
capital, which is assumed to affect labor preductivity. In other words, the
efficiency term that multiplieé labor Iinputs in a household's preductlon
function 1s proportional to the amount of human capital that it has
accunulated. Thls makes technical progress endogenous and responsive to the
Incentives of individual agents. Now, if the technology for the production
of human capital features constant returns to scale in capltal and efficlency
units of labor, then the model wlll generate steady state growth of human
capital, physical capltal, output, and consumption per person.4 This happens
because with constant returns to the two accumulated factors, physical and
human capltal, growth is not halted by diminishing returns. The result 1s
somewhat as 1f output depended onl? on capital alone with constant returns to

this one factor. And the growth rate of per capita values that obtains in
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the steady state will depend on many parameters of the model, including
distorting tax rates. There are versions of the endogenous growth model that
posit the existence of externalities to human capital accumulation, but the
verslon I have Just sketched does not rely on any such assumption.

So, does this type of model make more sense than the neoclassical
construct that 1t was designed to replace? Well, it seems attractive and
basically plausible but there is one weak link 1n the argument. That is that
steady, never-ending growth requires precisely constant returns in the
production functiens; if the sum of the coefficlents on capltal and human
capital is 0.99 rather than 1.0_0 in elther production function, then the
economy will approach a steady state with no growth in the per capita
magni tudes. So its dramatically different properties as compared with the
neoclassical model depend upon very special parameter values, ones that
obtain only on a subset of the parameter space that is of measure zero., That
hurts! But the analysis has been productive, nevertheless, because wlth

returns t¢ scale close to 1.0, the model! will have very slow transitlon

dynamics, which implies that observed growth differences may be sustained
over very long time periods. Of c¢ourse the same would be true in the
neoclasslcal model If returns to capital were close to 1.0, but we know that
for physical capital alone the magnitude is closer to 1/3. So one major
contributlon of the new growth analysis is the jidea that human capital
accumulation may be very Important to the growth process. And with lIts
importance recognized, analytical growth models can become relevant for
actual growth processes. The models will still fall to explaln never-ending
steady state growth, except with an implausible assumption, but they will

plausibly rationalize transitlonal growth differences that are quite
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long-lasting. And from a practical perspective that ls what 15 needed for

analysis.

IV. Unit Roots

The lssue of parameters summing precisely to 1.0, a zero-measure subset
of the parameter space, arlses agaln 1n this section because its tople
concerns the posslible existence of "unit roots” 1n macroeconomic time series.
This too has been an extremely active area of research so I can discuss only
a small fractlon of the issues that have been studied. In fact, I will
briefly touch upon Just two of these issues, the first of which concerns the
hypothesls that the time series process for real GNP In the U.S. is cne that
has a unlt autoregressive (AR) root. Equivalently, 1t 1s a difference
stationary (DS) or integrated serles, one that must be filrst-differenced to
be rendered stationary. (Actually, I am talking about the log of real GNP,
but will not say so explicitly.)

The first studies of this proposition, brought toc the profession's
attention by Nelson & Plosser (1982), proceeded by testing a null hypothesis
that corresponds to a unit AR root. Thus the strategy was te represent the
GNP serles as a trend stationary ARMA process and test the specilal-case,
zero-measure hypothesis that lts largest AR root 1s preclsely equal to 1.0,
Clearly, that testlng strategy ls unsatisfying when the null hypothesis is
accepted, since it is almost bound to be accepted falsely If the true value
1s close to but different from 1.0.

Consequently, Campbell and Mankiw (1987) adopted a dlfferent strategy.
It was to represent GNP as a difference-staticnary ARMA process, one

stationary 1n the first difference of real GNP, and then test the speclal
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zero-measure hypothesis that there is a unlt root In the moving average (MA)
polynomial. (This would cancel out the difference operator and make the GNP
series trend stationary). What did they find? Well, the answer cannct be
given 1n a few words because 1t depends on how many AR and MA terms are
included In the estimated model for Ayt. I would summarize the Campbell and
Mankiw (C&M) results as in Tables 1| and 2. They actually estimated 16 models
but I've reported only those which include at least one AR and one MA
parameter. The first of these tables glves statistics for a test of the
hypothesls that the process 1s trend statlonary (TS). Clearly you get
different results for different ARMA specificatlions. But the matter is even
messier than that, because the test statistic actually does not have a chi
square distribution under the null hypothesis. Consequently, the usual test
(that I have reported) will tend to reject a true hypothesis more
Infrequently than the nominal significance level implies. So the C&M results
are actually more unfavorable for the trend stationarity hyﬁothesls than it
would appear in Table 1.

Partly because of this difficulty, Campbell & Mankiw's discussion
emphasized the ARMA (2,2) case, which was chosen by some plausible selectlon
criteria, and the A(1) statistlc reported in Table 2. The latter statistic
is the sum of coefficlients in the A(L) polynomial, when Ay, ls expressed in
the MA form Ay, = A(L)e,, so it represents the ultimate, long run response of
Y, to a unlt shock--a 1.0 reallzation for € - As can readily be verifled,
the A(1) measure is 0 for any trend stationary process and is 1.0 for a
random walk. So many of the ARMA speciflcatlons indicate not only that the
process 1s DS, but also that 1t 1s even farther from TS than is a pure random

walk. So, although thelr language was guarded, C8M suggested that there are
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Table 1

Test Statistlcs from Campbell and Mankiw {1987, Table 1)

Number of AR Number of MA Parameters

Parameters 1 2 3
[ L ]
1 22.96 11.73 0.00
2 2.06 g.02" 0.00
3 0.95 1.31 0.00

Notes: Tabulated entrles are values of 2 log {SSE°/SSE), where SSE denotes
sum of squared residuals and SSE° indlcates imposition of the constraint that
A(1) = 0. The ARMA models are estlmated for Ay, where y, ls the log of U.S.
real GNP, seasonally adjusted, quarterly for 1947.1 - 1985.4. Asterisks
indicate values significantly different from zero at the 0.05 slgnificance
level according to the usual chi-square test, which is (however) incorrect.

Table 2

Estimates of A(1) from Campbell and Mankiw (1987, Table IV)

Number of AR Number of MA Parameters
Parameters 1 2 3
1 1.72 1.73 0.03
2 1.77 1.52 0.00
3 1.36 1.60 0.00
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grounds for belleving that GNP 1s DS and has a A{l) measure greater than t.0.

That concluslion was contested by Christlanoc and Eichenbaum (1990), who
suggested that the C&M results provide Jlittle evidence on A(1). Thelr
argument 1s that one could easlly get results llke those in Table 2 even If
A(1) = 0 in actuality. They provided many bits of evidence but the most
convinclng was as follows. They took C&M's estimated ARMA (3,3) model, which
implies A(1) = 0, used It to generate simulated data, and then estimated ARMA
(2,2) models from thls data. And in each case they tested the hypothests,
true by construction, that A(l)} = O. But in 2000 replications that true
hypothesis was rejected 74% of the time although the test's slgnificance
level was 0.05.

What 1s the approprlate conclusion? I would tend to agree with the
Christiano-Eichenbaum suggestion that we are simply unable to accurately
estimate long-run properties of the U.S. GNP data from the postwar quarterly
time serles. That same concluslon has also been suggested by analysls based
on two other approaches. The first is the unobserved components approach used
by Watson (1986) and Clark (1987), which views the Y, serles as the sum of
two components, one of which 1s TS and the other DS, This lmplles that the
¥, series Is lItself DS but with a TS component that is possibly more
lmportant quantltatively than the DS component. Thus the object 1s to
estimate the relative importance of the two components, nelther of which 1s a
zero-measure speclal case. Studles uslng thls approach tend to estimate A(1)
substantlally below 1.0, closer to 0.5, but with a very large standard error.
The other approach involves fractional differencing, in whlch case the
parameter attached to the 1-L operator may be a non-integer value, rather

than the 0 or 1 that would represent trend statlionarity or difference
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statlenarity, respectively. Estimates of thls parameter tend to lie around
0.5, but agaln wilth very large standard errors--see Sowell (1992).

From all of thls it seems hard not to conclude that U.S. real GNP is
probably a DS process--why would there be no permanent component in the
shocks driving 1t7--but quite posslbly with a long run response statistic
considerably smaller than the random walk value of 1.0. But we cannot be
confident about the latter--there 1s just not enough Information in the data
to estimate long-run properties with much accuracy.5

The other aspect of unit root analysls that I wcould like to mention
switches attention from irend estimation to trend removal; to “"detrendlng"
for the purpcse of making macro time serles sultable for econometric study of
relationshlips among variables. For example, when conducting regression
analysls wlth growing sertes, is it better to difference the serles or to
remove estimated determinlstic trends?

Some notable arguments Iln favor of differencing have been put forth in
the literature. The most famous of these was in Granger and Newbold's (1974)
paper which showed that a regresslon of y, on x would tend spurlously to
find a relationship when the two variables are generated by jindependent
random walk processes. Then Nelson and Kang (1984) showed that trendless
random walk variables would be spurlously related to time trends in estimated
regresslons. Flnally, Plosser and Schwert suggested in a 1978 JME article
that under-differencing wlll usually have more serious consequences than
over-differencing. Now, all three of these arguments are based on the
presumption that the 1nvestigator !s wrong about the appropriate degree of
differencing and that he falls to correct for serlal correlatlon of residuals

in the estimated regressjon. But to me that seems like a straw man, because
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most actual lnvestlpaters would not conclude their study with a regresslion
that has strong serial correlation In the residuals. The actual case of
interest, then, would seem to be estimation with under- or over-differenced
serles plus AR or MA correctlons for the disturbance terms.

1 have found a few papers reportlng the results of Monte Carlo studies
that bear on this case. One 1s a different paper by Plosser and Schwert
(1977}; it Indicates that over-differencing !s not seriously detrimental in
inference regarding the regression slope parameter when a moving average
disturbance is included. It does not consider the corresponding case with
under-differencing accompanied by an autoregressive disturbance term, but a
few relevant results have been reported by Andrew Harvey (1980) and
{ironlcally) by Nelson and Kang. In both cases these results suggest that
inferences about slope ccefflclents will not be strongly dlistorted. I won't
take time to describe the studles in any more detall, partly because all of
these Monte Carlo results are for setups with exogenous regressors.6 Since
that case would be the exception ln macroeconomics, I have recently conducted
a very small lnvestigatlon in the context of an equation that I have used In
some recent work. Thls 1Is equatlon {24) of Table 3, an extremely simple one
equation model of nominal GNP determination. Note that the predetermined
variable Abb4. measuring the one-quarter lagged growth rate of the monetary
base, and the lagged dependent wvariable both enter wlth moderate sized
positive ccefflcients when the relatlion is estimated In first differences.
Now equatlon (25) estimates a levels version of this relatlon with no serial
correlatlion correctlon; this ylelds very different slope estimates. But when
an autoregresslive disturbance term 1Is included, the point estimates and

standard errors In equation (26) return to pretty much the same as ln (24).
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Table 3

Estimates Reported in McCallum (1992)

(24)  Ax, = 0.0076 + 0.28454x.., + 0.38314b,.,
(.002)  (.075) (.105)
R® = 0.21% SE = 0.0096 DW = 2.07 Q{10} = 8.0
(25)  x, = 0.0273 + 0.00021t + 1.0160x-, - 0.0321b,.,
(.072)  (.0002) (.020) (.014)
R® = 0.9999 SE = 0.0104 DV = 1.40  Q(10) = 23.1
(26) %, = 5.857 - 0.0067t + 0.2763x.., + 0.552b,_; + 0.996e;.,

(34.1) (.060) (.081) {.150) (.023)

R™ = 0.9999 SE = 0.0095 DW = 2.14 Q{10) = 9.0,

(27) 44x, = 0.0002 - 0.3993A8x..+ + 0.363448b,_,

(.0009} (.074) (.158)
R® = 0.182 SE = 0.0110 DW = 2.12 QI10} = 18. 13
(28) Alx, = 0.00001 + 0.1666AAX%,., + 0.357144b,., - 0.946e,.,
(.0008) (.06%) (.13%) (.032)

R = (Q.370 SE = 0.0097 DM = 1.89 QiQ) = 9.5




And equations (27) and (28) show that something similar 1s true for a second
differenced version of the relatlion when a moving average disturbance 1is
included. It 1s too soon to draw general concluslons, but these results lead
me to conjecture that the issue of differencing prior to regression analysis
ie not so cruclal as has been suggested. If serlal correlation corrections
are utilized, the results may not be greatly affected by under- or

over-differencing.

V. Aggregate Supply

Let us now return to the toplc of aggregate supply, which might be
thought of as the manner in which price behavior departs from fully flexible,
instantaneous market-clearing (the type presumed In real business cycle and
growth analysis). Given this characterization, it may seem surprising that I
have downplayed the extent of research activity in the area, for there have
been a substantial npumber of papers published on the I1nteraction of
monopolistic competition and “menu costs™, Indeed, a two-volume cellectlion
of reprints of notable articles has been edited by Greg Mankiw and David
Romer (1991) under the title of New Keyneslan Economics. My maln reason for
de-emphasizing this body of work is that 1t seems thus far to have been
rather unsuccessful.7 To Introduce my explanation of this conclusion, let me
quote Blanchard's (1990, p. B13) concise statement of the main ldea: "To
summarize, imperfect competition implies that, in response to an increase in
nominal money, the incentive to adjust relative prices may be weak. Small
costs of changing prices will [1n that case] prevent ad Justment of relative
prices, thus of nominal prices, leading to an lncrease In aggregate demand.

Because price initially exceeds marginal cost, firms will willingly increase
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output even 1f they do not adjust prlces. QOutput wlll go up and so will
welfare.”

This llne of argument admittedly has some attractive features--but it
also has several Iimportant weaknesses. One of the latter \involves the
welfare effect. Since monetary-induced contractions will occur with about
the same frequency as expansions, the first-order welfare effects willl cancel
out over any substantial span of time.8 Second, the emphasis on monopolistic
aspects of lmperfect competlitlon seems overdone. Although the normal level
of output will tend to be lower than under competitive conditions, 1t 1s
unclear that this is important from the perspective of macroeconomlic
fluctuations. Blanchard and Kiyotakil (1987) refer to the suboptimality of
output as Involving an "aggregate demand externality" but this is misleading
in the following respect: of the three equations of thelr aggregate model,
only the "wage rule"” and "price rule” are needed to determine cutput and the
real wage. The “"aggregate demand function" then serves only to determine the
price level, and has no effect on the values of the model’s real variables.
Indeed, the assumption of monopolistic competition does not itself imply the
existence of monetary pollcy effects on real varilables. Such effects also
require the extstence of the above-mentioned menu costs, costs of changing
prices that cause nominal prices to be unaffected by changes in the stock of
money——which then alter real varlables. But there 1s a problem with this
part of the story, too, for it simply assumes that the menu costs pertain to
changes ln nominal prices. But rational sellers and buyers are concerned
with gquantities and relatlve prices, so 1t 1s unclear why prices are not
temporarily flxed in "real" or “indexed" form. Why, in other words, are

menus not printed for real rather than nominal prlces? The menu cost
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literature has not addressed thls lssue but has instead simply assumed that
menu costs pertain to nominal prices. But that amounts to assuming that
monetary policy actions will have real effects, which 1is something that the
theory 1s supposed to explain.

Flnally, another weakness of the monopolistic competition-menu cost
theory is that existing versions are baslically non-dynamic and therefore
non-cperatlicnal. In some papers 1t is unclear whether the cost of a price
change pertains to a change from one period to the next, or to a
within-period change in relation to some preselected value; and in most of
the other papers, It 1s the latter concept that prevails. But the former
concept 1s, of course, the one that most people have in mind when referring
to empirical evidence on sticky prices. In sum, it seems necessary to
conclude that the menu cost literature has ylelded no operational model of
sticky prlce‘ behavior that 1s satisfactory both theoretically and
enpirically.

What about other scurces of such a relation? As 1t happens, the
operational formulation that has recently come the closest to belng a
"consensus” model among empirically-orlented analysts Is, I think it 1s safe
to say, John Taylor's (1980) specification with overlapping nominal wage
contracts. Since I have previously (1982) criticized thls model for not
conforming to the natural rate hypothesis, I would not bring up that point
again--except that it seems worth mentioning that Jeffrey Fuhrer and George
Moore (1992) have very recently implemented a modlflied version that 1s open
to thils particular criticism to a lesser extent. Thus this modification is
rather attractive conceptually, and the Fuhrer-Moore study suggests that it

may perform better empirically, as well. Let us then briefly examine the
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nature of the proposed modification.
A two-pericd version of Taylor’s model posits that the aggregate price

(or wage) index 1s an average of contract prices negotlated In the current

9

and previcus perlods, X, and X, ¢

1
(1) P, =3 (xt+ xt_ly

Contract prices are set by half the sellers in t to keep in step with prices
pertaining to the other half of the sellers, with an adjustment added to

reflect expected excess demand:

1 e |~ ~
v 2 [pt. +E, ptq] * EEt.[yt * ytu] v>0

1 ~ ~
(3) xt = 2 [xt—l * Et xt+1] * 1Ek[yt * yk¢1]
and thus that

1 -~ ~
(4) Q= z [ELAxlil - AX'_] + ']’Et_[yt + yt"l].

The Fuhrer-Moore éssumptlon. by contrast, 1s that x, is set to satlsfy

1 T, - ~
v 2 [vt * Et—xvzo:] * iEt—i[yt * ylol]

where
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(6) v, =

Nt =

[xt - pt. * xt-l - pt-‘l]

is the aggregate index of real contract prices prevailing in perlod t.

Substituting we derive

1 - -
) xt - pt = z[xt.-l - pt-l * Et(x'.él - pt.-l'l ]] tT Et[yt * ytol]

rather than (3). And since (1) implies that x, . p. = zAx,, We can

substitute into (7) and obtain
1 ~ ~
(8) 0= 5 [(Etdx“l - Ax,) - (AX‘ = Axy_y )] + Z'J‘E;[yt + yttl]’

rather than (4). Here an accelerating inflation that keeps Axt“ above Axt
will not tend to keep ;t + ;uq above zero, expectationally, as it does in
(4). Thus the model does not imply that an accelerating inflation will have
a permanent affect on output--it does not, in other words, violate Lucas's
verslon of the natural rate hypothesis to that extent.10 To me that is a
highly attractive feature of the Fuhrer-Moore modification of Taylor's
formulation.

Thelr own principal claim however, is that the modification Induces
stickiness of Inflation rates (as opposed to price levels) and so leads to a
model that matches actual data better than Taylor's in several respects.

They present evidence that this is the case in their working paper (1992). 1

should say that their empirical verslons of both specifications wuses

four-perlod overlapping contracts and index welghts that decline as you go
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back in time.

My enthusliasm for the Fuhrer-Moore modiflcatlon, which was brieflly
mentioned In a 1981 paper by Bulter and Jewett, should not be understood as
critical of Taylor's work. Over the last decade Taylor has done more than
anyone else to keep allve the connections between careful theorizing and
serlous macroeconometric model bullding. He has done thls in a serles of
research papers that culminates in a book to be published this spring. But I
do think that the Fuhrer-Mocre study 1s possibly the most promising
development in aggregate supply analysis that I have seen for several years,

so I wanted to call it to your attention.

VI. Concluding Remarks

1 have Just a few more comments to make before stopping. One ls to
admit that, frankly, I have been rather depressed at times about the emphasis
on method as opposed to substance in recent macroeconomic research. But in
writing this paper it has been impressed on me that there have been important
substantlive developments, too. In particular, the rejuvenation of growth
analysis 1s a most encouraging development because any progress In that
subject has the potentlal for suggesting pollcy changes that could have truly
major welfare effects. In saying that, ]I am not, however, expressing
agreement with the idea that cyclical fluctuations are highly unimportant
from a welfare perspective. Lucas's (1987) argument to that effect presumes
that cycles are generated by a process that keeps fluctuations around a
reference path, and the level of that path, entlirely separate. But that is
not an lnnocuous assumptlon; its valldity cannot be established without more

progress 1ln the area of aggregate supply theory.
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Finally, I would like to conclude by arguing that it is wrong to claim,
as many commentators have, that the present state of macroeconomic
understanding 1s very bad. It 1s true that there are many willdly divergent
modelling strategles appearing in current research papers and a wide variety
of policy ldeas being put forth for conslderation.11 But much of the apparent
disagreement results, I belleve, from the process of personal competition
among the growing population of research economists. In the U.S. there are
hundreds of capable and ambitious assistant professors who need, to win
tenure, to publish about a dozen articles in which "eoriginality" ls supposed
to be demonstrated. And their more senlor colleagues are also rewarded in
relation to their accomplishments of this type. In such circumstances the
volume of Intellectual product differentiatlon naturally becomes extreme.
But mature and thoqghtful members of the profession--even ones whose articles
feature very different models—-will nevertheless take quite similar positions
on most of the truly fundamental issues. One would get basically consistent
ansWwers from Friedman, Tobin, Lucas, and Solow to questions such as: Is
sustalned inflatlion likely without monetary accommodation? Would sustained
inflation lead to faster growth over extended periods of time? Will an
increase in government purchases 1increase aggregate demand? Will an
open-market purchase of bonds Increase or decrease demand? Can a natlon's
monetary authority simultaneously pursue both output and exchange rate
targets?

It might be objected that there s significantly less disagreement in
the domalin of microeconomics even though the same situation exists with
respect to scholars' Incentives. But [ would emphasize that the type of

practical problem traditionally addressed In micro is qulte different and in
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a manner that does less to ©bring out potentlal dlsagreements.
Microeconomists, to be speclfic, do not attempt to explain or analyze
quarter-to-quarter or even year-to-year fluctuations in prices or quantitles
of micro varlables. Thus their sclentific and policy challenges are less
ambltious than those in the macroeconomic sphere. When this difference is
neutralized, as In the questions mentioned a minute ago, the extent of

dlsagreement 1s, I believe, about the same in the two subdisciplines.
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Footnotes

11 do not mean to lmply, by beginning with this topic, that the RBC viewpoint
1s the lnevitable (or even natural) consequence of the RE hypothesls, As in
my 1982 survey, 1 contlnue to be attracted by sticky-price models with

rational expectations.

2Examples include Backus, Kehoe, and Kydland (1992), Baxter and Cruclnt

(1993), and Mendoza {1991).
3Other notable contributions Include Barre and Sala-1-Martin (1992),

Mankiw, Romer, and Well (1992), and Rebelo (1991).

4Here reference 1s to a setup such as Rebelo's (1991), in which features a
Cobb-Douglas  production function A,[(l-¢t)K;]B [HtNt]‘-B - &KX, where ¢,
denotes the fraction of physical capital {K,) devoted to the production of
human capital {H.) and N, 1s the fractlon of time allocated to the production
of goods. Simultaneously, human caplital is produced according to Hiyy - Hy =

AulgeKe)™ [(1-L-NOH '™ - 5,H,, where L denotes leisure.
SFor other useful arguments, see Cochrane (1991) and Stock and Watson (1988).
6The interested reader is referred to the summary in McCallum (1992).

7Here. and in my concluding comments In Section VI, I draw on McCallum

(1989a).
8This point was mentioned in the survey by Rotemberg (1987),

9l-{ere the variables are expressed in logarithmic terms; py 1s the log of the
price level, x. is the log of the contract price, and ;‘ ls the log of the

ratio of actual to capacity output.
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lolt does lmply that a malntalned lncrease In the acceleration rate Adx, will

, however, so it still vlolates the

have a continulng effect on ;t + ;tﬂ

strict version of the natural rate hypothesis.

11It 1s also the case that poor performance in forecastlng exerclses 1s often

cited. But this represents a misunderstanding of the functlon of economlc
analysls, which s to f{forecast the 1llkely consequences of changes 1n

institutions or policy stances; conditlonal rather than unconditlonal

forecasting.




