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1 Introduction

Recent advances in artificial intelligence have raised the possibility of an economic
transformation as profound as the Industrial Revolution. AI models have demon-
strated rapidly expanding capabilities in cognitive tasks, from natural language pro-
cessing to scientific discovery, with slower but ongoing progress in robotics extending
these capabilities to physical labor. The 2024 Nobel Prize in Chemistry awarded to AI
pioneer Demis Hassabis for an AI system that can predict protein folding exemplifies
how AI is already accelerating scientific research. Future models may reach the level
of Artificial General Intelligence (AGI)—the ability to perform all cognitive tasks at
least as well as skilled humans—and in the process, unlike any technology yet devel-
oped, could fully automate the process of research and development itself, including
the creation of better AI systems.

If AI capabilities approach this threshold, the resulting economic transformation
could break the stylized facts that have characterized industrial growth for more than
two centuries. Since Kaldor (1957) first identified them, two empirical regularities have
served as cornerstones of growth theory: an approximately constant long-run growth
rate in output per capita, and an approximately constant labor share of output. These
“Kaldor Facts” have proven remarkably robust across industrialized countries and sub-
sequent decades, shaping much of modern growth theory: see e.g. Acemoglu (2009)
for an overview. Yet when viewed over longer time horizons, the phenomenon of con-
stant exponential growth appears as a recent historical anomaly. The global economic
growth rate unambiguously accelerated with the onset of the Industrial Revolution;
we have no reason to insist that it cannot accelerate again.

This paper evaluates the channels through which sufficient advances in AI may af-
fect economic growth by synthesizing several strands of the literature within a com-
mon framework. We examine two fundamental questions: Under what conditions
would AI break the regime of constant exponential growth that has characterized the
industrial era? And what would be the implications for factor shares and wages? We
distinguish between the automation of production and the automation of research and
development and explore their individual and combined effects.

Our analysis reveals several robust findings. First, if AI enables capital to become
a gross substitute for labor in production alone, allowing machines to self-replicate,
the growth rate would dramatically accelerate and the labor share would plummet
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toward zero, decisively breaking both Kaldor Facts. The magnitude of this accelera-
tion depends critically on the degree of substitutability and the role of fixed factors
like natural resources. Second, automating R&D in isolation has more ambiguous ef-
fects: it may accelerate growth if automated research proves highly parallelizable, but
it could also leave growth rates bounded if fundamental constraints on the research
process persist. Third, the impact on wages is deeply uncertain, depending on the re-
turns to scale, the importance of natural resources, and most critically, the direction
of technical change.

In recent years, economists have begun to engage earnestly in theoretical explo-
rations of these transformative possibilities.1 We aim to synthesize the findings of
the most influential papers on the topic, covering both the insights of different cate-
gories of models and the underlying mathematical intuition. We have simplified some
models and adopted common notation to crystallize the mechanisms at work within a
unified framework. While we do not offer assessments of the probability of particular
scenarios, our analysis clarifies the economic conditions under which AI could trigger
a transformation as great as the Industrial Revolution or greater.

The remainder of this paper is organized as follows. Section 2 examines the im-
plications of automating production, showing how increased substitutability between
capital and labor could drive explosive growth and a vanishing labor share. Section
3 analyzes the automation of R&D, exploring conditions under which it could sustain
or accelerate growth. Section 4 considers the combined effects of automating both
sectors. Section 5 summarizes. Section 6 concludes with discussions of the transi-
tion from current AI capabilities to transformative automation, policy implications
for managing radical inequality, and the existential risks that may accompany eco-
nomically transformative AI.

2 Automating production

Consider the standard constant returns to scale (CRS), two-factor production function
in capital 𝐾 and labor 𝐿, with factor-augmenting technology terms 𝐴 and 𝐵. Fixing

1Sandberg (2013) presented an “overview of models of technological singularity” over a decade ago,
before mainstream economists started to analyze the transformative potential of AI. Most of the models
he summarizes therefore do not attempt to spell out howAI or other transformative technologies would
fit into standard economic models to produce the results in question. Our review fills this gap.
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labor supply at 𝐿̄,

𝑌𝑡 = 𝑌 (𝐴𝑡𝐾𝑡 , 𝐵𝑡 𝐿̄).

Today, labor and capital are at least weakly gross complements: their elasticity of
substitution 𝜀 is not greater than one, or equivalently, their substitution parameter
𝜌 ≡

𝜀−1

𝜀
≤ 0 (Gechert et al., 2022). While this remains, sustained growth requires

not only accumulating (effective) capital but developing labor-augmenting technol-
ogy, as the developed world has done since the Industrial Revolution at a rate of ∼2%
per year.2 Because capital accumulates with output whereas labor does not, and out-
put is bottlenecked by the scarcer factor, labor-augmenting technology tends to be
the more profitable kind to develop (Acemoglu, 2003). If all technology growth is
labor-augmenting and the saving rate is constant, the effective capital stock grows
with output. CRS ensures that 𝑌 , 𝐴𝐾 , and 𝐵𝐿̄ all grow at the same rate, and that the
[competitive] labor share does not change (Uzawa, 1961).

Regardless of the microfoundation, therefore, the central question is whether and
when AI will allow capital to become a close enough substitute for labor to drive
growth on its own. We call such AI transformative AI, or TAI. Under almost any stan-
dard assumptions, what follows is a radical acceleration to growth and decline in the
labor share.

2.1 Growth and labor share

The implications of gross substitution for output and factor shares are most straight-
forwardly illustrated by the extreme case of perfect substitution:

𝑌𝑡 = 𝐴𝑡𝐾𝑡 + 𝐵𝑡 𝐿̄.

𝐴 now has a simple interpretation: how many machines a machine can build per year.
Even fixing 𝐴, capital accumulation drives exponential output growth. Unless the
saving rate is negligible or𝐴 is very low, so that capital replicates slowly, output grows

2In broad strokes. Jones (2022) attributes 1.3% of the US’s long-run 2% growth in output per person
to labor-augmenting technology growth, and most of the rest to growth in human capital.
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rapidly with 𝐴𝐾 and the labor share

𝐵𝐿̄

𝐴𝐾 + 𝐵𝐿̄

falls to zero.3

Furthermore, there are now strong incentives to develop capital-augmenting tech-
nology. Indeed, because capital is ultimately more plentiful and is no longer bottle-
necked by labor, it is typically efficient only to develop capital-augmenting technology,
if both kinds are equally costly (again, see Acemoglu (2003)). If 𝐴 grows, output grows
superexponentially: the robots double their numbers in year one, triple their numbers
in year two, and so on. The labor share falls to zero even more rapidly.

Saving. By no-arbitrage, the interest rate has to equal the return on capital, 𝐴. As
the interest rate rises, the saving rate may rise or fall. The rise of automation may also
move the saving rate by shifting income from low to high savers or vice-versa: Berg et
al. (2018) emphasize that those who make most of their incomes from wages currently
empirically exhibit lower saving rates than those who make most of their incomes
from capital. Sachs and Kotlikoff (2012), Sachs et al. (2015), and Benzell and Ye (2024)
focus on the case in which retirees with high discount rates hold most capital.

Given any constant (or bounded) inverse elasticity of intertemporal substitution
𝜂, however, the saving rate cannot fall quickly enough to defuse superexponential
growth. This follows from an investor’s Euler equation. Letting 𝛿 denote the discount
rate, 𝑐𝑡 denote consumption per person at 𝑡, and 𝑅𝑡 denote the cumulative interest
factor earned by investing from 0 to 𝑡,

𝑐
−𝜂

0
= 𝑒

−𝛿𝑡
𝑅𝑡𝑐

−𝜂

𝑡
⟹ 𝑐𝑡/𝑐0 = 𝑒

−
𝛿

𝜂
𝑡

𝑅

1

𝜂

𝑡
.

Observe that, with constant 𝑔𝐴 > 0,

𝑅𝑡 = 𝑒
∫

𝑡

0
𝐴𝜏𝑑𝜏

= 𝑒

𝐴
0

𝑔
𝐴

(𝑒
𝑔
𝐴
𝑡
−1)

.

Since 𝑅𝑡 grows double-exponentially, so does 𝑐𝑡/𝑐0. This is defused only if the elastic-
3This pair of points has been made in many contexts. See Prettner (2019) for an especially straight-

forward treatment.
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ity of intertemporal substitution ultimately falls as consumption rises, with 𝜂(𝑐) → ∞

sufficiently quickly.

Gross substitution in capital goods, Cobb-Douglas in consumption. We have
implicitly assumed that the production functions for capital and consumption are the
same. In this case, capital-driven growth requires gross substitution in production
across the board, and any acceleration to growth is coupled with a decline in the labor
share, as we have seen. This coupling is quite robust, for reasons Berg et al. (2018)
elaborate, but it is not strictly necessary. This is because rapid growth can be driven
by self-replicating capital, as Mookherjee and Ray (2022) emphasize, even if the capital
is not quite a gross substitute for labor in the consumption goods sector.

Suppose that capital comes to be a gross substitute for labor in the production of
capital goods: e.g., for simplicity, that

𝐾̇ = 𝑠𝐴𝐾 − 𝑑𝐾,

where 𝑠 and 𝑑 are the saving and depreciation rates and 𝐴 is high enough to sustain
rapid growth (𝑠𝐴 − 𝑑 ≫ 0). If capital and labor are also gross substitutes in the pro-
duction of consumption goods, the labor share falls as capital accumulates, as noted
above; if they are gross complements, consumption growth remains bottlenecked by
labor-augmenting technology. However, in the edge-case in which the production of
consumption goods takes the Cobb-Douglas form

𝐶 = ((1 − 𝑠)𝐾)
𝛼
𝐿̄
1−𝛼

,

the labor share is constant at 1 − 𝛼, even as consumption grows at rate 𝛼𝑔𝐾 = 𝛼(𝑠𝐴−

𝑑): so, exponentially if 𝐴 is fixed and superexponentially if 𝐴 rises. Because capital
here does not face diminishing returns to its own replication, the proportional capital
depreciation process does not force the capital stock to a finite steady state in the
absence of technological development.

Rapid, capital-driven growth alongside a constant labor share is thus a technical
possibility. This scenario might even be considered a limiting case of the tendency
over recent decades for manufacturing to grow more capital-intensive while demand
for labor in consumption services remains high (Autor and Dorn, 2013). Nevertheless,
because it relies heavily on the Cobb-Douglas edge case, we will put it aside going
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forward, focusing on the case that machines capable of driving rapid growth are gross
substitutes for labor in general, and thus drive the labor share to zero.

2.2 Wages

The impact of TAI on the wage bill is more deeply ambiguous.

Rising wages given capital-augmenting technology. Under a CES production
function

𝑌𝑡 = (𝑎(𝐴𝐾)
𝜌
+ (1 − 𝑎)(𝐵𝐿)

𝜌

)

1/𝜌

⟹ 𝑑𝑌𝑡/𝑑𝐿𝑡 = 𝑌
1−𝜌

𝑡
𝐵
𝜌

𝑡
(1 − 𝑎)𝐿̄

𝜌−1
,

wages stagnate, or grow at their original slow rate 𝑔𝐵, only under perfect substitution
(𝜌 = 1). Under gross but imperfect substitution (𝜌 ∈ (0, 1)), as Nordhaus (2021) notes,
wages rise rapidly with output even fixing 𝐵. Capital grows immensely plentiful and
complements labor, however slightly.

More generally, in any 2 CRS production function 𝑌 (𝐴𝐾, 𝐵𝐿) with (weakly) di-
minishing returns to capital, increasing the quantity or augmentation of capital in-
creases (does not affect) the marginal product of labor. Letting 𝐾̂ ≡ 𝐴𝐾 , 𝐿̂ ≡ 𝐵𝐿 and
differentiating 𝐾̂𝐹

𝐾̂
+ 𝐿̂𝐹

𝐿̂
= 𝑌 with respect to 𝐾̂ ,

𝐹
𝐾̂
+ 𝐾̂𝐹

𝐾̂ 𝐾̂
+ 𝐿𝐹

𝐿̂𝐾̂
= 𝐹

𝐾̂

⟹ 𝐹
𝐿̂𝐾̂

= −

𝐾̂

𝐿̂

𝐹
𝐾̂ 𝐾̂

≥ 0.

The introduction of humanoid robots is analogous to an increase in population, due
e.g. to immigration. If immigrants have the same distribution of skills as the native
population (𝜌 = 1), under constant returns to scale wages do not change, once the
capital needed to complement the larger population has accumulated. If immigrants
have a different distribution of skills (𝜌 < 1), comparative advantage allows gains from
trade. Wages may fall for native workers in the occupations at which the immigrants
are most relatively skilled, but the aggregate wage bill for natives must rise.

Labor-depleting technology. The observation above might suggest that falling
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wages due to technological progress are only ever a partial equilibrium phenomenon.
However, automation can also be labor-depleting.

For illustration, suppose that goods can be produced in two sectors: (i) an 𝐴𝐾

robot-only sector and (ii) a Cobb-Douglas sector employing labor and equipment. Let-
ting 𝑧 denote the equipment share of capital,

𝑌 = 𝐴(1 − 𝑧)𝐾 + (𝑧𝐾)
𝛼
(𝐵𝐿̄)

1−𝛼
. (1)

The marginal product of capital in sector (i) equals 𝐴, and in sector (ii) it equals

𝛼(𝑧𝐾)
𝛼−1

(𝐵𝐿̄)
1−𝛼

. (2)

Let 𝑧∗ denote the efficient equipment share of capital. If 𝐴 ≤ (2) even at 𝑧 = 1, then
𝑧
∗
= 1. On a balanced growth path, with 𝐵 growing and 𝐴 fixed, the marginal product

of capital in each sector does not change, and 𝑧
∗
= 1 is maintained. Following a

sufficient increase in robot productivity𝐴, however, 𝑧∗ equalizes the marginal product
of capital across sectors:

𝐴 = 𝛼(𝑧
∗
𝐾)

𝛼−1
(𝐵𝐿̄)

1−𝛼
⟹ 𝑧

∗
=
(

𝐴

𝛼
)

1

1−𝛼 𝐵𝐿̄

𝐾

.

Substituting 𝑧
∗ for 𝑧 into (1) and simplifying,

𝑌 = 𝐴𝐾 + 𝐵̃𝐿,

where 𝐵̃ ∝ 𝐴
−

𝛼

1−𝛼𝐵.
Further increasing robot productivity thus expands the production possibilities

frontier in a way that amounts not only to capital augmentation but to labor depletion,
since capital is reallocated in equilibrium away from labor-augmenting uses. Wages
rise (𝑔

𝐵̃
> 0) only if productivity improvements in sector (ii) proceed quickly enough

to offset any such reallocation: that is, only if 𝑔𝐵 >
𝛼

1−𝛼
𝑔𝐴.

Analogy to an expanding varieties model. For another angle on why the impact
on the wage bill is ambiguous, consider an expanding-varieties growth model such as
Romer (1990). The share of any particular variety falls to zero as variety expands, but
expenditures on it are constant, even though the new varieties are modeled as gross



8

substitutes for the old.
The precise constancy is of course not a logical necessity, but it reveals that the

development of new gross substitutes does not necessarily raise or lower real expen-
ditures on pre-existent goods and services. Horses were used for a larger share of
tasks in the past, before being eclipsed by motor vehicles, and sailboats were used for
a larger share of tasks before being eclipsed by motorboats; but total real expenditures
on horses and sailboats have since fluctuated with technology and taste without ap-
proaching zero (see e.g. American Horse Council, 2023). Korinek (2026) conjectures
that humansmay remain in demand after full automation in services where consumers
value authentic human connection (e.g., childcare); competitive or performative activ-
ities in which the human identity of the performer matters (sports and the arts); reli-
gious services; and human oversight as the ultimate arbiter of values for AI alignment.
In a world of TAI we will doubtless be old-fashioned, but economic theory cannot tell
us the future relative prices of the old-fashioned services provided by humans.

Finally, it must be emphasized that even if the aggregate wage bill stagnates or
rises, wage inequality may grow such that many people cannot earn enough labor
income to live on. Sustained demand for the world’s best athletes, for example, could
keep the aggregate wage bill positive or rising while the majority, competing with
robots as in the model of labor-depleting technology above, find their wages driven to
zero.

2.3 Endogenous automation

So far we have treated TAI as an exogenous technological advance. The example above
illustrates that this advance may consist of a decline in the cost of robots, but it may
also follow endogenously from rising wages.

Suppose

𝑌 = 𝐴(𝑧𝐾)
𝛼

(𝐿 + 𝜃(1 − 𝑧)𝐾)

1−𝛼

, 𝜃 > 0, (3)

where 𝑧 again denotes the equipment share of capital. On a balanced growth path,
fixing 𝑧 = 1, the marginal product of equipment is constant, whereas the marginal
product of “labor”—human or robotic—grows exponentially. Since the cost of a robot
is fixed at 1/𝜃 units of output, they are built (𝑧∗ < 1) only once the marginal value of
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converting equipment to robots is positive. In particular, once

𝐾

𝐿

>

1

𝜃

𝛼

1 − 𝛼

, (4)

capital and labor become perfect substitutes at the margin. Maintaining an efficient
allocation of capital, the production function reduces to

𝑌 = 𝐴(𝜃
1−𝛼

𝐾 + 𝜃
−𝛼

𝐿)

(1 − 𝛼)
1−𝛼

𝛼
𝛼

.

As usual, fixing robot productivity 𝜃, output grows superexponentially—due to a com-
bination of rising 𝐴 and exponential capital accumulation at fixed 𝐴—and the labor
share falls to zero. Capital accumulation no longer raises wages, as capital and labor
are now fungible on the margin. Technological progress does raise wages, fixing 𝜃,
but more generally wages depend on the direction of development; they fall if robot
productivity increases so much faster than TFP 𝐴 that 𝑔𝐴 − 𝛼𝑔

𝜃
< 0.

The point that rising wages incentivize automation dates at least to Habakkuk
(1962). Hémous and Olsen (2022) offer a recent task-based treatment of the effect
along with a review of the relevant evidence. Hanson (2001) and Sasaki (2023) observe
that this logic applies no less to hypothetical machines that can automate all tasks,
inspiring the model above.

In short, though anticipations of full automation in the near term are driven by the
possibility of rapid increases inmachine capabilities per unit cost (roughly 𝜃), these are
not necessary for full automation to occur eventually. As long as it is possible at some
cost to build machines that can do all work, rising wages will eventually render them
profitable, and then ever more so. This suggests that a regime of rapid growth and a
plummeting labor share will likely prevail at some point in the future, whether or not
economic data suggest that it is imminent. It will be difficult to permanently fulfill the
hope (Korinek and Stiglitz, 2020; Acemoglu and Restrepo, 2020; Brynjolfsson, 2022) of
steering technological progress so that both the growth rate and the labor share stay
bounded above zero, let alone with the labor share remaining close to its current level.

2.4 A fixed factor

A common objection to the feasibility of rapid, automation-driven growth is that nat-
ural resource constraints will halt growth in general. As Korinek and Stiglitz (2019)



10

discuss, a third factor in fixed supply which is a gross complement in production even-
tually bottlenecks output growth even under TAI; and as the effective quantity of ma-
chinery grows, the share of the fixed factor rises to one.

Such a hard resource constraint is unlikely to bind in the foreseeable future. The
natural resource share is below 5% and not appreciably rising (Eden and Kuruc, 2024).
We continue to consume energy less than one five-thousandth as quickly as sunlight
reaches the earth’s surface (World Energy Council, 2013),4 and the “rare-earth metals”
used pervasively in electronic and other industrial equipment are prevalent in low
concentrations throughout the Earth’s crust, so should not permanently bottleneck
growth as long as there is the energy to mine and refine them (Gosen et al., 2017).
Nevertheless, the natural resource share is positive, and it is optimistic to suppose
that resource constraints will place no drag on growth at all, as in the case of gross
substitution. Following Hanson (2001), we therefore focus on the Cobb-Douglas case.

Growth and labor share. Let 𝑊̄ denote the fixed factor, and call it land for brevity.
Then output equals

𝑌 = 𝐴 𝐹(𝐾, 𝐿̄)
𝛼̄
𝑊̄

1−𝛼̄
, (5)

where 𝐹(⋅) is CRS, and its substitution parameter between 𝐾 and 𝐿 is non-positive
before the introduction of TAI and positive (perhaps one) after.

This case is equivalent to the Solow model given fixed population, with extended
capital 𝐹(𝐾, 𝐿̄) taking the place of capital and land taking the place of labor. Given
constant 𝑔𝐴 > 0, output grows exponentially (fixing saving and depreciation rates):
technology growth no longer replaces an exponential capital accumulation process
with a superexponential one, but a bounded process with an exponential one. The
land and extended capital shares are fixed at 1 − 𝛼̄ and 𝛼̄ respectively, and because
labor constitutes an ever smaller share of extended capital, its share falls to zero.

Though the land constraint prevents transformative AI from growing output su-
perexponentially, if 𝛼̄ is near one this is a technicality. Because capital accumulates in
line with past output, the steady-state growth rate satisfies

𝑔𝑌 = 𝑔𝐴 + 𝛼̄𝑔𝑌 ⟹ 𝑔𝑌 =

1

1 − 𝛼̄

𝑔𝐴,

4See also Our World in Data (2025) for updated energy consumption figures.
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which rises without bound as 𝛼̄ → 1. Under a land share of 5%, automation raises the
capital share from 33% to 95% and the steady-state growth rate by more than an order
of magnitude.

Wages. The implications for wages are less sanguine. Without a land constraint,
Section 2.2 noted that:

• If any technological progress is labor-augmenting, wages grow even under per-
fect substitution.

• Even if all technological progress is capital-augmenting, the exploding capital
stock drives rapid wage growth if capital and labor are gross but imperfect sub-
stitutes.

With a land constraint, any complementarity between labor and capital is largely offset
by the fact that a rising capital stock lowers the marginal product of extended capital:

• Even if technological progress augments both labor and capital equally, as in (5),
the marginal product of (extended) capital—and thus the wage—is stagnant in
steady state, governed by savers’ discount rates and elasticities of intertemporal
substitution.

• If 𝐹(𝐴𝐾, 𝐵𝐿̄) = (𝑎(𝐴𝐾)
𝜌
+ (1 − 𝑎)(𝐵𝐿̄)

𝜌

)

1/𝜌 and all technological progress is
capital-augmenting, wages

𝑌
1−𝜌/𝛼̄

(1 − 𝑎)𝐵̄
𝜌
𝐿̄
𝜌−1

rise only if
𝛼̄ > 𝜌.

Perfect substitution (𝜌 = 1) guarantees that, as the marginal product of effective
capital is asymptotically constant, the marginal products of capital and labor fall.

Skilled labor as a fixed factor. The logic above applies equally if we interpret
certain worker skills as the fixed factor 𝑊̄ (with unskilled labor as 𝐿̄). Using a similar
model but with this reinterpretation, Hémous and Olsen (2022) attribute rising wage
inequality to automation. As discussed in Section 2.2, an increase in effective capital
must raise the aggregate wage bill when labor and capital are the only factors, but can
lower wages for those doing jobs for which capital is more substitutable than average.
If workers can shift away from these occupations, their wages rise in the long run,
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but this is not possible if the occupations with rising wages demand skills they cannot
acquire.

Many have attributed growing wage inequality throughout the developed world
in recent decades to automation. It is worth emphasizing that differences in capital’s
substitutability for different kinds of work can just as easily make wages more equal.
Indeed, AI to date appears have to widened the productivity distribution in some do-
mains (including debate (Roldán-Monés, 2024) and developing-world entrepreneur-
ship Otis et al. (2024)) but narrowed it in others (including coding (Peng et al., 2023),
customer service (Brynjolfsson et al., 2025), writing (Noy and Zhang, 2023), product
design (Dell’Acqua et al., 2023), advertising (Chen and Chan, 2025), and legal analysis
(Choi and Schwarcz, 2025)).

2.5 A task-based framework

Task-based models provide a more granular framework for understanding how au-
tomation reshapes production by decomposing production into distinct activities that
can be performed by either labor or capital. Building on pioneering work by Zeira
(1998) and Acemoglu and Restrepo (2018), this literature examines how the progres-
sive automation of tasks affects factor demand, income distribution, and economic
growth. The long-run implications of automation for growth, factor shares, and wages
in a task-based model are most clearly illustrated by Aghion et al. (2019).

Suppose output requires performing a (unit) continuum of symmetric tasks:

𝑌 =
(∫

1

0

𝑌
𝜌

𝑖
𝑑𝑖
)

1/𝜌

, 𝜌 < 0. (6)

Tasks 𝑖 ≤ 𝑏 ∈ [0, 1] are automatable, in that they can be performed by capital or labor,
and tasks (𝑏, 1] are not, in that they can only be performed by labor:

𝑌𝑖 =

⎧
⎪
⎪

⎨
⎪
⎪
⎩

𝐾𝑖 + 𝐿𝑖, 𝑖 ≤ 𝑏;

𝐿𝑖, 𝑖 > 𝑏.

Given factor stocks𝐾 and 𝐿̄, so long as there is at least as much capital per automatable
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task as labor per non-automatable task—i.e. as long as

𝐾

𝑏

≥

𝐿̄

1 − 𝑏

(7)

—it is inefficient to use labor on an automatable task. Then, by symmetry, capital is
spread equally across automatable tasks so 𝐾/𝑏 units of capital are used on each, and
by the same token, 𝐿̄/(1 − 𝑏) units of labor on each non-automated task. Substituting
for 𝑌𝑖 in (6) yields

𝑌 =
[
𝑏
(

𝐾

𝑏
)

𝜌

+ (1 − 𝑏)
(

𝐿

1 − 𝑏
)

𝜌

]

1/𝜌

= [(𝐴𝐾)
𝜌
+ (𝐵𝐿)

𝜌
]
1/𝜌

, (8)

where 𝐴 = 𝑏

1−𝜌

𝜌 and 𝐵 = (1 − 𝑏)

1−𝜌

𝜌 .
Since automatability allows capital to perform more tasks, one might imagine that

it is equivalent to capital-augmenting technology. Here, however, it is actually equiva-
lent to labor-augmenting—and capital-depleting!—technology.5 As 𝑏 rises from 0 to 1,
𝐴 falls from ∞ to 1 and 𝐵 rises from 1 to ∞. In particular, 𝑔𝐵 =

1−𝜌

𝜌
𝑔
1−𝑏

, so that 𝐵 and
output grow exponentially if a constant fraction of the remaining non-automatable
tasks are automated each year.

For intuition, observe that each time 1 − 𝑏 halves, capital can be spread more
thinly across the widened range of automatable tasks, but labor is concentrated twice
as heavily in each non-automatable task. Automation therefore allows capital to serve
as a better complement to labor. A marginal unit of labor is spread across fewer non-
automatable tasks, producing a larger increase to the supply of each. Given abundant
capital, this produces a larger increase to output.

Transformative automation. Automating all tasks is plainly transformative, ren-
dering capital and labor perfect substitutes. More subtly, Korinek and Suh (2024) show
that if automation outpaces capital accumulation, it renders the two factors perfect
substitutes on the margin so that (7) fails (or holds with equality). If it does so perma-
nently, growth proceeds as in Section 2.1. Once automation is complete, or advancing
rapidly enough that accelerating it would no longer allow resources to be allocated
more efficiently, it will be valuable to turn instead to increasing the replication rate of

5Jones and Liu (2024) offer a similar model in which explicit capital-augmenting technology renders
the reduced-form capital-augmenting technology term constant at all times, not just asymptotically.
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capital.

Wages after transformative automation. Korinek and Suh (2024) calibrate a
production function similar to (8) to macroeconomic data and study the implications
of 𝑏 rising to 1 in finite time. They find that wages rise and then fall, stagnating at a
low level once the factors are substitutes.

The conclusion that wages rise initially is robust, since on the current margin, an
increase to 𝑏 is an increase to labor-augmenting technology. The point that wages
may ultimately fall—simply by accelerating the process that has driven centuries of
wage growth—is also important to recognize, but here depends on precisely how the
transition to full automation unfolds. Because we do not observe factor-augmenting
technology terms directly, any calibration of 𝐵𝜌 and 𝜌 in the reduced-form production
function (8)—suggesting that the wagewill equal 𝐵 once 𝜌 = 1—can also be interpreted
as a calibration of 𝑎1(𝑎2𝐵)𝜌 and 𝜌 in a production function of the form

𝑌 = [(𝐴𝐾)
𝜌
+ 𝑎1(𝑎2𝐵𝐿)

𝜌
]
1/𝜌

for arbitrary 𝑎1 > 0 and 𝑎2 = 𝑎
−1/𝜌

1
. The second calibration, however, would suggest

that the full-automation wage will equal 𝑎1𝑎2𝐵.

New tasks and the limits of task creation. While the framework above treats the
task space as fixed, Acemoglu and Restrepo (2018) and subsequent work emphasize
that technological progress has historically created new tasks alongside automating
existing ones. Autor et al. (2024) documents how the emergence of newwork has offset
automation’s displacement effects. We perform myriad tasks today that would have
been inconceivable a century ago—from web development to data science—though on
some level this may represent specialization within broader categories: most contem-
porary white-collar professions could be viewed as specialized descendants of what
might once have been termed “scribe” or “philosopher”. Naive extrapolation from cur-
rent automation rates of O*NET-catalogued tasks may substantially underestimate the
distance to transformative AI, by failing to account for the continuous emergence of
new, often more complex tasks.

Yet there exists a fundamental constraint: humans possess some finite set of cog-
nitive and physical capabilities, and once machines can replicate these underlying ca-
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pabilities, they will necessarily be able to perform all feasible human tasks, including
any newly created ones. The task-based framework above clarifies that once this ca-
pability threshold is crossed and condition (7) binds or fails, the economy transitions
to a regime of rapid growth and declining labor share, regardless of whether new tasks
continue to emerge.

3 Automating R&D

So far we have taken technological development to be constant and exogenous (be-
yond noting that once labor is no longer a bottleneck, it will be efficient to invest in
developing capital-augmenting technology). Even so, we have seen that AI that allows
capital to sufficiently automate production would probably greatly accelerate growth.
The growth impact of automating technological development but not production is
more ambiguous. Through this channel in isolation, AI is more likely to have only
a moderate impact on long-run growth, but also more likely to have an impact more
explosive than any considered in Section 2.

Many model-based analyses of the growth impacts of AI have tended to focus on
impacts on production rather than R&D (see e.g. Acemoglu, 2025; Aghion and Bunel,
2024). This is in part because production is better understood, but also in part because
R&D tends to be high-skilled, and historically, low-skilled work has been more ex-
posed to automation. In the case of AI, this historical regularity may soon no longer
apply. High-skilled occupations are disproportionately LLM-exposed, and research
occupations in particular: Eloundou et al. (2024) find that out of 11 job groupings,
“scientists and researchers” are most exposed and “technologists” are next. At the
firm level, AI contributes to growth primarily by speeding product innovation (Babina
et al., 2024). Many of AI’s most important achievements to date have been scientific,
such as the protein folding breakthrough that won AI pioneer Demis Hassabis a Nobel
Prize in chemistry. Nor should this be surprising: the output of an AI model query is
a non-rival packet of information, not a widget.
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3.1 Automating R&D in a semi-endogenous model

Assume that capital and labor remain gross complements in production, so that ap-
proximately

𝑌 ∝ 𝐴𝐿.

In a standard semi-endogenous growth model (Jones, 1995),

𝑔𝐴 ∝ 𝐴
−𝛽

𝐿
𝜆
∶ (9)

𝛽 > 0 captures the extent to which ideas are harder to find when the frontier is further
advanced, and 𝜆 < 1 captures the returns to scale of research work, i.e. the extent to
which research is imperfectly parallelizable. Because 𝛽 > 0, long-run technology
growth requires population growth. In steady state, 𝑔𝐴 = 𝑔𝐿 𝜆/𝛽.

If AI allows capital to serve as a gross substitute for labor in R&D, we have roughly

𝑔𝐴 ∝ 𝐴
−𝛽

𝐾
𝜆

∝ 𝐴
−𝛽

(𝐴𝐿)
𝜆
= 𝐴

𝜆−𝛽
𝐿
𝜆
, (10)

since the capital stock grows with output. Capital now drives sustained growth as
long as 𝛽 ≤ 𝜆—and hyperbolic growth if the inequality is strict.

Bloom et al. (2020) estimate 𝜆/𝛽 ≈ 1/3. This parameter estimate suggests that
automating R&D alone would not sustain exponential growth, let alone explosive
growth, given a constant population.

Acceleration despite the need for population growth. Given population growth,
however, automating R&D raises the steady-state growth rate from 𝑔𝐿 𝜆/𝛽 to 𝑔𝐿 𝜆/(𝛽−
𝜆): i.e., if 𝜆/𝛽 = 1/3, from 𝑔𝐿/3 to 𝑔𝐿/2.

Furthermore, unless the capital requirement for an automated researcher is very
high, automating R&D permits a transitory period of rapid growth as capital pours
into the research sector. Carlsmith (2020) estimates that the human brain performs
approximately 10

15 computations per second. AI software as capable and efficient as
the brain would let the stock of Nvidia GPUs in early 2026 support about 10 million
virtual researchers, based on estimates by Emberson and Owen (2025). This capac-
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ity is about equal to the current global researcher population (UNESCO Institute for
Statistics, 2024) and has doubled around every ten months for the last six years (Em-
berson and Owen, 2025). Going forward, therefore, even if only a small fraction of
computing capacity is used for research purposes, total research effort could rapidly
expand. Given 𝛽 > 𝜆, a growing supply of hands to build these chips will be necessary
to sustain growth in the very long run; but as spending on information processing
equipment constitutes less than 2% of US GDP,6 automating R&D could permit a large
increase in research effort before this constraint binds.

Sincemachines capable of fully substituting for human labor in all production tasks
are feasible in principle, R&D acceleration shortens the development horizon for such
systems. It may be, therefore, that the large acceleration to technological development
induced by automating R&D would be temporary if R&D remained automated in iso-
lation, but will be permanent in practice by hastening the arrival of full automation
more generally.

3.2 Explosive growth in a semi-endogenous model?

It is also possible that, if research is automated, 𝛽 < 𝜆 will obtain, so that technology-
driven explosive growth will follow even if production always requires labor. This is
for at least three reasons.

Larger vs. more numerous systems. While labor remains the primary input to
R&D, each additional unit of resources must take the form of a discrete brain, able
only very slowly to communicate with the world outside its skull. The returns to
increasing R&D investment may diminish more slowly, or even increase, when larger
investments may take the form of larger (not just more numerous) well-integrated
systems (Sotala, 2012). That is, “𝜆” may prove higher in (10) than in (9).7 By analogy,
we would underestimate the scale effect of increasing population size if we imagined
that people required their own farmsteads and could not agglomerate in labs or cities.

Similarly, Agrawal et al. (2019) observe that, in a Weitzman (1998)-style model in
which technological progress is made by discovering fruitful combinations of existing

6In 2024, $0.5T out of $29T according to FRED’s national accounts.
7Indeed, AI progress to date has benefited greatly not only from increases in the raw computation

used to train models, but from the Raina et al. (2009) discovery that GPUs allow more of the relevant
computation to be done in parallel, and from the ongoing development of ever larger chips that permit
even more parallel computations with low latency (see e.g. Kundu et al. (2025)).
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ideas, ideas may get harder to find due partly to the human brain’s inability to consider
large combinations of ideas at once. If so, as the authors show, automated R&D carried
out by large and growing AI models may structurally face a lower value of “𝛽”.

Copies of Einstein. Ekerdt andWu (2024) argue that, as the share of the population
in research has grown, average researcher ability has declined. In the AI context, this
selection effect can be avoided by running multiple copies of the most capable models.
Absent selection, Ekerdt and Wu estimate 𝜆/𝛽 ≈ 3/5.

Returns to R&D diminish slowly in hardware and software. Bloom et al. find
wide variation in the returns to R&D across industries. Moore’s Law—the doubling of
semiconductor efficiency roughly every 18 months—has been supported by a grow-
ing workforce in semiconductor R&D, but this workforce has grown only one fifth as
quickly. If semiconductor R&D has not benefited from spillovers from other industries,
this implies that the industry has exhibited 𝜆/𝛽 ≈ 5. Thus if R&Dwere automated and
semiconductors were its sole input, growth could easily be explosive.

Furthermore, the number of effective artificial researchers increases not only in
the quantity and efficiency of our hardware but also in the efficiency of our software.
Eth and Davidson (2025), reviewing the literature across language models, computer
vision models, and other domains, estimate that the raw computational requirements
of many AI capabilities have tended to roughly halve each year. As the number of
AI researchers has not grown quite as quickly, this implies an estimate of 𝜆/𝛽 > 1

in the domain of software efficiency as well. At least before accounting for spillovers
and other inputs, this suggests that the number of effective virtual researchers could
explode, and drive explosive growth more generally, even absent hardware improve-
ments.

Productivity improvements, however, may require not only explicit R&D effort but
also a process of “learning by doing”. That is, the information generated by real-world
economic activity may be a gross complement to R&D labor and capital, so that the
useful research outputs of even a large number of virtual Einsteinswould eventually be
bottlenecked without growth in the information generated by the economy at large.8

8Observe that the “scaling laws” describing performance of AI models across a very wide range of
domains (see Villalobos (2023) for a review) imply that compute and data are gross complements in AI
training.
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Arguably, the capabilities of generative AI models have advanced rapidly in recent
years due to the discovery of ways to harness the vast pool of data that constitutes
the Internet, and further significant advances will require gathering, codifying, and
continuously updating training data capturingmuch ofwhat people learn in the course
their work. In this case, the bottlenecking input to technological progress, once R&D is
automated, may ultimately be proportional to output (as in (10)) rather than effective
computation.

3.3 Automating R&D in fully endogenous models

The rate of technological development has remained roughly constant in frontier
economies for more than a century though the number of researchers has greatly
grown. On a semi-endogenous account, this is because the number of researchers re-
quired to sustain a given growth rate rises as the technological frontier advances. That
is, the primary bottleneck to faster technological development is a lack of research la-
bor. As detailed above, it follows straightforwardly that if this bottleneck is relieved,
with capital effectively increasing the supply of researchers, growth accelerates.

On an endogenous growth account, by contrast, a fixed population can sustain a
constant growth rate. As a result, the endogenous growth literature since Young (1998)
and Aghion and Howitt (1998, ch. 12.2) has proposed forces that constrain the growth
rate despite a growing population. If these forces are strong enough, they prevent
automating research from delivering explosive growth.

Extreme non-parallelizability. If technology growth takes roughly the form (9),
constant 𝑔𝐴 is incompatible with positive 𝑔𝐿 if 𝛽 = 0 and 𝜆 > 0. On the semi-
endogenous interpretation, 𝛽 > 0. The alternative endorsed by some endogenous
accounts is effectively that 𝛽 = 0 and 𝜆 = 0. It is difficult to disentangle the vari-
ables empirically: Bloom et al. (2020) estimate 𝜆/𝛽, for example, but cannot identify
whether both variables are very low or very high.

Concretely, suppose that

𝑔𝐴 ∝ 𝑓 (𝐿), (11)

where 𝑓 (⋅) is increasing but lim𝐿→∞ 𝑓 (𝐿) =
̄
𝑓 < ∞. Then the growth rate is constant
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with a constant population but can rise only to ̄
𝑓 if the population grows,9 perhaps

due to the need for serial experiments. Automating R&D allows the growth rate to
approach ̄

𝑓 more quickly, or allows the growth rate to rise somewhat when a fixed
population would otherwise have rendered it constant, as 𝐾 ∝ 𝐴𝐿 replaces 𝐿 in (11).
Nevertheless, the long-run growth rate is constant.

As discussed in the previous section, automated research systemsmay face a lower
penalty to parallelizing R&D than populations of human researchers, and the penalty
may fall over time with advances in hardware. That is, in the present context, we
might imagine that automating research will deliver roughly

𝑔𝐴 ∝ ℎ(𝐴)𝑓 (𝐾),

so that the maximum growth rate achievable by scaling research investment at a given
time equals ℎ(𝐴) ̄𝑓 and rises with𝐴. If so, whether automating R&Dwill deliver explo-
sive growth depends on the shape of ℎ(⋅), a question about which today we can only
speculate.

Creative destruction. In other endogenous growth models, explosive growth is
technologically feasible with a growing population,10 but R&D efforts of the kind that
could deliver it are limited by “Schumpeterian” dynamics. An innovator earns profits
from developing a more efficient way to produce a given product for only as long as
this process remains on the technological frontier. An accelerating stream of invest-
ments in productivity improvements cannot be sustained in equilibrium, as it would
shrink the expected duration of each innovator’s monopoly to zero.

Automating R&D may therefore fail to raise the growth rate. Aghion et al. (2019,
Appendix) discuss this point via a model in which partially automating R&D actually
causes the growth rate to fall,11 but the point can also be seen directly from the fact
that many Schumpeterian endogeneous growth models are in fact “lab equipment”
models already12: capital is modeled as the only input to R&D. This unrealistic as-

9This is, very roughly, the model proposed by Young (1998) and Lashkari (2023): see Trammell
(2025).

10Or even a fixed population: see Trammell (2025).
11In their model, technological development proceeds in two stages. AI accelerates only one but

thereby shortens the monopoly earned by successfully investing in the other. The resulting disincentive
yields slower growth on balance.

12Including seminally Aghion and Howitt (1998, ch. 12.2); see Trammell (2025) for an up-to-date
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sumption can be made for simplicity, without predicting explosive growth, because
the central bottleneck to growth is not a lack of resources available to devote to re-
search but an arbitrage equation ensuring that innovations arrive slowly enough to
justify developing them.

4 Full automation

Naturally, AI will have the most radical effects on growth if it renders capital a gross
substitute for labor in both production and R&D.

If the long-run rate of technological development is constrained to be constant,
e.g. for the reasons discussed in Section 3.3, we are in the world of Section 2 with
constant 𝑔𝐴 > 0. With capital serving as a gross substitute for labor in production, so
that 𝑌 ≈ 𝐴𝐾 , growth is double-exponential: the growth rate itself grows at rate 𝑔𝐴.
We will assume the semi-endogenous model for the remainder of this section.

The Cobb-Douglas edge case. In a semi-endogenous model, as we have seen, the
growth rate is constrained primarily by R&D inputs, so under full automation it can
rise arbitrarily rapidly alongside the capital stock. In fact, the feedback loop from tech-
nology to output to capital to technology is strong enough that even a Cobb-Douglas
production function, in combination with a Cobb-Douglas R&D function, yields hy-
perbolic growth if the exponents on capital are sufficiently high (Aghion et al., 2019).

Fixing population, we have

𝑌 ∝ 𝐴𝐾
𝛼
,

𝑔𝐴 ∝ 𝐴
−𝛽

𝐾
𝜉
. (12)

To intuit the parameter condition necessary to trigger hyperbolic growth,13 observe
that if the capital stock is proportional to output,

𝐾 ∝ 𝐴𝐾
𝛼

⟹ 𝐾 ∝ 𝐴

1

1−𝛼 . (13)

review.
13For a proof, see Trammell (2023).
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Substituting (13) into (12) yields

𝑔𝐴 ∝ 𝐴

𝜉

1−𝛼
−𝛽

. (14)

Technology, capital, and output thus grow hyperbolically if

𝜉

1 − 𝛼

> 𝛽 (15)

and exponentially only if the terms are equal. If the inequality is reversed, the feed-
back loop at hand delivers only power-functional growth, so that exponential growth
requires growth in population.14

Gross substitution. Gross substitution in R&D is equivalent to the case of 𝜉 = 𝜆

(or more, as discussed in Section 3.1). Whether it delivers hyperbolic growth remains
ambiguous, but condition (15) with 𝜉 = 𝜆—i.e. 𝜆

1−𝛼
> 𝛽—is of course a weakening of

the 𝜆 > 𝛽 required given gross complementarity in production.
Gross substitution in production is equivalent here to the case of 𝛼 = 1. It delivers

hyperbolic growth for any value of 𝜉 or 𝛽.

A fixed factor. Under a Cobb-Douglas natural resource constraint, as discussed in
Section 2.4, the capital share can rise only to 𝛼̄ < 1, where 1−𝛼̄ is the natural resource
share. Because, again, the natural resource share is not even 5%, this constraint will
not prevent hyperbolic growth in the event of fully automated production given any
non-negligible capital share in R&D.

With “𝐿” in place of “𝐾”, this model also describes a world in which labor remains
necessary for production and R&D but population grows proportionally to output.
Kremer (1993) uses just such a model to explain the superexponential—indeed, ar-
guably roughly hyperbolic (Roodman, 2020)—population growth that obtained across
one million years of the Malthusian past.

Growth with fixed resources and fixed technology presumably cannot continue
forever, even under full automation. Natural resources may thus eventually come to
bottleneck output more strongly. That is, fixing resources, sustained growth may re-

14Davidson et al. (2025) offer a generalization of condition (15) in a model in which both hardware
and software improvements can increase the number of effective “virtual researchers”, as motivated by
the discussion in Section 3.2.
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quire the development of resource-augmenting technology “𝑍”. Suppose that, absent
automation,

𝑌 = 𝐹(𝐾, 𝐴𝐿, 𝑍𝑊̄ ),

where 𝐹(⋅) is CRS and 𝐾 , 𝐴𝐿, and 𝑍𝑊̄ are gross complements.15 In this case, automat-
ing production yields approximately

𝑌 = 𝐹(𝐴𝐾, 𝐴𝐾, 𝑍𝑊̄ ) ≈ 𝑍𝑊̄

in the long run, so that output grows with technology as in Section 3. Here, if 𝜆 < 𝛽,
growth eventually slows—even, in this case, with both production and research fully
automated.16

Because growth does not begin to decelerate until the resource share has risen to
the point of reversing inequality (15), however, automating both sectors in the near
future would still yield a substantial period of accelerating growth.

5 Summary

Once production is sufficiently automated, output growth is likely to rise, and this
is likely to continue for the foreseeable future. Automating R&D may not deliver
explosive growth on its own (except by speeding the development of ways to auto-
mate production); whether it does so depends largely on whether automated research
proves highly parallelizable and on whether it requires inputs that scale with eco-
nomic activity rather than with effective computation. Even if fully automating R&D
in isolation would not dramatically speed up growth, however, more R&D automation
could greatly enhance the acceleration to growth induced by automating production.

Automating R&D in isolation would probably preserve a positive labor share, as
would developing machines that could self-replicate but could not well substitute for

15We must also suppose that historically 𝑔𝑍 = 𝑔𝐴 + 𝑔𝐿, maintaining constant factor shares. The
elasticity of substitution between energy (or natural resources in general) and other resources is often
estimated to be much less than one over short time horizons but to rise significantly with the horizon
(Koetse et al., 2008; van der Werf, 2008), suggesting that the resource share has indeed remained low
only due to the ongoing development of resource-augmenting technology.

16If there is a finite pool of technologies as well, 𝛽 must eventually rise without bound, so that 𝑔𝐴 = 0

at high 𝐴.
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labor in producing consumption goods. Otherwise, the burst in output made feasible
by a qualitative advance in automation will almost all accrue to capital, driving the
labor share to zero. It will probably be very inefficient (and so very difficult) to steer
technology in a labor-augmenting direction permanently.

Whether the wage bill will rise or fall in the limit of automation depends on sub-
tleties about the long-run direction of technology and tastes, and the degree of returns
to scale, about which little can be said today.

The long-run scenarios may be summarized as follows. In each case we assume
that capital grows more quickly than population and that, given gross complemen-
tarity between labor and capital in production, technological development shifts from
being labor- to capital-augmenting.
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Scenario17 Growth
Labor
share Wages

Production automated

2 factors; GS D → 0 D

2 factors; PS D → 0 S or→ 0

CD for consump., GS/PS for capital D ∼ D

3 factors (CD resource constr.); GS + → 0 ∼

3 factors (CD resource constr.); PS + → 0 → 0

R&D automated, or both automated given a GC resource constraint18

Semi-endog., weak feedback +

Semi-endog., intermed. feedback D

Semi-endog., strong feedback H

Hard parallelizability constraint +

Schumpeterian ∼

Both automated

Semi-endog., very weak feedback
and CD resource constr.

+ or D

Semi-endog., otherwise H

6 Conclusion

From AI to automation. Interest in the question of what will follow from near-
complete automation has grown recently because the rapid pace of recent AI progress

17“CD”, “GS”, and “PS” stand for Cobb-Douglas, gross but not perfect substitution, and perfect substi-
tution. “+”, “D”, and “H” refer to cases in which AI produces increases to a variable’s long-run growth
rate, double-exponential growth, and hyperbolic growth. “S” refers to cases in which AI causes the
variable to stagnate above zero. “∼” refers to cases in which AI has an ambiguous effect on the variable.

18“Weak”, “intermediate”, and “strong” research feedback refer to the 𝜆/(𝜆 − 𝛽) < 1, = 1, and > 1

cases. We here focus only on growth, on the view that wages and the labor share will still mainly be
governed by production.
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suggests that the automation of production and/or R&D may be on the horizon.
AI to date has not had the consequences that might be expected to precede such

a drastic economic transformation. As Nordhaus (2021) documents, capital and labor
remain (at least weakly) gross complements, the growth rate is not rising, the IT share
of capital is not skyrocketing, and any increases in the capital share are modest and
easily attributable to other forces.19 Humlum and Vestergaard (2025) find that LLMs
have been adopted rapidly—over a billion users within 2.5 years of their introduction—
but so far seem to have delivered only modest productivity improvements.

Nevertheless, the capabilities of AI systems have advanced at extraordinary rates.
Recent analysis by METR documents that the maximum task length AI systems can
handle has been doubling approximately every seven months (Kwa et al., 2025).
Amodei (2025) projects that coding could be fully automated by 2026. Should ca-
pabilities continue advancing at comparable rates, the comprehensive automation of
computer-based work may follow shortly thereafter—potentially providing sufficient
technological foundation to devise methods for automating remaining economic ac-
tivities.

An alternative analytical lens for understanding the trajectory toward full automa-
tion focuses on improvements in sample efficiency. Deep learning has enabled AI sys-
tems to match or exceed human performance in domains such as coding, language
processing, and strategic gaming, where either substantial public data exists or syn-
thetic data generation is feasible. Nevertheless, the human brain remains orders of
magnitude more sample-efficient than current machine learning algorithms, requir-
ing far less data to acquire comparable non-trivial skills. Eth and Davidson (2025)
review algorithmic progress across language models, computer vision, and related do-
mains and finds that data requirements for training AI capabilities have approximately
halved annually in recent years. If the current human-machine sample efficiency gap
spans roughly four orders of magnitude, these rates suggest AI systems could achieve
human-level learning efficiency within one to two decades.

AI is starting to help contribute to R&D, and the high capital share in AI R&D
specifically (Besiroglu et al., 2024) suggests that capital is, in some sense, contribut-
ing significantly to its own improvement. As AI R&D is automated ever more fully,

19Work in progress by one of the authors confirms that updating Nordhaus’s analysis to 2025 does
not change these conclusions, and that, on examining the supply chains for robotics and computer
equipment, there is similarly little evidence for a capital-goods-driven growth explosion of the kind
described at the end of Section 2.1.
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AI capabilities could advance ever more rapidly. Erdil et al. (2025) and Kokotajlo et
al. (2025) calibrate models of this feedback mechanism—albeit with some speculative
elements—and predict near-complete R&D automation within several years, precipi-
tating rapid economic growth thereafter. Informed partly by such models, the median
forecast on the prediction platform Metaculus places AGI in 2033. A notable charac-
teristic of the R&D-initiated “singularity” hypothesis is its prediction of rapid, nearly
discontinuous transformation in economic conditions. Consequently, the absence of
observable effects in current economic data cannot definitively refute the possibility
of imminent dramatic change: the theory itself predicts minimal advance warning in
conventional economic indicators.

Preparing for economic transformation. While Piketty and Zucman (2014)’s
controversial claim that capital and labor are already gross substitutes conflicts with
the consensus view—supported by direct evidence including Gechert et al.’s (2022)
comprehensive review and theoretical arguments that gross substitutability should
manifest in accelerating growth and declining labor shares—AI may render the claim
true in the future, and vindicate Piketty (2014)’s concern about twenty-first century
capital concentration. This prospect necessitates considering policy responses that
could mitigate extreme distributional consequences (Korinek and Lockwood, 2025).

Preparing for dangerous AI. Concerns about existential risk from advanced AI
systems, articulated in early theoretical work (Bostrom, 2014) and recently amplified
through public statements like Center for AI Safety (2023), represent perhaps the most
extreme form of economic transformation: complete cessation of economic activity
through catastrophic failure. Both proponents and skeptics of such risks employ AI’s
capacity for generating radical economic growth as a proxy measure for its poten-
tial to inflict systemic damage (see Davidson (2021) and Narayanan and Kapoor (2025)
for contrasting perspectives). The scenarios analyzed throughout this paper carry
differential risk profiles: a “software-only singularity” driven purely by R&D automa-
tion presents unique challenges through its potential for rapid, unobservable accelera-
tion beneath conventional economic indicators, while scenarios involving automated
physical production imply AI systems capable of tangibly affecting the material world
without requiring human intermediation, raising distinct safety concerns about au-
tonomous physical systems.
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The economic valuation of existential risk mitigation—quantifying optimal con-
sumption sacrifices to reduce catastrophic probabilities—has generated substantial re-
cent analysis (Jones, 2024, 2025; Shulman and Thornley, 2025), though excessive pre-
caution may paradoxically increase long-term risks through delayed beneficial devel-
opment (Trammell and Aschenbrenner, 2025). Policy responses center on established
approaches: advancing technical AI safety research to ensure system alignment and
robustness, and developing governance frameworks capable of managing rapid capa-
bility transitions while maintaining incentives for innovation.

The imperative of preparation. The economic transformation analyzed through-
out this paper may represent humanity’s most consequential transition since the In-
dustrial Revolution, or perhaps since the Neolithic. While considerable uncertainty re-
mains regarding both the timing and precise mechanisms, the potential magnitude of
change demands serious preparatory efforts commensurate with the stakes involved.
The scenarios we have examined, from explosive growth driven by self-replicating or
self-improving capital to radical redistributions of economic returns, are not merely
theoretical curiosities but plausible trajectories that could materialize within decades
or even years. The computational and algorithmic progress documented here suggests
we may have limited time to design institutions capable of managing unprecedented
growth rates, distributional upheaval, and the accompanying risks.

Yet thismoment also presents extraordinary opportunity: if navigated successfully,
the automation of cognitive and physical labor could usher in an era of prosperity
that liberates humanity from millennia of drudgery (Korinek and Juelfs, 2024). The
frameworks we have reviewed provide tools for reasoning about these transitions.
Whether the coming transformation proves to be humanity’s greatest triumph or its
final chaptermay depend critically on the decisionsmade in the narrowwindow before
these technologies reach their transformative thresholds. Given both the promise and
peril inherent in transformative AI, even modest investments in understanding and
shaping this transition represent perhaps the highest-return activities our profession
can engage in.
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