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Recent decades have seen large increases in trade integration, due to liberalization of trade
policies and technological advances. At the same time, consumer and producer price inflation has
been low in most advanced countries, with many countries persistently undershooting their infla-
tion targets. The coincidence of these developments has led many to conclude that trade integration
has suppressed inflation. This view has been embraced by central bankers; for example, Carney
(2019) succinctly states that “the integration of low-cost producers into the global economy has im-
parted a steady disinflationary bias."! This conventional wisdom has been buttressed by evidence
that higher import penetration leads to lower price inflation at the industry level [Auer and Fischer
(2010); Bai and Stumpner (2019); Jaravel and Sager (2019)]. It also draws on research and policy
discussions about globalization-induced changes in the Phillips Curve, whether manifesting as de-
flationary cost-push shocks [Carney (2017)], or decreased sensitivity of inflation to domestic slack
[Forbes (2019); Stock and Watson (2021)]. More recently, attention has shifted toward parsing
how unwinding international integration, triggered by recent trade wars and other de-globalizing
forces, may let the inflation genie back out of the bottle [Moyo (2017); Wolf (2020)].

In this paper, we revisit this conventional narrative about globalization and inflation. While
parts of it ring true, its exclusive emphasis on supply-side channels omits important demand-side
effects of trade integration. In particular, we argue that trade integration is best thought of as a long-
lived (arguably permanent) shock, with long phase-in dynamics. With forward-looking consumers,
anticipated increases in trade raise aggregate demand prior to their realization, which drives equi-
librium inflation up in standard New Keynesian models. Further, this mechanism is particularly
strong when trade integration takes the form of increased “offshoring” — i.e., increased use of
foreign inputs in production, as occurred in recent decades. This is surprising on its face; because
offshoring reduces unit production costs for domestic producers, it is commonly thought to restrain
inflation. In another surprising twist, pro-competitive effects of trade, whereby import competition
lowers markups set by domestic producers, also raise the inflationary impact of trade integration.
Finally, while a multisector version of the model can rationalize facts about prices commonly cited
to argue that trade restrains inflation, it too implies that trade integration is inflationary overall. All
together, these findings argue for rewriting the conventional narrative.

To orient the discussion, we start by developing a model-based accounting framework that

ICarney is far from alone in this opinion. Greenspan (2005) remarks: “cross-border trade in recent decades has
been expanding at a far faster pace than GDP...The consequent significant additions to world production and trade
have clearly put downward pressure on prices in the United States...Over the past two decades, inflation has fallen
notably, virtually worldwide...globalization...would appear to be [an] essential [element] of any paradigm capable
of explaining the events of the past ten years.” Yellen (2006) states: “the IMF calculates that non-oil import price
reductions lowered US inflation by an average of 1/2 percentage point a year over 1997 to 2005. These results are in
line with those from...the Federal Reserve Board that estimates that lower (core) import prices have reduced core US
inflation by an annual average of 1/2 to 1 percentage point over the last 10 years.” See also IMF (2006), Bean (2007),
and Bernanke (2007).



captures two standard, supply-side channels via which trade may impact consumer prices, which
reflect prominent arguments in the literature.” The first channel operates via trade in consumption
goods. Falling prices for imported consumption goods, and substitution of imports for domestic
goods, lower the consumer price level. The second channel reflects the use of imported inputs in
production of domestic goods: falling prices for imported inputs reduce domestic production costs,
which then bring down prices for domestically produced goods and services. Using data for the
United States from the Bureau of Economic Analysis, we show that both these channels appear
to be quantitatively important. Industries that are more exposed to offshoring have experienced
lower long-run output price inflation. Further, increases in trade appear to lower consumer price
inflation by 10-40 basis points per year, relative to growth in the domestic GDP deflator. Increases
in offshoring are as important as increases in foreign sourcing of consumption goods in this result.

This initial exercise, which largely confirms prior views about the impact of trade on inflation,
serves to set up two broader points. First, while the accounting framework focuses on supply-
side impacts of trade on prices, trade integration may change aggregate demand as well. Any
demand-side effects would alter factor prices, and thus sectoral value-added deflators, on which the
accounting framework is silent. Second, inflation is a monetary phenomenon; endogenous model
responses to trade shocks, combined with the conduct of monetary policy, determine inflation.
Together, these observations imply that we need a model to provide a full analysis of inflation
dynamics.

To that end, we develop an open economy new Keynesian (NK) framework with trade in both
intermediate inputs and final goods, and we apply the framework to analyze the inflationary im-
pacts of rising trade in the United States. The framework extends the canonical small open econ-
omy NK model [Gali and Monacelli (2005); Gali (2015)] to incorporate “offshoring” — the use
of foreign intermediate inputs in production — in addition to trade in final goods.?> This extension
is more than window dressing: increases in offshoring are large in the data, so any quantitative
account of the impacts of trade on inflation must emphasize offshoring. In addition, we also apply
the model in new ways to analyze the rise of trade. First, we use domestic sourcing shares as “suffi-
cient statistics” to assess the impacts of trade in the model, borrowing from the international trade
literature [Costinot and Rodriguez-Clare (2014)].* This approach facilitates a concise treatment

of the impacts of trade in a “three equation model,” in which dynamics of the domestic sourcing

2A third channel — pro-competitive effects effects of trade on markups of domestically produced goods — is im-
plicitly captured in the framework, embedded in the price of domestic value added (i.e., the GDP deflator). We do not
explicitly address this third channel in the accounting exercise, because doing so would require auxiliary model as-
sumptions needed to back out markups from trade data. We do discuss the role of markups later in our model analysis,
however — see Section 3.2.

3Recent related models include Gopinath et al. (2020) and Auray, Devereux and Eyquem (2020). Amiti, Itskhoki
and Konings (2014) study the impact of imported inputs on pricing in a real model.

“Baqaee and Fahri (2019) apply the sufficient statistics argument in a flexible price macro-model.



shares influence inflation via both the Phillips Curve and IS curve. Second, we analyze the impact
of permanent, phased-in shocks to trade openness. This shock captures an essential feature of the
data — globalization involved a shift in steady states, from a less open to more open world, which
took place slowly over time.

Given the historical path of changes in US trade, we show the NK model predicts that the rise of
trade during the late 1990’s and early 2000’s was inflationary, rather than deflationary. This result
reflects the impacts of trade on the demand-side of the model. Specifically, anticipated increases in
both offshoring and final goods trade shocks appear in the IS curve, where the time path for these
shocks is embedded in the real natural rate of interest. A phased increase in offshoring — where
domestic sourcing shares are falling over time — generates an increase in the real natural rate,
which is itself inflationary. This dynamic response to the rise in offshoring over time drives current
inflation up at the outset. On the supply side, only shocks to domestic sourcing of final goods shift
the Phillips Curve; because changes in domestic sourcing of final goods were relatively small over
this period, this channel is quantitatively modest. Together, these results suggest the dynamics of
trade integration were inflationary on net, in contradiction of conventional wisdom. Further, we
emphasize that this conclusion holds for virtually all Taylor-type monetary policy rules used in the
literature. The only policy rule that would fully negate the inflationary impact of offshoring is one
that exclusively targets the (time-varying) real natural rate, which is (in our view) an implausible
description of real world policy.

We extend the model in three main ways to probe the robustness of our findings. First, we
incorporate financial inflow shocks into the model to match changes in the trade balance over
time, which allow the model to match the dynamics of the global savings glut in the early 2000’s.
We find that the widening of the US trade deficit in the early 2000’s actually pushes inflation up,
though the magnitude of this effect is modest; this effect works through general equilibrium effects
of increasing trade deficits on the real natural rate, similar to anticipated increases in trade.

Second, we introduce variable markups in the model, by assuming that preferences and tech-
nologies take the Kimball (1995) form, as in Gopinath et al. (2020). This set up allows trade to have
pro-competitive effects, whereby increases in foreign sourcing of final goods and inputs restrain
markups set by domestic producers [Feentra and Weinstein (2017); Jaravel and Sager (2019)]. De-
spite these pro-competitive effects, we find again that trade integration increases inflation, even
more than in the baseline model due to general equilibrium effects on the supply side of the econ-
omy by which lower markups raise domestic output. At the same time, our simulated data suggests
that failure to control for changes in markups induced by trade may help explain the reduced sen-
sitivity of inflation to the domestic output gap — i.e., the flattening of the empirical Phillips curve —
over time.

Third, we build out the model to include multiple sectors, with heterogeneous sourcing dy-



namics across sectors and end uses. In the multisector model, we again find trade integration is
inflationary. Further, we show the multisector model yields a decline in the relative price of man-
ufacturing output, as observed in the data. Rising trade also appears — in an accounting sense —
to restrain inflation in the model, as in our initial exploration of the data. These results empha-
size that one cannot draw conclusions about the impact of trade on inflation from studies that link
cross-sectional changes in output prices to changes in trade, or studies that decompose prices into
components attributable to domestic and import prices. Put differently, data alone is surprisingly
uninformative about the role of rising trade in explaining inflation.

As noted at the outset, our work is related to a large prior literature on globalization and in-
flation. Early work by Romer (1993) and Rogoff (2003, 2007) emphasized the role of trade in
modifying the inflation-output tradeoff faced by central banks, making surprise monetary easing
less attractive and lowering trend inflation. In contrast, our model features a credible, rule-based
policy environment, in which long run inflation rates are anchored at zero; we then study medium
run inflation outcomes as the economy transitions from a relatively closed to more open trade

equilibrium.’

Following on from this early work, many subsequent contributions study supply-
side mechanisms through which trade influences inflation dynamics, including how trade modifies
the slope of the Phillips Curve, the role of “global slack” in inflation dynamics, and inflation syn-
chronization across countries.® We contribute to this discussion by emphasizing the (lack of any)
role for offshoring as a supply-side driver of inflation in baseline NK models, and we re-direct
attention to the (largely overlooked) role of trade dynamics on the demand side. We also provide
an analysis of how the pro-competitive effects of trade influence the Phillips Curve in a version of
the model with variable markups.’

In some important respects, our results are also related to the literature on “news shocks”
in New Keynesian models. In particular, it is well understood that productivity news shocks —
anticipated increases in future productivity — are inflationary in the conventional New Keynesian
model [Barsky and Sims (2011); Sims (2012); Barsky, Basu and Lee (2015)]. Our observation is
that an anticipated increase in trade has an effect similar to productivity news — it implies higher
future consumption for the representative agent, which drives up the real neutral interest rate and

inflation.® Thus, while our finding that trade integration is inflationary runs counter to conventional

SWe take the policy rule as given, though we discuss alternative policy rules in Section 2.4.3. See Monacelli (2013)
for a discussion of optimal monetary policy with trade in final goods and inputs, and Wei and Xie (2020) for related
analysis in a model with multistage production.

6Among others, see Bianchi and Civelli (2015), Benigno and Faia (2016), Auer, Borio and Filardo (2017), Auer,
Levchenko and Saure (2019), ECB (2017), Forbes (2019), and references therein.

7Sbordone (2007) studies the impact an increase in varieties available to consumers (akin to an expansion in market
size) on the slope of the Phillips Curve in a model with Kimball demand. We instead analyze an increase in import
penetration, which shifts the Phillips Curve. Further, we study inflation along the transition path from a relatively
closed to more open economy, whereas Sbordone compares Philips Curves in alternative steady states.

8In contemporaneous work, Alessandria and Mix (2019, 2021) also investigate the role of anticipated changes in



wisdom, it is closely related to prior results in the monetary literature. However, it is also important
to note that trade integration has more nuanced effects on inflation than do productivity news
shocks. Whereas a change in future productivity only impacts inflation through aggregate demand
channels, changes in trade also have direct effects that work through the Phillips Curve on the
supply side. In our baseline model, the dynamics of final goods sourcing matter for consumer price
inflation directly; in our augmented model with variable markups, changes in both final goods and
input sourcing also influence the path of markups over time, which directly shift the Phillips Curve.
Thus, our analysis of trade shocks goes beyond prior analysis of productivity news shocks.

Closely related to this discussion, increases in trade are anticipated by agents in our model
analysis. This reflects the basic idea that trade integration entails the transition from a relatively
closed initial equilibrium to one with permanently higher openness, where that transition takes
time. For example, Baier and Bergstrand (2007) show that increases in trade are phased-in slowly
after adoption of regional trade agreements. Further, estimates of long-run elasticities of trade
exceed short-run elasticities [see Fact #7 in Alessandria, Arkolakis and Ruhl (forthcoming) or
Boehm, Levchenko and Pandalai-Nayar (2021)]. This body of work strongly suggests that, fol-
lowing reductions in trade barriers, one could easily forecast a phased increase in trade. In this
vein, Bombardini, Li and Trebbi (2020) use Congressional voting records to show that US politi-
cians were able to correctly predict the impacts of the China shock prior to its realization. Given
the major changes in policy and the international economic environment more generally in the
1990’s — e.g., the rise of China and other emerging market economies, the phase-in of Uruguay
Round tariff cuts, the expansion in US regional trade agreements, and the ICT revolution — we
think it quite reasonable to believe that people generally understood the world would become more
globalized over time. We build this idea into the model in a simple, tractable way, via a perfect
foresight assumption, in order to focus on studying the implications that follow from it.

Lastly, our work is also broadly informed by recent work on trade dynamics. We adopt a
perfect foresight approach in analyzing trade shocks, similar to Eaton et al. (2011), Reyes-Heroles
(2016), Kehoe, Ruhl and Steinberg (2018), and Ravikumar, Santacreu and Sposi (2019). Whereas
these papers focus on real outcomes following trade shocks, we study a monetary economy. The
framework in our paper can also be applied to analysis of the inflationary impacts of trade policy,
which connects to recent papers on trade policy and macro outcomes [Erceg, Prestipino and Raffo
(2018); Barbiero et al. (2018); Barattieri, Cacciatore and Ghironi (2019)]. Finally, our paper is also
related to Rodriguez-Clare, Ulate and Vasquez (2020), which examines the impacts of the China

shock on employment and unemployment across local labor markets in a model with downward

trade barriers as news shocks, which is closely related to our approach. An important distinction relative to our paper
is that Alessandria and Mix focus on the impacts of trade shocks in a real model, while we work with a New Keynesian
model to study inflation dynamics. See Beaudry and Portier (2014) for further discussion of differences in how news
shocks affect the economy in real versus monetary models.



nominal wage rigidity.

The remainder of the paper proceeds as follows. In Section 1, we develop an accounting
framework to document supply-side channels linking trade and prices. We build these supply-
side mechanisms into a baseline New Keynesian model in Section 2, in which we study inflation
outcomes during trade liberalization episodes. We then consider extensions to the baseline model
in Sections 3 and 4. In Section 3, we study the role of financial shocks that lead to trade imbalances,
and we present results for a version of the model with variable markups. In Section 4, we develop
a multisector model, in which we link our results back to the accounting framework in Section 1.

Section 5 concludes.

1 An Account of Offshoring, Trade, and Inflation

In this section, we develop an accounting framework that ties the rise of trade to industry-level and
aggregate prices. To begin, we characterize how industry-level prices for domestic output depend
on offshoring and domestic factor costs. We then discuss how the aggregate consumer price level is
linked to prices for domestic output versus imported final goods. Using data for the United States
from 1997-2018, we decompose changes in the aggregate consumer price level into components
attributable to changes in offshoring, domestic factor costs, and imported consumption goods.
Setting this exercise in context, this section emphasizes the supply-side links between trade
and prices; we defer attention to demand-side general equilibrium effects until Section 2. The
framework in this section shares its basic structure with the multisector model that we analyze in

Section 4, where we implement a model-based accounting exercise that mimics this section.

1.1 Linking Offshoring to Domestic Output Prices

Consider a two country environment, with Home (H) and Foreign (F) countries, and many indus-
tries s € {1,...,5}. Within each Home industry, there is a unit continuum of varieties, produced
under monopolistic competition. These varieties are aggregated into composite goods, which are
then used at Home as final or intermediate goods and exported. Each producer has a nested, con-
stant elasticity of substitution (CES) production function. At the top level, they substitute between
labor and a composite intermediate input, in a Cobb-Douglas production function. At the middle
level, they substitute across inputs originating from different upstream sectors in forming the com-
posite input, again with Cobb-Douglas aggregation. At the bottom level, they substitute between
sector-level inputs coming from Home versus Foreign sources, which are aggregated via a CES
function. Because this basic CES monopolistic competition structure is standard, we jump right to

results.



Prices for each Home variety are a time-varying markup over marginal costs, and all producers

are symmetric. Thus, Home sector-level output prices in sector s at date ¢ are given by:

Pri(s) = u(s)MCy(ss) (1)
with  MC,(s) = Z(s)"'W, ™" Py, ()™, 2)

where 1,(s) and M C;(s) are time-varying markups and marginal costs in sector 5. Marginal costs
depend on productivity (Z;(s)), the price of a composite primary factor (W;), and the price of a
sector-specific composite input (Pys(s)). The parameter a(s) is the Cobb-Douglas share for the

composite input in total costs. The composite input price in turn is given by:

Pai(s) = [ | Pu(s5)7 )/ N

seS
) 1/(1-n(s"))

with  P(s',5) = [£(57, )Py () 1) 4 (1= £(5',8)) (raae(5 ) Pr(s )~ 4)

where P;(s’,s) is the composite price of inputs purchased from sector s’ by sector s, a(s’,s)/a(s) is
the share of inputs from s’ in total input expenditure by sector s, Pr,(s’) is the price of a composite
bundle of foreign varieties, and 7,(s”) is an iceberg-type trade cost paid on imports of intermediate
inputs.

Consider now the change in prices over time interval [0,¢]. Further, for a given variable X;, let
X, = X,/ X, denote the ratio of its value in period 7 to its value in the base period. Then, the price

of output in period ¢ relative to baseline is:
Prio(s) = ()M Ci(s) = Py(s)' ™" Pyyo(s)°), (5)

1/(1-a(s)) ) . )
) is the price of real value added in sector s (equivalently,

where Py (s) = W, (()/ Zi(s)

the sector-specific GDP price deflator). Changes in composite input prices are:

Paaa(s) = [ | Bu(s',5) @90 o

seS

b (o ’ ) n1-n(s’ ’ A N1=n(s’ 1/(1-n(s"))
Pi(s's5) = | Ao(s's)Pre(s)! 1) + A5, ) Pra(s') ) ,

(7

M _ Pu()Mir(s",5)
where A7 (s',5) = P ) M5 s)

sector s’by Home sector s in total spending in inputs from s’ by s by Home, and A%’ (s’,s) is the

is the share of input spending on inputs from country i € {H,F'} and

9With flexible prices, the markup would be constant given the CES monopolistic competition structure as described.
We allow for a time-varying markup p,(s) in Equation 1 to anticipate the full model with price adjustment frictions
below, as well as an extension with variable demand elasticities.



base period value of these shares.

This exposition suggests that we could quantify the impact of offshoring on gross output prices
using import price data. That is, we could measure price changes for foreign goods Pr;(s’), and
feed them through Equations 5-7 to arrive at predicted changes in output prices. While this ap-
proach is straightforward in the model as written, it is not a practical route forward due to short-
comings in standard data sources; We discuss these shortcomings further in Appendix A.

Instead, we proceed here by invoking a sufficient-statistics argument. Using the usual first order

conditions for the purchases of domestic inputs, we can write the expenditure share on domestic

' ' A\ =)
goods as: AAHll(s’,s) — Pui()Mui(s's) _ E(s',s) (PHt(S ))

P55 )M, (57) By(5's) . Taking ratios across time, we write

f’t(s’,s) as follows:
Py(s',s) = th(S/)/A\%,(S’,S)l/(n(s,)_l). (8)

This expression is an analog to the sufficient-statistics approach to counterfactual analysis of the
gains from trade, advocated by Arkolakis, Costinot and Rodriguez-Clare (2012) and Costinot and
Rodriguez-Clare (2014). Like Blaum, Lelarge and Peters (2018), we apply it on the production
side of the economy. When the share of inputs sourced domestically falls (A%t(s’,s) <1)-1ie,
when offshoring rises — then the cost of the input bundle falls, as long as foreign inputs are gross
substitutes for domestic inputs (n(s”) > 1).

Combining Equations 5, 6, and 8, we can write:

s'eS

Pr(s) = Pyy(s)' 0 1_[ AM (5?61 | )

s'eS

The first term captures changes in total factor productivity, markups, or primary factor costs. The
second term captures changes in the prices of domestically produced inputs purchased by s from
all upstream sectors, including sector s itself. The third term captures the impact of offshoring on
unit costs.

Taking logs of Equation 9, and using lower case to denote the log of an upper case variable

(.e., % = InX,), yields:

prar(s) = (1= a(s)pvis) + > als,)pm(s) + )

s'es s'es

( a(s’,s)

) 1)2% s’ s), (10)

This expression has input-output logic embedded in it, because the price of Home output in sector
s depends on prices of output in all sectors at Home, including itself. The direct effect of a rise in
foreign sourcing of inputs is to lower prices in sector s, and then this price reduction spills over

across sectors, as sector s is used downstream as an input.



Stacking Equation 10 across sectors, we manipulate it to isolate domestic output prices:
By = 1-A'1 [=alpy, +[1-AT" [A0 (1) | -1 an

where « is a matrix with a(s) along the diagonal and zeros elsewhere, A is an input-output matrix

with elements a(s,s’), /i%t is a matrix with elements /i%t

the diagonal. Further, ¢ is a conformable column vector of ones, and o denotes the Hadamard

(s,s"), and H is a matrix with 7(s) along

(entrywise) product of matrices. The first term is the downstream propagation of cost-push shocks
to the price of real value added in all sectors. The second term is the downstream propagation of
cost-push shocks attributable to offshoring, where an increase in domestic sourcing of inputs raises
the price of domestic gross output. Intuitively, if inputs are increasingly sourced from home, we
infer that that the price of imported inputs is rising relative to the price of domestic inputs, which

implies that gross output prices will grow faster than implied by domestic value-added costs alone.

1.2 Data on Offshoring and Output Prices

We now turn to studying the impact of offshoring on domestic producer prices through the lens to
Equation 11. We draw on two complementary data sets from the Industry Economic Accounts of
the US Bureau of Economic Analysis (BEA). The first is a data set on the price of gross output by
industry, from the GDP-by-industry statistics.!? The second data set is the Input-Output Accounts,
from which we construct annual input-output tables and domestic sourcing shares.!! Both data
sets include annual data for 1997-2018 for 71 summary-level industries, of which 26 are goods
producing industries.

From these data, we construct data analogs to pgys, A and /i%

Pr: using the log of the ratio of gross output price deflators in year ¢ relative to 1997 in each

in Equation 11. We measure

industry. We take averages of the annual input-output matrices to form the time-invariant industry-
to-industry input-output matrix: A = (1/20) 23211397 A;, where A; = Ap; + A is the total direct
requirements matrix for year #, Ay, is the domestic requirements matrix, and Ag, is the import
requirements matrix.'> We then define domestic sourcing shares AAH/It = Apy; ©A;, and we construct

. N M _ M M . o e .
ratios Ay, = Ay, @ Ay g7, Where @ represents Hadamard (elementwise) division.

10See BEA Gross-Domestic-Product-(GDP)-by-Industry Data. These data are constructed primarily from PPI and
CPI data collected by the BLS, and they are used by the BEA to deflate gross output and compute real GDP by industry.
Neither CPI data, nor PPI data, have appropriate product coverage to match up to industry-level data sources, so the
BEA combines various sources to match the industry definitions in the national accounts.

"1See BEA Input-Output Accounts Data. We use make/use tables (after redefinitions, at producer value) and import
use matrices (after redefinitions) to form industry-by-industry input-output tables split by domestic and import use.

2The (i,j) elements in these matrices are the value of inputs purchased by industry j from industry i as a share
of total gross output in industry j. Ag, records purchases from domestic sources, while Ag; records purchases from
international sources. Note that we suppress changes in this domestic requirements matrix over time in the model, and
thus in our empirical analysis as well.


https://www.bea.gov/industry/gdpbyind_data.htm
https://www.bea.gov/industry/io_annual.htm

Figure 1: Industry-Level Price Changes vs. the Offshoring Shock from 1997-2018
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Note: Agriculture and Natural Resources includes BEA summary-level industries 1-7, Manufacturing includes 8-26, and Services includes 27-71.
Each observation is the log difference between sector-level prices in 2018 and 1997: pr,(s) = Inp g 2018(s) —Inprr,1997(s).

As a first pass, we assume that elasticities of substitution between home and foreign goods are

equal in all sectors: r(s) = n. This implies that we can rewrite Equation 11 as:

Bri = 1~ AT [T-alpy + (n%l) -a [aro (3] (12)

Offshoring Shock

Each element of the term labeled Offshoring Shock is the cumulative impact of upstream offshoring
on unit costs, accounting for both direct and indirect effects via the input-output structure. We
can then relate price changes over a given horizon Py, to the change in unit costs attributable to
offshoring.

We plot long-run changes in pg; versus the Offshoring Shock at the industry level in Figure 1.
There is a positive correlation between the offshoring shock and price changes in the figure — in-
dustries with high exposure to offshoring, and thus the largest declines in direct and indirect home
sourcing shares, experienced smaller output price changes. One point that is clear in the figure
is that this correlation is driven by two aspects of the data: (a) there is a tight correlation within
manufacturing between offshoring exposure and price changes, and (b) there are differences in the
evolution of offshoring and prices across composite industry groups (e.g., manufacturing vs. agri-

culture, natural resources, and services). In contrast, there is only a weak relationship between the
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Figure 2: Price Changes and the Offshoring Shock from 1997-2018
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offshoring shock and price changes within non-manufacturing industries, in part because variation
in offshoring changes within non-manufacturing industries are small.

To illustrate the time path of offshoring and price changes, we take simple averages of Py, and
the Offshoring Shock for manufacturing and non-manufacturing industries in each year. We plot
the time series for these average offshoring shocks in manufacturing and non-manufacturing in
Figure 3a. Manufacturing industries are impacted more than are Non-Manufacturing industries by
offshoring, nearly five times as intensively. Turning to Figure 3b, we plot average log changes in
the prices for manufactured manufacturing industries minus the same for non-manufacturing; More
simply, this is an average relative price of manufacturing output. We also include the gap between
the offshoring shock that hits the manufacturing and non-manufacturing sectors, which captures
the relative offshoring shock across the two sectors. The relative price of manufacturing output
declines over the period, coincident with the large relative offshoring shock that hit manufacturing
industries.

Together, these data point to a role for offshoring in explaining output price changes over time.

To put these in macro-context, we now turn to the evolution of consumer prices.

1.3 Accounting for Consumer Prices

The representative Home consumer has nested, constant elasticity of substitution (CES) prefer-
ences. We assume that she has Cobb-Douglas preferences across composite industry-level final

goods, and that industry-level final goods are themselves CES composites of Home and Foreign

11



final goods. The aggregate consumer price level is then given by:

Peo = | Pertsy® (13)
s€ES
with  Pes) = (v)Paio) 7+ (L) e Prs) - (14)

where P¢y(s) is the price of a composite consumption good for industry s and 7¢;(s) is an iceberg-
type trade cost paid on imports of final goods.
Similar to the sufficient statistics argument for input use, we use first order conditions for the

purchases of domestic consumption goods to write the expenditure share on domestic goods as:

C (s) = Pr:($)ChH(s) _ (s) ( Pis(s)

1-n(s)
= PaCh) = PC’(S)) . Taking ratios across time yields:

Pei(s) = Puy(s)AS, (5)/ 97D, (15)

If n(s) > 1, this says that aggregate consumer prices decline relative to the price of domestically
produced goods when the share of spending on domestic goods falls over time. That is, f\f] () <1
implies Pc;(s) < Pri(s).

The ratio of aggregate consumer prices in period ¢ relative to the base period is: Pc; = [1,c5 Pci(s)?7).

We combine this with Equation 15 and take logs to obtain:

pec= ) ¥(s) [PHz(S)+( o )Agxs)
ses

= ypu +y[H-171 25, (16)

where 7y is a row vector with elements y(s), 7 is a diagonal matrix with elements 7(s), and /ifh
is a column vector with elements /ifh(s). The second term in this expression captures the idea
that falling prices for imported final goods— e.g., finished manufactured goods from China, like
iPhones, clothing, shoes, or laptops — has restrained consumer price growth.

To this, our model adds an additional link between foreign sourcing and consumer prices.

Specifically, we can insert Equation 12 into Equation 16 to decompose domestic prices:

_ 1 _ YAV 1
per =y 1=-AT =0l (o |y -aT 3o (1) o+ (5 o a9

Offshoring C Imports

where we have imposed 7(s) = 7 to simplify the expression.!? The first term is a measure of the

I3Note that taking differences in this expression across adjacent periods (¢t and 7 — 1) yields a decomposition of
inflation (7¢; = per — Pcr—1) into components attributable to domestic GDP deflators (my; = Py —Pv:—1) and changes
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dependence of consumer prices on domestic cost growth — changes in the productivity-adjusted
prices of domestic factors, i.e., domestic real value added. The second term is an adjustment for
the impact of offshoring on consumer prices, which works through the impact that offshoring has
in lowering prices for domestically produced goods. The third term captures the role of changes in
trade in final goods on consumer prices. Note in both these terms, the formula tells us to aggregate
sector-level changes in sourcing using sector expenditure shares in final demand, collected in .

We now turn to data to quantify the aggregate roles for offshoring and consumption imports in
accounting for consumer prices. Using input-output data, we construct consumption of domestic
goods as total personal consumption expenditures (from the use table) less personal consumption
expenditures reported in the import use table. From this, we compute Afh as the ratio of consump-
tion of domestic goods to total consumption expenditure (as elsewhere, /ifh = ln(Afh / A2,1997)),
and we compute the time-average share of consumption expenditure allocated to each sector, en-
coded in y. To aggregate changes in offshoring, we use y together with the input output matrix
A, defined previously. We plot the aggregate “shocks” — aggregated changes in domestic sourcing,
given by and yﬁfh and y[I-A’]"! [A’ o (/i%),] ¢t —in Figure 3a. As is evident, both “shocks” are
negative, consistent with falling domestic sourcing in the aggregate over time. Further, most of
the decline is concentrated in the first half of the sample period (before 2010), and it is phased in
slowly over time.!'*

To compute the impact of these changes on consumer prices requires taking a stand on the
(matrix) value of n, the industry-level elasticities between home and foreign output. Estimating
these separately for the 71 industries is beyond the scope of the exercise we want to perform
here, so we impose a homogeneous elasticity (7 = pI). We then consider two alternative values
for illustration: n = {2,4}." We plot the results — i.e., the composite Offshoring and C Imports
terms in Equation 17 — in Figure 3b. The cumulative impact of declines in domestic sourcing is
to lower consumer prices relative to domestic value-added prices by between 2 and 8 percent over
the sample period, depending on the elasticity. Translated into annual effects, rising trade lowers

consumer price growth by between 10 and 40 basis points per year relative to growth in value-

in domestic sourcing of final goods and inputs. In Section 4.2, we use this alternative representation to examine
inflation in the multisector model.

14To head off possible confusion later, we note that this aggregation focuses entirely on consumption goods. In it,
declines in domestic sourcing of consumption goods are more important than changes in offshoring in determining
aggregate consumer prices. In the model below, we will combine sourcing of consumption and investment goods in
calibrating shocks, which conforms to standard practice for models without physical capital in the literature.

SThe value 77 = 2 is near standard values of the Armington trade elasticity in the international macroeconomics
literature. It is also close to a naive estimate of 17 obtained from the slope of a regression line through the scatter plot
in Figure 1, as well as recent estimates of long run macro-elasticities based on tariff changes in Boehm, Levchenko
and Pandalai-Nayar (2020). In the trade literature, 7 = 4 is in the vicinity of standard values for estimated gravity
trade elasticities (see Simonovska and Waugh (2014) for example). In calibrated models below, we set the elasticity
between home and foreign goods equal to 3, which is the midpoint between these bounds.
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Figure 3: The Role of Offshoring and Consumption Imports in Accounting for Consumer Price
Changes from 1997-2018
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added prices. Increases in offshoring account for about 40% of this gap, while foreign sourcing of

consumer goods accounts for the remainder.

1.4 Beyond Accounting

These results suggest that offshoring plays an important quantitative role in explaining the evolu-
tion of domestic prices across industries, and further that rising trade has lowered the aggregate
consumer price level (depressed inflation). We now advance a word of caution about this second
conclusion, which motivates the model-based exercises that follow.

All the results presented above about the aggregate consumer price level are based on ac-
counting decompositions. While it is tempting to interpret these decompositions as evidence that
offshoring lowered consumer price inflation, this conclusion is not justified based the data alone.
For one, the accounting decompositions highlight supply-side channels linking trade to prices,
but are silent on general equilibrium responses of factor prices (embedded in the GDP deflator).
Moreover, inflation is determined jointly by real factors (i.e., changes in trade) and the reaction of
monetary policy to them. Thus, we need a full-fledged model to properly evaluate how changes in
trade shape inflation.

Notwithstanding this concern, we also note that evidence presented about price changes across
industries speaks to an important potential mechanism linking offshoring and prices. Specifically,
differences in price changes across sectors are related to differences in offshoring intensity, such

that sectors with higher offshoring intensity have lower output price growth. This points to a
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mechanism that may give rise to aggregate price level effects. Thus, we turn to a full general
equilibrium model in which we can evaluate the impact of trade in both inputs and final goods on

inflation.

2 Baseline New Keynesian Model

This section presents a New Keynesian model with trade in both inputs and final goods. We focus
on a one sector model in this section, which serves to highlight the importance of trade dynamics
for inflation outcomes, and isolate the distinct roles for trade in final goods versus inputs.

To outline this section, we first develop the model and describe how we use the sufficient
statistics argument to link changes in domestic sourcing to inflation. We then simulate the model
to establish a “puzzling” result: given the path of observed changes in trade, trade integration
drove inflation up. To interpret this result, we turn to a three equation representation of the model
— consisting of a Phillips curve, IS equation, and monetary policy rule — that yields sharp analytic
results. We present a series of propositions that explain the role of trade dynamics in driving infla-
tion outcomes, and the relationship between our results and “conventional wisdom.” We conclude

with a discussion of the robustness of our results with respect to alternative monetary policy rules.

2.1 The Model

The model draws on the standard small open economy New Keynesian structure, as exposited by
Gali (2015). We deviate from the textbook model by replacing Calvo-style pricing with Rotemberg
pricing, which has no first order consequences for the questions we address. More importantly, we
alter the production structure to allow for trade in both final goods and inputs. Further, we develop

a new sufficient statistics approach to model analysis.

2.1.1 Consumers

Consumer preferences over labor supply L, and consumption C; are represented by:

oo Cl—p L1+gb

U(({C,L)°,) =E L —u= 18
(G L)) =B 2 | T - iy (18)

_ _ n/(n-1)
C = (veg 4 (1) i) (19)

1 €/(e-1)
cHt:( / cm(i><f‘”/fdi) : (20)
0
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where Cr; is a composite foreign consumption good. The elasticity € > 1 controls substitution
among domestic varieties, while 77 controls substitution between domestic and foreign goods. The
parameter v € (0, 1) controls relative demand for home goods, conditional on prices. The parame-
ters p > 0 and ¢ > 0 govern intertemporal substitution and labor supply.

Financial markets are complete, such that the consumer has access to Arrow-Debreu securities

that are traded internationally. The representative consumer’s budget constraint is then:

1
/ Pr(i)Cpit(i)di + Pritc:Cre + Ey [Qt,t+lBt+l] < B +WiL,, (2D
0

where B; is the nominal, domestic currency payoff in period ¢ of the consumer’s asset portfolio and
Q::+1 1s the stochastic discount factor for nominal payments. The price of the foreign consumption
good in domestic currency is Pr;, and ¢y > 1 is an iceberg trade cost paid on consumption imports.
The prices of individual domestic goods are {Pp,(i)} and the nominal wage is W;.

Given prices {{ Py (i)}, Pr,Q:s+1,W;} and initial asset holdings By, the consumer chooses con-
sumption {C;,{Cg;(i)},Cr;}, labor supply {L;}, and asset holdings {B;+1} to maximize Equations

18-20 subject to Equation 21 and the standard transversality condition.

2.1.2 Production

The production function for individual domestic varieties is:

Yi(i) = Z (Lo(i)' ™ (M (i))* (22)

M) = [ €M)+ (1 —f)”"MF,(i)@‘“/”]"/("_D (23)
1 €/(e-1)

Mma):( /0 MHz(j,i%g‘”/fdj) : (24)

where L,(i) and M, (i) are quantities of labor and a composite input used by firm i. The composite
input is a nested CES composite of inputs sourced from home and abroad: Mpy,(j,i) is the quantity
of inputs from Home firm j purchased by firm i, My,(i) is the composite home input used by
firm i, and Mp(i) is the quantity of a foreign composite input purchased by firm i. Similar to
consumption, € > 1 controls substitution among domestic varieties, while i controls substitution
across country sources for inputs. The parameter & € (0,1) controls relative demand for home
inputs, conditional on prices.

Producers set the prices of their goods under monopolistic competition, and they select the

input mix to satisfy the implied demand. These two problems can be analyzed separately.
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Pricing Each Home firm sets its price in domestic currency, which applies to both output sold
domestically and exports. It chooses a sequence for Pg;(i) to maximize the present discounted
value of profits, inclusive of quadratic adjustment costs incurred when it changes prices, as in
Rotemberg (1982a,b). Letting M C;(i) be the firm’s marginal cost of production (defined below),

the present value of profits is:

= o o b PV
B | PO =M~ 1) .

where the last term records the quadratic price adjustment costs. In this adjustment cost term, ¢

is a parameter that controls the degree of price rigidity, Y; = fol Y;(i)di is total home output, and

1/(1-e)
Py, = ( /01 P ()-8 Edi) is the price of the CES bundle of home output.
Input Demand Firm i in sector s chooses {L;(i), M;(i), My;(i), Mp;(i), My;(j,i)} to minimize the
cost of producing output ¥;(7). Firms pay iceberg trade costs 7y, on inputs they import from abroad,
so variable production costs are W;L;(i) + Py M;(i), with Py M(i) = Py My (i) + Tag: Pre M (i)

. 1 . g - _ 1/a-n) i

and Pr; My, (i) = fo Pr(j)Mu,(j,i)dj. Here Py, = fP;{tn +(1-¢) (TMtPFt)1 7 is the price
of the composite input.

2.1.3 Closing the Model

Demand for exports of individual domestic varieties X;(i) has a CES structure:

X,(i>=(”§’(’)) X,, (25)
Ht

ith X, Pry _nc* (26)
W t— Sth,[ to

where S; is the nominal exchange rate (units of domestic currency to buy 1 unit of foreign cur-
rency), P, is the foreign price index in foreign currency, and C; is foreign consumption.

The market clearing conditions for output of each variety and the labor market are:

. 2
Pr(i) _1) Y, 27)

PH,z—l(i)

1
0

1
) =)+ [ Mty + X0+ 5
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Due to trade in the stage-contingent asset, the usual international risk sharing condition applies:

(2)_p(S’Pa) = (29)
C;k PC[ ’

where E is a constant, which depends on initial conditions.'®

Finally, we specify an inflation-targeting monetary policy rule to close the model:

P w
1+it:(l+io)( < ) : (30)
Pcy

where i is the steady state (date 0) interest rate.

2.1.4 Equilibrium

We define an equilibrium for the small open economy taking foreign variables as given, includ-
ing the price of foreign goods in domestic currency.!” Focusing on a symmetric equilibrium in
which all domestic producers are identical, we drop the firm/variety index. Given exogenous
variables {Pr;,C;,P;,Z;,Tc:,Tu: }, an equilibrium (up to a normalization) is a collection of prices
{W., Pus, Pce, Py, MGy, Sy,i: } and quantities {Cy, Cyy, Cry, Ly, X1, Y, My, Mgy, M } that solve the con-
sumer’s utility maximization problem, the producer’s pricing and input demand problems (maxi-
mize profits), and clear the markets for goods, labor, and assets. Further, interest rates are set based

on the monetary policy rule. See Appendix B for the full set of equilibrium conditions.

2.1.5 Equilibrium with Domestic Sourcing Shares as Sufficient Statistics

We redefine variables to highlight the role of trade openness in driving the results. Let Ag = P I’,’C’tcc’j’
and AAH/II = I;f’[‘;—fv]{;’t’ be the shares of final and input expenditure that falls on home produced goods,

which we refer to as “domestic sourcing shares.” Using first order conditions describing demand

16Introducing additional notation, = = ng 2 where Ej is the date zero exchange rate, and 6y and 66 are date zero

Lagrange multipliers on lifetime budget congtraints of home and foreign agents.

7Ordinarily, the domestic price of foreign goods (Pr;) would be an equilibrium object in a small open economy
model, and its behavior would depend on pricing assumptions. We treat it as exogenous here for brevity, since it
will not be needed to define the equilibrium in terms of sourcing shares below. We discuss the redundancy of dollar
currency import prices again when we model foreign price setting in Section 3.2 and Appendix F.
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for final goods and inputs, the relative price of home goods is then given by:

o\ /(=)
@ = ﬁ (31)
PCt v

m o\ /(=)
@ = ﬁ (32)
Py '3

These equations imply that the domestic sourcing shares, together with the trade elasticity (7),
are sufficient to infer the price of home goods relative to the final goods and input bundles, as in
Arkolakis, Costinot and Rodriguez-Clare (2012).

Using this result, we replace these relative prices throughout the equilibrium system, and we
redefine the equilibrium for given values of the domestic sourcing shares. Using this method
to reduce down the model, the log-linearized equilibrium conditions are presented in Table 1,
where all variables are expressed as log deviations from steady state (i.e., X; = In(X;) — In(Xp) for
variable X and the subscript O indexes an initial steady state). In the table, rmc; = mc; — Py, is
real marginal costs and rw, = W, — py; is the real wage. Further, 7 = In(1+i,) — In(1 + o) ~ i; — io,
and §; = 8; + P, — Pc: 18 the consumption real exchange rate. Finally, inflation rates are given by:
TTHt = PHr — PHy—1 and e = Pt — Peg-1-

We will analyze the dynamic equilibrium taking the path of domestic sourcing shares as given.

C
Ht’

for prices {y, é;, ¢, Ty, T Wi, mcy, 7y} and quantities {¢;, 91,1, X1, Gy, iy, } that satisfies the equilib-

Given domestic sourcing shares {1 /i%} and exogenous shocks {Z;,¢/}, an equilibrium is a path
rium conditions in Table 1.

This equilibrium definition highlights the value of the sufficient statistics approach in the
model. In this equilibrium, we need not directly track trade costs, or the price of foreign goods,
over time. As a result, this method sidesteps a host of difficult data and theoretical issues. On the
data side, we avoid needing to directly measure trade costs or foreign prices. Further, we need not
make theoretical assumptions about currency invoicing or pass-through of foreign cost shocks into
import prices. Instead, we lean on the model result that the domestic sourcing share — agents’ re-
sponses to implicit price changes — tells us everything we need to know about relative international

prices to study domestic equilibrium outcomes.'®

18T elaborate further, for historical simulations that take the path of past domestic sources shares as given by data,
our approach is identical to the following alternative approach. One could specify an explicit model of import prices
(e.g., producer currency pricing for imports, or dollar invoicing of imports). This would link the domestic currency
price of imports to foreign marginal costs (in foreign currency) and trade costs. Conditional on foreign marginal costs
and the elasticity of substitution between imports and domestic goods, one could then pick the value of trade costs to
exactly match the observed share of imports in expenditure over time. Simulating the model with this imputed trade
cost series exactly replicates simulation of the model taking the domestic source share as given, as in Table 1. Further,
one would obtain identical outcomes for inflation and other macro variables, regardless of the currency invoicing of
imports. The currency invoicing of imports would only change the imputed trade cost series needed to match observed
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Table 1: Log-Linearization of the Baseline Model

Consumption-Leisure I = 56 + (2r’v\v, T I)AC
Consumption Allocation ¢, = '7 G +é
Euler Equation ¢ = Etcm -5 (f, —Emcst)
it = Fmc; + J; —rw;
Input Choices iy = FE; + Py — . /1%
my; = =1 /1 Hi + 1,
Real Marginal Cost rmc; = (1 —a)rw, + = l/l% 2

—1\ __
Domestic Price Inflation 7y, = (E p ) rmcy + BE; (Mg+1)

. _ 1_(5c _5cC
Consumer Price Index e = T + 5oy (/l = Ay, 1)

n _ (Cro\ & Myo \ ~ Xo\ ¢
Ve = (_yo )cHt+(_yO )mHt"'(yO)Xt

Market Clearing A
& _ _1n_j5C
Xt = nTl/lHt +n4q; + Cl*
& =8 +44
Monetary Policy Rule fr = wncy

Before pushing on to implement this approach, we pause to note one potential shortcoming
of it. Specifically, it is best suited to studying the inflationary impacts of “external shocks” on
inflation, such as changes in foreign prices (Pr;) or trade costs (7¢y, Tpr), because these shocks
influence inflation only through domestic sourcing shares. It is less well suited to analyze the
inflationary impact of “domestic shocks” — e.g., a change in domestic productivity — that impact
inflation directly (i.e., conditional on domestic sourcing shares) as well as indirectly, through their
impact on domestic sourcing shares. To simulate the effects of this kind of shock, one would
need to directly model domestic sourcing shares, which in turn requires assumptions about import
pricing.

Given our focus on understanding the effects of rising trade integration on inflation, the suffi-
cient statistics approach has benefits that outweigh this cost. First, it simplifies algebraic analysis
of the model, which we exploit below. Second, in our empirical context, changes in foreign prices
(e.g., Chinese productivity growth) and/or trade frictions (e.g., falling tariffs, increases in logistics
efficiency, etc.) are likely the first order determinants of declines in domestic sourcing over time.

Further, to the extent that domestic shocks have indirect effects via trade, these are included in our

domestic sourcing shares. For prospective analysis of the future impacts of changes in current trade costs, currency
invoicing matters in that it determines the mapping from policy changes to domestic sourcing shares.
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Figure 4: Shocks and Simulation of Inflation in the Baseline Model
(a) Changes in Domestic Sourcing (b) Simulated Inflation
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overall tally of the impact of changing trade on inflation under the sufficient statistics approach.

Thus, we proceed to implementation.

2.2 Simulated Impact of Trade on Inflation

We apply the model to simulate consumer inflation given the observed evolution of domestic sourc-

ing shares (15, and ¥

1997, and that each time period corresponds to one quarter, we calibrate the model using standard

) from 1997-2018. Assuming that the economy is in steady state prior to

external parameter values and the BEA data introduced in Section 1 (see Appendix B.2 for details).

We introduce globalization as an MIT-style shock: starting from steady state, agents learn the
sequence of shocks, and we solve for the dynamic equilibrium under perfect foresight.'” Figure 4a
plots the evolution of the domestic sourcing shares. Domestic sourcing falls for both final goods
and inputs, with changes that are phased in over time. Moreover, medium term dynamics feature
prominently: the input sourcing share follows a u-shaped pattern, and there are sharp adjustments
in both sourcing shares around the Great Recession in 2008-2011.

Given these shocks, we plot simulated consumer price inflation (rr¢;) in Figure 4b. The solid
line records inflation when domestic sourcing for both final goods and inputs changes in the model,
while the dashed lines record simulated inflation for each shock separately (i.e., fed into the model
one at a time). With both shocks active, inflation doesn’t change much at the outset (1997-2000),
but then rises by about 75 basis points after the year 2000. It remains positive for the remainder
of the 2000-2010 interval, and only falls below zero for a sustained period after 2010. Adding

19 As a terminal condition for the shocks, we assume that agents expect the level of domestic sourcing that prevails
in 2018 to persist into perpetuity thereafter. Altering this assumption impacts the last few years of the simulation
(changes are modest in size), but has deminimus effects on outcomes in early periods.
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up these changes over time, the price level rises by about 17% between 1997 and 2010. It then
falls thereafter, but the post-2010 deflation doesn’t make up for the pre-2010 inflation — the price
level stabilizes at a level about 8% higher than its 1997 level as a result of the changes in domestic
sourcing. Thus, changes in trade led to net inflation over this time period, averaging 40 basis points
per year.

The path of inflation reflects the impact of changes in final goods and input sourcing. Both
contribute to high inflation in the early 2000’s, though the role of inputs is far larger. Further, the
post-2010 deflation is driven primarily by the dynamics of input sourcing. Referring to the shocks,
domestic sourcing is declining during the 2000-2010 period, coincident with positive inflation
in the model. In contrast, as domestic sourcing for inputs rises after 2010, inflation is negative.
Thus, this simulation suggests that inflation comoves negatively with domestic sourcing: periods
of increased globalization are associated with inflation, while retrenchment leads to deflation.

These results may be puzzling on the surface, in that they contradict the conventional wisdom
about the impact of trade integration on inflation. Having established this trade and inflation puzzle,
we turn back to the model to present theoretical analysis that illuminates the role of trade dynamics

in driving inflation.

2.3 The Three Equation Model

To provide intuition regarding the impact of trade on inflation, we distill the equilibrium system in

Table 1 into a three equation model, with a Phillips curve, IS curve, and monetary policy rule.

2.3.1 Phillips Curve

We start by deriving a Phillips curve for consumer prices, linking aggregate inflation to a suitably
defined output gap. As a first step, we derive the Phillips curve for domestic output prices.

In Appendix B.3, we show that real marginal costs depend on the gap between real wages in
the actual and flexible price equilibria: 7mc, = (1 — ) [Fw, — W} |, where superscript n defines
the value of a variable under flexible prices. The real wage gap can then be linked to the output,
through goods and labor market clearing: rw, —rw; = y [ Ve — ﬁ;’], where J7' is the log deviation of
gross output in a flexible price equilibrium from its initial steady state value, and y > O is function
of fundamental parameters and steady state expenditure shares.?"

Inserting these results into the equation for domestic price inflation gives us the relationship

between domestic price inflation and the output gap, which we refer to as the domestic price

20While we write the output gap in terms of gross output here, we show the model can be rewritten in terms of the
output gap for real value added in Appendix B.3.
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Phillips curve:
_ ((6— D -a)x
THt = 4

with W > 0, so domestic price inflation is increasing in the domestic output gap.

) [9:= 97| + BE (mr141), (33)

An important point to note here that changes in domestic sourcing have no direct impact on
domestic price inflation, conditional on the output gap. This result may seem counterintuitive,
because increased offshoring lowers domestic production costs. To elaborate, note that domestic
price inflation is given by 7y, = (%) rmc; + BE, (my41), with rme; = (1 — a)rw, + n“j/i% - %
Since a decline in domestic sourcing of inputs (21/‘;’[ < 0) lowers real marginal costs, it appears
(at first glance) that it would lower domestic price inflation. This logic is misleading, however,
because the real wage (7w,) is endogenously linked to /i%. Equation 33 accounts for changes in
the real wage through the output gap. Further, by focusing attention on the gap between the actual
and flexible price equilibria, this analytical approach nets out changes in domestic sourcing that
influence both the actual and flexible price equilibria symmetrically.

Combining Equation 33 with the consumer price index, the consumer price Phillips curve is:

_ ((6—1)(1—0))(
Tce =

m-1

1 . .
3 ) [9: = 9] + BEmcrn + —— [AAY, - BEAAS, ], (34)

where A/ifl = /ifh - /ilg .1 =Aln /12 . 1s the log change in domestic sourcing across adjacent periods.

In contrast to domestic price inflation, changes in domestic sourcing for final goods directly
impact consumer price inflation. Given expected future changes in domestic final goods sourcing
(EtA/Alf] ++1) and inflation (7¢/+1), and the current output gap (; — J7'), a reduction in domestic sourc-
ing today (A/ifh<0) lowers consumer price inflation. This is intuitive, as a reduction in domestic
sourcing is associated with a terms of trade improvement, which directly lowers overall consumer
price inflation. In contrast, an anticipated reduction in domestic sourcing tomorrow (E,A/if[ 41 <0)
raises consumer price inflation today, all else equal. 2Given 71, lower domestic sourcing at date
t + 1 implies that future domestic price inflation (rg,+1) must be higher, which is associated with
higher domestic price inflation today, via Equation 33. These results emphasize that the dynamics
of domestic sourcing are important for understanding inflation, and we will return to this point

below.
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2.3.2 IS Curve

The output gap reflects the structure of the Euler equation, as is standard. Referring again to

Appendix B.3 for detailed derivation, the IS curve can be written as:

1

ap 1+ Ee [ =50 ], (35)

[)A’t—yﬂ =-

where 7; = 7 — E;mci41 is the real interest rate, 77" = 7' — Enlt. =7 L_E,AA€ s the real

Ct+1 t T -1 Hr+1
interest rate in the flexible price equilibrium (the natural real interest rate), and 6>0 depends on
primitive parameters and steady state expenditure shares. To complete the characterization of
the IS curve, we solve for the real interest rate in the flexible price equilibrium as a function of
exogenous variables:

F'= Qe EAC, |+ Q7E Ny + QuE A, + QcEA,, (36)

t+1

where Qc- >0, Q7 >0, Q) <0, and Q¢ < 0 are functions of parameters and steady state values,
defined in Appendix B.3.

The natural real interest rate depends on expected future changes in domestic sourcing for both
final goods and inputs. It is higher when domestic sourcing is expected to decline in the future,
equivalently when the terms of trade are expected to improve. There are two distinct channels
at work. First, domestic sourcing of final goods directly matters for the path of consumption.
An expected terms of trade improvement for consumer goods means that consumers have higher
real income in the future, holding their nominal income constant. This leads them to attempt to
pull consumption forward, which drives up the flexible price equilibrium interest rate (7/") today.
Second, domestic sourcing of inputs matters for consumer income via its impacts on the production
side of the economy: an improvement in the terms of trade for sourcing inputs has similar effects to
an increase in productivity. By lowering future production costs, an expected decline in domestic
sourcing of inputs leads to higher future output and income. This increase in future income further
leads consumers to attempt to pull consumption forward in time, leading the natural rate to rise.
As we shall see below, both these mechanisms are crucial for interpreting the impact of domestic

sourcing dynamics on inflation.

2.3.3 Aggregate Demand/Supply Interpretation

Collecting the results above, we can define a three equation model that determines the output gap
(3: —9}), consumer price inflation (7¢;), and the interest rate (7;). The equilibrium system is given
by Equation 34, Equation 35 with the solution for the real natural interest rate (Equation 36) and

the definition of the real interest rate (7, = 7, — E;nci+1), and the monetary policy rule 7; = wney.
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Combining the monetary policy rule with the IS curve, one can define a downward sloping
“aggregate demand” (AD) schedule in {nc,, V — )7;1}, with 7¢; on the y-axis and §; — ;' on the x-
axis, where higher inflation today is associated with lower values of the output gap, since the central
bank raises interest rates in response. The Phillips curve is then upward sloping, where a higher
value of the output gap today raises current inflation (all else equal). Echoing standard textbooks,
this Phillips curve can be thought of as an “aggregate supply” (AS) relation. We emphasize the
intuition based on this AD/AS version of the model in describing analytical results below.

2.4 Shocks and Inflation in the Three Equation Model

In this section, we use the three equation representation of the model to interpret the inflation
results in Section 2.2. As a tool, we present a sequence of propositions that formally characterize
the response of inflation to alternative stylized shocks. These propositions highlight that trade
dynamics drive inflation: trade integration raises inflation when it is anticipated and permanent.
Alternative (unanticipated and/or temporary) shock dynamics may lower inflation, though they are

not a realistic description of the past several decades. We expound on these statements below.

24.1 Interpreting Simulated Inflation

The following proposition describes the response of current inflation to anticipated, permanent

changes in domestic sourcing of final and intermediate goods.

Proposition 1. Consider (i) an anticipated, permanent decline in the domestic sourcing share for

final goods, such that A/ifh =0, A/Algmrl <0, and A/Algﬁk =0 for k > 1, or (ii) an anticipated,
M

. . . . . ‘M _ ES
permanent decline in the domestic sourcing share for inputs, such that Ady, =0, Ady,

A/ilﬁi/lﬁk =0 for k > 1. For shock sequences (i) or (ii), inflation is positive at date t: ¢y > 0.

<0, and

Proof. See Appendix C.1. O

The intuition behind Proposition 1 is quite simple. An anticipated shock to final goods sourcing
— case (i) in the proposition — has two effects. First, the AD schedule shifts up, due to the rise in
the real natural rate in response to the anticipated decline in domestic sourcing. Second, the AS
schedule also shifts up, due to the expected decline in domestic sourcing of final goods. Both
of these shocks drive inflation up. For case (ii), an anticipated decline in domestic sourcing of
inputs also shifts the AD schedule up, but it leaves the AS schedule unchanged, because changes
in domestic sourcing of inputs only affect inflation through the output gap.>! Thus, anticipated

declines in domestic input sourcing also raise inflation.

21 The direct effect of ﬁ,’fl”[ on real marginal cost (7mc;,) is subsumed in the output gap, as the direct effect of input
sourcing on marginal costs is the same in the flexible and rigid price equilibria. See the discussion above following

Equation 33 and corresponding derivations in Appendix B.3.
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The shocks described in Proposition 1 are a stylized depiction of the shocks plotted in Figure 4a,
abstracting from medium term dynamics. As of the mid-1990’s, it was widely understood that the
world was on a path toward increased globalization, and this reality materialized over the ensuing
long decade. Consistent with the proposition, simulated inflation in Figure 4b is persistently above
zero as trade increases between 1997 and 2009. This is the basic story of inflationary globalization
in the model.

In addition to this broad perspective, inflation also responds to the medium term dynamics of
the sourcing shares.”> These dynamics are most pronounced for the input sourcing share, where
domestic input sourcing falls rapidly in the first half of the period and then reverts back toward
its initial level, though it remains lower in the long run than it started. This initial rapid decline
accentuates the rise in overall inflation in early years. Further, as the shock reverts, the logic inverts:
the phased rise in domestic input sourcing (“reshoring”) after 2010 actually drives inflation down
(below zero) in the model.

These results testify to the importance of trade dynamics in explaining inflation outcomes.
Staying with this theme, we now discuss the conventional wisdom regarding the impact of rising

trade on inflation, and how our argument differs from it.

2.4.2 Parsing Conventional Wisdom

Some changes in domestic sourcing do have deflationary impacts. We now consider both transitory

and permanent declines in domestic sourcing that are unanticipated.

Proposition 2. Consider (i) an unanticipated, permanent decline in the domestic sourcing share
for final goods, such that A/ifh <0, and A/ifl ok = 0for k =1, or (ii) an unanticipated, transitory
decline in the domestic sourcing share for final goods, such that A/ifh <0, AE = —A/igt and

Ht+1 —
A/iIC{ o = 0for k = 2. For shock sequences (i) or (ii), inflation is negative at date t: ¢, < 0.

Proof. See Appendix C.2. O

This proposition indicates that immediate declines in domestic final goods sourcing — whether
temporary or permanent — lower inflation today. Our view is that the conventional wisdom that
increasing trade lowers inflation is largely based on thinking through the impacts of these types
of shocks. Both in the permanent and transitory cases, the AS curve — equivalently, the Phillips

curve — shifts down on impact, directly lowering inflation. Moreover, the shift is more pronounced

22There are significant short term effects of changes in domestic sourcing surrounding the Great Trade Collapse in
2008-2010. Anticipation of the collapse (though somewhat implausible), accounts for the decline in inflation in the
mid-2000s. More plausibly, anticipated recovery from the trade collapse drives inflation up during Great Recession.

26



for a temporary shock than a permanent shock.?? This shift in the Phillips curve captures standard
terms-of-trade intuition: a decline in the relative price of imports — i.e., an improvement in Home’s
terms of trade — reduces consumer price inflation, holding the domestic output gap fixed. This
intuition features prominently in central bank policy discussions of the impact of globalization
on inflation, where policymakers refer to increases in effective aggregate supply and/or shifting
Phillips Curves to explain falling inflation [e.g., Yellen (2006); Bean (2007); Carney (2017)].

While this AS argument is sensible, we note that it omits consideration of the demand side.
In the case of an unanticipated, permanent decline in /i[gt — case (1) — there is no shift in the
AD schedule, since the natural rate of interest depends on anticipated future changes in domestic
sourcing. In case (ii), a transitory decline in iIC-It actually shifts the AD schedule down, as this
time path for domestic sourcing lowers the neutral rate of interest. This reinforces the deflationary
impact of the downward shift in the AS schedule.

Nonetheless, we recall that the shock dynamics covered in Proposition 2 are not particularly
plausible. Case (i1) presumes that agents perceive globalization to be temporary ex ante, which
is inconsistent with contemporary analyses and policy discussions in the mid-1990’s and early
2000’s, and it is evidently counterfactual ex post. Case (i) misses the role of phase-in dynamics
in trade adjustment, which are an important feature of the historical experience — the economy did
not just jump from the closed to the open equilibrium.

Conventional models and analyses also omit any role for changes in input sourcing, which are

quantitatively important in US data. We next consider unanticipated changes in input sourcing.

Proposition 3. (i) Consider an unanticipated, permanent decline in the domestic sourcing share

M M
Jfor inputs, such that Ay, <0, and Adg .

at date t: ncy = 0. for k > 0. (ii) Consider an unanticipated, transitory decline in the domestic

=0 for k > 1. For this shock sequence, inflation is zero

sourcing share for inputs, such that A/lM <0, A/l% = A/IZII, and A/l% . = 0for k > 2. For this
shock sequence, inflation is negative at date t: ¢y <O.
Proof. See Appendix C.3. O

In case (i) of the proposition, there is no shift in either the AS curve or the AD curve. Thus, the
shock has no impact on inflation. This result strikes us as likely to surprise readers steeped in the
literature, who might expect an increase in offshoring to necessarily lower inflation. In case (ii), the
temporary decline in domestic sourcing for inputs has no direct impact on the Phillips Curve (AS

curve). Instead, it works through aggregate demand, where the AD curve shifts down, because

23Examining Equation 34, the shocks enter via the term (n 5 [AXS, - BE,AA For a temporary shock, both

Ht+1]

the decline in domestic sourcing today (A/l < 0) and its subsequent rebound (AAS = > 0) reduce inflation today.

Hi+l
A temporary shock also leads the AD curve to shift down, since AAS . > 0 lowers the real natural rate and reduces

aggregate demand, thus further lowering inflation in period ¢.

Ht+1
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trade induces a decline in inflation in this scenario — consistent with conventional wisdom — the

expected mean reversion in the shock (AA > 0) lowers the real natural rate. While rising
mechanism is implausible: inflation falls because the transitory shock induces a recession (negative
output gap) in period . While much policy discussion emphasizes the possible deflationary impact
of globalization, we know of no prominent discussion that emphasizes its recessionary impacts to
explain the decline in inflation.

To conclude, this discussion re-emphasizes two of our main points. Trade dynamics drive
inflation, largely through their impact on aggregate demand, and this point is overlooked in prior
work on globalization and inflation. Furthermore, how trade dynamics matter depends on whether

trade in final goods or inputs is changing.

2.4.3 The Monetary Policy Rule

So far, we have studied the effects of trade integration under pure (consumer price) inflation target-
ing. In this section, we extend the analysis to consider alternative policy rules. First, we present two
propositions that extend Proposition 1 to allow for Taylor-type monetary policy rules, in which the
central bank targets either consumer price inflation or domestic price inflation. Second, we identify
a monetary policy rule that would eliminate the inflationary impact of an anticipated increase in
trade integration and assess its plausibility.

Drawing on the domestic monetary policy literature, the first policy rule posits that the central

bank responds to both consumer price inflation and the output gap, as in:
i = wre+y(r =9, (37

where y > 0 is the sensitivity of the interest rate to the output gap.>* The following proposition

extends Proposition 1 to this case.

Proposition 4. Consider (i) an anticipated, permanent decline in the domestic sourcing share for

final goods, such that AIE = 0, AE < 0, and AE =0 for k > 1, or (ii) an anticipated,

C —_—
Ht Hr+1 Ht+k

permanent decline in the domestic sourcing share for inputs such that Aﬁ% =0, A/iglt +1 <0, and
A/i% & = 0 for k> 1. For shock sequences (i) or (ii), and the monetary policy rule described in

Equation 37, inflation is positive at date t: ncy > 0.
Proof. See Appendix C.4. O

Intuitively, adopting a Taylor rule just changes the slope of the AD schedule relative to our

baseline case; when the interest rate is more sensitive to the output gap, the aggregate demand

24See Clarida, Gali and Gertler (1999) or Gali (2015) for discussion of simple policy rules of this type.
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schedule is steeper. Therefore, an anticipated reduction in home sourcing of final or intermediate
goods will have qualitatively the same effects as in the baseline case.

The second policy rule replaces consumer price inflation (7¢;) with domestic producer price
inflation (7g,):

Fr = wrg + Y3 = 97). (38)

This second rule follows the international monetary policy literature, in which targeting domestic
inflation is consistent with optimal fluctuations in the terms of trade in some benchmark models.>

We provide a final proposition that covers this rule.

Proposition 5. Consider (i) an anticipated, permanent decline in the domestic sourcing share for

C _ 5C 5C
final goods, such that Ay, =0, A, | <0, and ALy, =

permanent decline in the domesnc sourcing share for inputs, such that A/lM 0, A <0, and

Hi+1
A/l% +x =0 for k> 1. For shock sequences (i) or (ii), and the monetary policy rule described in

Equation 38, inflation is positive at date t: wc; > 0.

=0 for k > 1, or (ii) an anticipated,

Proof. See Appendix C.5. O

To understand this result, note that 7i¢c; = 7a; + ;- )A/lc For anticipated shocks, AAS =0, so
g = mcy in the initial period, prior to realization of the change in domestic sourcing. Therefore,
the two alternative policy rules in Equations 37 and 38 coincide at date ¢. In turn, the same AD/AS
intuition from Proposition 1 applies.?®

The final question we consider is: what type of monetary policy rule might sterilize the effect
of anticipated domestic sourcing shocks on inflation? It is easy to show that the central bank could
mute the inflationary effect of trade integration by following a rule that allows for a time-varying
natural rate of interest, as in:

Fr =P+ wmney. (39)

This type of policy rule is sometimes referred to as a “stochastic intercept rule.” In contrast to
the prior rules we have discussed, this rule has a forward looking dimension, because the natural
rate responds to expected future variables. The following proposition describes the impact of

anticipated changes in domestic sourcing on inflation at date ¢ with this policy rule.

Proposition 6. (i) Consider an anticipated, permanent decline in the domestic sourcing share for

C _ 2C 5C
final goods, such that Ady, =0, Ady, <0, and Ady, =

and the monetary policy rule described in Equation 39, inflation at date t is positive: nc; > 0. (ii)

=0 for k > 1. For this shock sequence,

25See discussion in Corsetti, Dedola and Leduc (2011) and Gali (2015).
26For an anticipated change in the domestic sourcing of inputs, then A/ifl = 0 as well, so mys+1 = mcr+1. Thus,
the equilibrium response is identical in all periods. In contrast, for an anticipated change in domestic sourcing of final

goods, then AAE H141 7 0. We solve for the full dynamics in this case in order to prove the proposition.
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Consider an anticipated, permanent decline in the domestic sourcing share for inputs, such that
A/i%t =0, A/i%ﬂ <0, and Aigﬁk =0for k > 1. For this shock sequence, and the monetary policy

rule described in Equation 39, inflation date t is zero: nc; = 0.
Proof. See Appendix C.6 O

By targeting the natural rate, the policy rule in Equation 39 fully offsets the aggregate demand
effects of anticipated changes in sourcing. In case (ii), this implies that there is no inflation as a
result of an anticipated change input sourcing, because anticipated changes in input sourcing work
only through aggregate demand. For case (i), the anticipated decline in final goods sourcing still
raises inflation, because the AS schedule shifts up, as it did in Proposition 1 as well. Because
policy neutralizes the AD effects of the shock, the magnitude of the increase in inflation would be
diminished.

While analysis of this final policy rule serves to emphasize and clarify the role of trade dynam-
ics in driving inflation, we do not view it as particularly realistic. First, practical rules for policy
typically feature weaker dependence of policy on neutral rates than implied by Equation 39.?” In
addition, rules that target the time-varying neutral interest rate are often thought to be impractical,
due to informational barriers that prevent the central bank from observing the neutral rate in real
time. Lastly, as a historical matter, we know of no policymaker who argued that interest rates
needed to be raised more aggressively than called for by current inflation due to globalization,

which suggests that Equation 39 is not a good description of the policy rule used in practice.

3 Extensions to the Baseline Model: Financial Inflow Shocks

and Import Competition

We now consider two substantive extensions to the baseline model.”® The first extension is to
introduce financial inflow shocks that allow the model to match the path of the US trade deficit
over time. The second extension is to introduce variable markups and dollar currency pricing in
the model, allowing for import competition to influence prices. For clarity sake, we examine these

modifications one at a time.

2For example, the Federal Reserve itself refers to monetary policy rules that include “long run” neutral interest
rates, which are time varying only at low frequencies. Further, it notes that practical considerations often argue for
inertial or first difference rules, in which current rates are set based (in part) on lagged values of the policy rate. Both
these considerations would imply policy rules that do not fully mute the impacts of anticipated shocks of medium
duration, as observed in the data. See https://www.federalreserve.gov/monetarypolicy/policy-rules-a
nd-how-policymakers-use-them.htm.

28We consider a third extension to the baseline model in Appendix D, where we introduce physical capital into the
model, in line with medium-scale New Keynesian models commonly used for monetary policy analysis. The punchline
is that the evolution of inflation in the baseline model is robust to introducing physical capital.
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Figure 5: Trade Deficit (% GDP)
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Note: The line labeled US Data is the ratio of the quarterly US trade balance (from the BEA) to gross output. We measure quarterly gross output by
dividing quarterly GDP data from the BEA by the ratio of value added to gross output (measured at an annual frequency) in BEA input-output data.

3.1 Financial Inflow Shocks and Trade Imbalances

In addition to trade integration, globalization was also associated with increased financial integra-
tion and a US current account (trade) deficit. In the baseline model, we assumed that international
financial markets were complete, so current account imbalances were determined by consumption
risk sharing. Further, we omitted shocks — to exogenous foreign variables or financial integration
itself — that target the actual path of trade and current account deficits over time. As a result, the
trade deficit in the baseline model differs from data.

We plot the trade deficit in the baseline model (with shocks to domestic sourcing) and official
US quarterly data in Figure 5, both expressed as a share of gross output. While the baseline model
generates a widening of the US trade deficit through the mid-2000s, it under predicts the deficit
during this “global savings glut” period. Further, the model yields large swings in the deficit around
the Great Recession, and fails to pick up on the sustained improvement in the trade deficit during
the 2010-2015 interval.

Given these discrepancies, one naturally wonders whether deviations from perfect risk sharing,
or foreign shocks that influence international financial flows, which are needed to match the actual
evolution of US trade imbalances, are important for our inflation results? Specifically, we empha-
sized that trade integration drives up the real natural rate of interest in the three equation model,
which stokes inflation. A common view is that the global savings glut drove down real interest
rates during this period, so one might think this would lower inflation as a result. To investigate
this mechanism, we develop an extension to baseline model that allows us to study the role of the

trade balance in driving inflation.
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To incorporate financial inflow shocks in the model, we drop the complete markets assump-
tion, and replace it with a simple alternative framework that takes the path of the trade deficit as
given. Using notation from previous sections, the trade deficit in the model is TD; = Pp;7c:Crys +
PrityME; — Py X;. Now define TDY, = % to be the ratio of the trade deficit to nominal gross
output. Taking the ratio of the trade balance to gross output (7'DY;) as given, we can then replace
the risk-sharing condition in the original model with this statement of the (exogenous) trade bal-
ance. With slight abuse of language, we refer to 7 DY; as a “financial inflow shock™ in discussion
that follows.

This approach gives us an additional degree of freedom to match the evolution of the US trade
deficit. Further, the presence of this shock in the model may also have an independent impact on
inflation. To analyze these effects, we turn to the three equation model, augmented to include the

financial inflow shock.

3.1.1 Financial Inflow Shocks in the Three Equation Model

In Appendix E, we provide a full treatment of the three equation model with financial inflow
shocks. We show first that these shocks do not enter the Phillips curve directly. We then re-derive
the IS curve, where financial inflow shocks play an important role. Superficially, the IS curve is
still given by Equation 35. However, under the hood, financial inflow shocks influence the real
natural rate of interest, which is given by:

= =TuE (A, ) - TeE, (MG, ) + TroE: (Afdy, ) (40)

where Ty, > 0, Tc > 0 if and only if p > 1, and Yrp > 0.2

In Equation 40, note that the dynamics of the trade deficit across periods determine the natural
interest rate, not the level of the trade deficit itself. If the trade deficit is expected to widen from
t to t + 1, such that At;l}t +1 > 0, then the natural rate of interest rises. The reason is that an ex-
pected increase in the trade deficit is associated with higher future consumption relative to present
consumption, and this demands a higher interest rate via the Euler equation.

The dependence of the natural rate on changes in capital inflows, rather than their level, runs
counter to the intuition we discussed above about how one might think that the global savings glut
and resulting US trade deficit should lower the real interest rate. It is the case that a one-time posi-
tive shock to capital inflows lowers the natural interest rate. In this case, tzl}, > (0 and E,t;l}t +1=0,
so that E,At’a—’}t +1 <0. This temporary capital inflow shock would lead domestic agents to consume
more in period #, which lowers the natural rate of interest (via the Euler equation) and ultimately

inflation. However, this is not the kind of shock that is relevant in the early 2000’s.

2To simplify this expression, we set changes in foreign consumption and productivity to zero.
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Figure 6: Simulation of Inflation in the Model with Financial Inflow Shocks
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Referring back to Figure 5, the early 2000’s saw sustained increases in the trade deficit year
over year. Thus, their effects do not conform to this one-off shock intuition. The phased widening
of the deficit led to a sequence of years in which At;l\y, +1 > 0. Thus, anticipation of widening
deficits over this period exerted upward pressure on the natural interest rate, rather than downward
pressure. Again, this stokes inflation. In contrast, closure of the deficit from the mid-2000s onward
exerts downward pressure on the natural rate of interest and thus inflation. We will see these

dynamics borne out in simulations that incorporate this shock.

3.1.2 Inflation Dynamics with Financial Inflow Shocks

Following the same procedure for simulating the model as in previous sections, we plot the evolu-
tion of inflation given the path of observed trade deficits (t’d\yt) in Figure 6a, with domestic sourcing
shocks set to zero. Consistent with the narrative above, the widening of the US trade deficit actually
serves to push up inflation in early years, and then the anticipated closure of it yields disinflation
in the middle years. Note also the magnitudes in this figure: the capital inflow shocks alone yield
modest inflation/deflation, less pronounced than the impact of the domestic sourcing shocks.

In Figure 6b, we plot simulated inflation with all three shocks active (the capital inflow shock
plus the two domestic sourcing shocks) in this model. For comparison, we also plot inflation from
simulation of the baseline model. Consistent with the muted impacts of the capital inflow shocks,
the qualitative and quantitative results we obtained in the baseline continue to hold in this extended
model. Therefore, we conclude that inflation dynamics do not seem to have been impacted much
by current account dynamics during this time frame, above and beyond the impact of changes

in domestic sourcing. Further, since this model drops the complete markets assumption, we also
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conclude that financial market structure does not play a significant role in our results.

3.2 Import Competition with Variable Markups

Thus far, we have considered models with CES preferences and production functions. While these
models allow for variable markups due to price adjustment frictions, they do not allow optimal
(flexible price) markups to vary with import competition. This omits any potential role for im-
port competition in lowering markups, and thus influencing inflation, as emphasized by Bernanke
(2007) for example. To incorporate pro-competitive effects of trade, we extend the model to in-
corporate Kimball (1995) aggregators for final goods and inputs and dominant (dollar) currency
pricing of imports, as in Gopinath et al. (2020). One distinct contribution of this section will be
to demonstrate that our sufficient statistics approach to analyzing the model can be applied in this

more sophisticated setting.

3.2.1 Main New Assumptions and Results

There are three important changes in this version of the model relative to the baseline. First, we

assume now that aggregators for final and intermediate goods are given by:

V/ (CH[(Z)) (- v)/ ((fmj;'é)di:l @l

TR T PR

where Cr,(i) and Mp,(i) are consumption of individual foreign varieties, the parameters v and &
govern home bias, and the function Y'(-) satisfies 1'(1) = 1, Y'(-) > 0, and Y (-) < 0. As in Klenow
and Willis (2016) and Gopinath et al. (2020), we parameterize Y'(-) using a flexible functional

€lo
T(x) = 1+ (o — 1)exp (é) g7lem1 (r (5,1) T (5, a )) 43)

E & & &

form:

where I'(u,z) = fz ® s le=5dys is the incomplete gamma function, with o > 1 and & > 0. Given
these aggregators, import demand for final goods and inputs now features variable elasticities, so
optimal markups for Home firms vary with aggregate market conditions — in particular, they are
lower when import competition is tough.

Second, we assume that import prices are set in dollars, subject to Rotemberg adjustment costs.
The solution to the pricing problems for foreign firms yields a dynamic pricing equation for im-
ports, similar to the price setting equations for domestic firms.

Third, we assume that Home and Foreign markets are segmented, so Home producers set prices
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independently for domestic and export sales. This simplifies the dynamics of the domestic price
level, but plays an otherwise minor role in the results.

We provide a full characterization of the model in Appendix F. Here we emphasize three key
results for understanding how we use this model and interpret the results.

The first result is that the sufficient statistics approach to model analysis continues to apply in
this model. To sketch the argument, the log linear approximation to the first order condition for

demand for domestic final goods in the symmetric firm equilibrium is:

Cho

—elo
—) (dev+ i = per) + (44)
vCo

é Ht — — O (
where d; is an endogenous term that indexes the level of demand under Kimball aggregation, and
the subscript O denotes steady state values. This result implies that the log-linear approximation of
demand has a constant elasticity, governed by parameters and steady state values. In the calibrated
steady state, Co = vCy. Further, we show in the appendix that d¢; = 0 in the solution to the

log-linearized model. Combining these two observations, we can then solve for the relative price

of home goods, just like in the baseline model: py; — per = —ﬁﬁfh. Analogously, py; — Py =
—ﬁﬂ% for imported inputs. Thus, we can substitute for these relative prices throughout the

model to write the equilibrium in terms of deviations in domestic sourcing shares from the steady

state. Taking values for /ifh and /i%

relative price of domestic final goods or inputs.*°

as given, these results imply that we need not solve for the

The second result concerns the domestic price Phillips curve, which reflects optimal pricing for

Home firms. In the log-linear symmetric firm equilibrium, it is given by:

1 R 61-10—1
TTH = _gEHz"‘

) Fmc, + BE; (MHrs1), (45)
where rmc, = mc; — py,. Here €pq is the elasticity of demand faced by Home firms for sales to
domestic buyers in steady state, and €y, is the log deviation in this elasticity of demand at date
t from its steady state value. When the elasticity of demand is larger than its steady state value
(ég: > 0), then Home firms reduce their markups and thus domestic price inflation is lower (all else

equal). For further insight, we can characterize this demand elasticity as function of the domestic

30This implies that we need not actually solve the import pricing problem to characterize equilibrium variables that
determine domestic inflation. To make this argument transparent, we first write down the full equilibrium that includes
the solution for the import pricing problem in Appendix F, and then we reduce the model down using the sufficient
statistics argument.
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sourcing shares in the model (see Appendix F for derivation):

R Cho .c  Mnuo .y
EHt = %EHZ + %th (46)
. A~ € 3 ~ & 3
with ES[ =— (;) /ll?lt and EI]_IWt = — (m) /lylt (47)

o e, AC ,\M
Thus, the elasticities by end use 39 and é,

the parameter € controls the elasticity of markups to relative prices. This is the import competition

are decreasing functions of domestic sourcing, where

channel: demand elasticities are lower (markups are higher) when domestic sourcing is high. For
readers familiar with markup shocks in the New Keynesian literature, import competition restrains
markups, operating like a markup shock in this Phillips curve.

While this second result is one channel through which variable markups influence inflation,
there is a distinct role for markup dynamics in shaping aggregate demand. The third key result
from the model is that markup dynamics influence the natural interest rate, through their impact
on consumption dynamics in the flexible price equilibrium. As in standard monopolistic compe-
tition models, markups depress equilibrium output — they deter input use and distort labor supply
down by lowering real wages. An expected decline in domestic sourcing reduces expected future
markups for Home firms. In turn, it raises expected output in the future relative to current output,
which generates an expected real exchange rate depreciation. Via risk sharing, the expected depre-
ciation raises the expected growth rate of consumption, and thus the natural interest rate today. We

will discuss how this third channel is important for interpreting our simulation results below.

3.2.2 Inflation Dynamics with Variable Markups

With these key results in hand, we proceed directly to simulation.?! In Figure 7a, we plot inflation
in this model, along with results from the baseline model. The model with variable markups
features a larger increase in inflation during the 2000-2010 period than the baseline model, and
then a stronger disinflation during the post-2010 period. Far from dampening the impact of rising
trade on inflation, variable markups actually make inflation more responsive to changes in trade.
Cumulative inflation from 1997 to 2018 is also higher in the model with variable markups, leaving
the price level two percentage points higher than in the baseline simulation (= 10% versus ~ 8%
total increase in consumer prices).

To inspect the mechanism, we plot deviations of the elasticity of demand for Home firms from

steady state (ég,) in Figure 7b, along with the underlying elasticities of demand for Home final

31'We calibrate the model with variable markups to match the same initial steady state as the baseline model. Further,
we set the parameter o = 3 in the Klenow-Willis T-function, which controls elasticity of substitution between home
and foreign goods in the steady state, to match the baseline model. Following Gopinath et al. (2020), we set € = 1,
which governs the elasticity of the elasticity of substitution with respect to relative prices.
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Figure 7: Simulation of Inflation in the Model with Variable Markups

(a) Simulated Consumer Price Inflation (b) Simulated Demand Elasticity for Home Goods
] Overall Sales at Home
== == Sales to Consumers
--------- Sales to Input Buyers A
Lw
@ =5
£
@ 3
[} €
g’o - g o 7
g g
o 3
@ o8 |
v 2 S]
Model with Variable Markups
« | === Baseline Model o 4 .
1995 2000 2005 2010 2015 2020 1995 2000 2005 2010 2015 2020
(c) Decomposition of Domestic Price Inflation (d) Simulated Natural Rate of Interest (nominal)
@ |
- o~
2.1 £
e foH
(o] (0]
g I
5 5 L
So S |
@ o '
o o
v ~——— o
Domestic Price Inflation
e == Markup Term Model with Variable Markups
o | e RMC Term ¢ | = == Baseline Model
1995 2000 2005 2010 2015 2020 1995 2000 2005 2010 2015 2020

goods (élg ;) and inputs (ég’t) separately. Per the discussion above, note these track the inverted path
of changes in domestic sourcing over time, so that the elasticity of demand peaks (markups are
lowest) in the mid-2000s. These elasticities determine the size of the effective “markup shock” in
the domestic price Phillips curve (Equation 45).

To illustrate the influence of these changes in markups on inflation at each point in time, we
solve the domestic price Phillips curve forward. However, because markups change in perpetuity
due to the permanent nature of the shocks, we adjust the standard inflation accounting equation
to account for this feature of our exercise. Denoting the terminal steady state by 7', the follow-

ing relationship between markups and real marginal costs holds: rmcr = — ( )éHT, and do-

€ro—1
mestic price inflation in the terminal steady state is consequently zero. If the economy jumped

immediately to this long run equilibrium, then inflation would be given by 7y = —% YevoBléur +
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(%) Yoo B rmer = 0. We look at deviations in actual date-7 inflation from this benchmark:

l © . .
T = _5 Z,B‘YE, [éHr+s — €nT] +

( €EHO — 1
s=0

y )ZIBSEz (e — Fmer]. (48)
s=0

Markup Term RMC Term

We plot the results of this decomposition in Figure 7c. The markup term evidently depresses infla-
tion, by almost 50 basis points when domestic sourcing is lowest in the mid-2000s. Nonetheless,
this pro-competitive effect is more than offset by endogenous changes in real marginal costs, which
drive domestic price inflation up. Further, pro-competitive effects play no role in explaining the
pivot from inflation to deflation after 2010.

To understand why real marginal costs more than offset the direct impacts of markup restraint
on inflation, we turn a discussion of the natural interest rate. As noted above, markup shocks not
only shift the Phillips Curve, they also influence the level of aggregate demand. In Figure 7d, we
see that the (nominal) natural interest rate is more pro-cyclical in this model than in the baseline
model with constant markups. As we asserted, the natural rate rises in anticipation of declines
in domestic sourcing, and more forcefully in the variable markups model than in the baseline.
An anticipated decline in future markups raises the neutral rate and thus aggregate demand today,
which reinforces the inflationary impact of anticipated declines in domestic sourcing analyzed in
previous sections.

To sum up, like the capital inflow shocks above, allowing for variable markups in the model
does not substantially impact our overall conclusions regarding the impact of trade dynamics on in-
flation. This is surprising, in that pro-competitive effects of trade on domestic prices are commonly
cited as an important factor that might restrain inflation. We have shown that this conventional
wisdom is incomplete as well, as it fails to account for general equilibrium effects that dominate
the partial equilibrium impact of trade on markups and prices. Put differently, aggregate demand

effects overwhelm competing aggregate supply (Phillips curve) channels.

3.2.3 The Changing Slope of the Empirical Phillips Curve

To motivate a second application of this model with variable markups, we note that recent empirical
work finds that the slope of the empirical Phillips curve — the responsiveness of inflation to proxies
for domestic economic slack (e.g., the output or unemployment gap) — appears to have declined
since the early 2000’s [Ball and Mazumder (2011); Del Negro et al. (2020); Stock and Watson
(2021)]. It has been conjectured that the decoupling of inflation from domestic slack may (in part)
be a result of globalization [Forbes (2019)], so we use our model to contribute to this debate here.

We start by recalling that the slope of the Phillips Curve (to a first order) is constant in the base-
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line model, presented in Section 2. In that model, the sensitivity of domestic price inflation to real
marginal costs (%) and the output gap (%) are pinned down by the value of parameters in
the pre-globalization steady state. In the model with variable markups, the sensitivity of inflation
to real marginal costs is also constant (6”%4;1). Therefore, trade integration (to a first order) does
not affect the sensitivity of inflation to domestic slack in either model.

Nonetheless, globalization may influence empirical estimates of the slope of the Phillips curve,
if those estimates fail to control for the impact of trade on markups. Referring back to the domes-
tic price Phillips curve in Equation 45, note that one needs to control both for expected inflation
(E;mg+1) and trade-induced changes in markups (€x;) to recover the true relationship between
inflation (7ry;) and real marginal costs (rmc;). In practice, however, most empirical research ex-
amines regressions of 7y; on proxies for 7mc, without controlling for markup shocks. This results
in omitted variable bias in the estimated slope of the empirical Phillips curve —i.e., the partial cor-
relation of 7y, with rmc, (or proxies) conditional on E;mg,+1 — which does not control for markup
shocks. The direction of this bias depends on the correlation of éy, with 7mc;. In our simulated
data, this correlation is negative — markups are low due to import competition when the output gap
is positive and real marginal costs are high. As a result, failing to control for trade-induced changes
in markups would impart downward bias on the slope of the empirical Phillips Curve.

To quantify this bias, we turn to our simulated data. The true theoretical relationship between
domestic price inflation and real marginal costs is given by Equation 45, where % =0.084.
We then consider the following empirical Phillips Curve regression in our simulated data: my, =
orrmc; + 02 E; (my41) + 1y, where u, = —%éH, is treated as a regression residual. The resulting OLS
estimates are 901 = 0.05 and 4, = .994 (note 0, ~ B). The punchline is that failing to control for
markup changes biases the estimated slope of the Phillips Curve downward (toward zero) by about
40%.

To summarize, trade-induced changes in markups restrain inflation relative to what it would
have been given changes in real marginal costs (or domestic slack more generally) in our model
simulations. In turn, estimates of the Phillips curve during this globalization era that do not control
for changing markups suffer from an omitted variable bias, which makes inflation appear less sen-
sitive to domestic slack than it truly is. This bias may help explain why the slope of the empirical
Phillips curve has declined in the last couple decades, when pro-competitive effects of trade have

plausibly been strongest.

4 Multisector Model

We now turn to a multisector version of the baseline model, in which we allow for heterogeneous

changes in domestic sourcing across industries. In doing so, we come full circle to tie our results
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for simulated inflation back to the multisector accounting framework we introduced in Section 1.

4.1 Model Overview

The multisector model, with sectors indexed by s € {1,...,5}, is an extension of the baseline

model.>? On the consumption side, we adopt a standard nested CES framework:

¢/(9-1)
C=|) ¢ ‘9Cf(s)<’9‘”/’9) (49)
n(s)/(n(s)-1)
Ct(s) — (V(S)l/n(s)CHt(s)(n(S)—l)/nc(S) + (1 _ V(S))I/U(S) Cp,(s)(”(s)_l)/”(s)) (50)
1 €/(e-1)
Cri(s) = ( / CH,(s,i><f‘”/fdi) , (51)
0

where C;(s) is aggregate consumption of the sector-s composite goods, which is a CES composite
of domestic (Cy,(s)) and foreign (Cr,(s)) final goods. In the system, ¢ € [0,c0) is the elasticity of
substitution across sector composites, and 77(s) € [0,c0) is the sector-specific elasticity of substitu-
tion between home and foreign composites. The CES weights satisty >, Z(s) = 1 and v(s) € [0,1].
Individual varieties (indexed by i) are produced using nested CES production functions:

Y(5,0) = Zi(5) (Le(5,0)) =9 (M (s,0))*) (52)
1 k/(k=1)
Mi(5.0) = (Z (os's)/a()) " MiGs s, ) (53)
n(s’)
, , L} , 7](5/),—1 , ;/ , r](s/)/—l 1](5/)—1
M;(s ,s,i) = [£(s ,8)1) My(s ,s,0) 70 +(1=E&(s,5))7) Mp(s ,s,i) 76 54)

where My, (s',s,i) is the quantity of a composite home good from sector s” used by firm i in sector
s, M,(s,s,i) is the composite input from sector s used by firm i in sector s, which aggregates
MHt(s/,s,i) and a composite foreign input MF,(s',s,i), and M;(s,i) is the overall composite input
used by firm i in sector s. The parameter « € [0,0) is the elasticity of substitution across sectors in
input use, and parameter restrictions a(s) € [0,1), 3}/ a(s’,s) = a(s), and £(s’,s) € [0,1] hold.

As in the baseline model, we again use domestic sourcing shares as sufficient statistics. Due to

the multisector structure, there are now S + S> domestic sourcing shares {/lCI(s),/lM,(s/,s)} that are

Pr(s) Pue(s")

Pers)’ Pags(s7 ) }, where Pp;,(s) is the price of a representative producer

proxies for relative prices {

3We describe rudiments of the model here, and present the full model in the Appendix G. The model could be
extended to include the refinements in Section 3, without altering the main results.
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Figure 8: Changes in Domestic Sourcing by Sector

(a) Domestic Sourcing for Final Goods: /AIIC{ (5) (b) Domestic Sourcing for Inputs: /ifq” L(s7,5)
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in sector s, Pc;(s) is the price of the composite final good for sector s, and Py, (s, s) is the price of

the composite input purchased by sector s from sector s .

4.2 Inflation Dynamics with Two Sectors

We apply the same procedure to simulate the multisector model as used in previous sections. Here
we present results for a two-sector version of the model, distinguishing manufacturing from a
composite non-manufacturing sector.>

Changes in domestic sourcing are plotted in Figure 8. In Figure 8a, domestic sourcing of
final goods falls by almost 20 percent in manufacturing, while it is nearly unchanged in non-
manufacturing. In Figure 8b, there is a pronounced decline in domestic sourcing of manufacturing
inputs by both the manufacturing and non-manufacturing sectors, of about 12 percent each. There
are very heterogeneous developments for sourcing of non-manufacturing inputs across sectors.
While domestic sourcing of non-manufacturing inputs by the non-manufacturing sector itself is
little changed, there is initially a large decline in domestic sourcing of non-manufacturing inputs
by the manufacturing sector, and then a rebound after 2010. We explore the role of this particular
shock in several different ways below.

Feeding these changes in domestic sourcing through the model, we plot consumer price infla-
tion in Figure 9a. Similar to the baseline model, inflation is positive throughout most of the period,
with the large positive inflation rates in the 2000-2010 period. Thus, dis-aggregating the model

to allow for multiple sectors does not qualitatively change the main conclusions; the quantitative

33New parameters that govern sector expenditure shares, value-added to output ratios, and the input-output structure
across sectors are set to match US input-output data in the initial period (see Appendix G). Throughout the simulations
that follow, we impose Cobb-Douglas preferences across sectors in final consumption and input use, equivalent to
setting x = 1 and ¢ = 1. With one exception discussed below, we set 1(s) = n = 3.
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magnitudes are quite similar as well. In Figure 9b, we examine simulated inflation for final goods
and input shocks separately. As in the baseline model, input sourcing shocks drive the medium
term dynamics for inflation. Changes in domestic sourcing for final goods raise inflation in the
first few years of the simulation, and they never lower inflation much below zero.

In Figure 9c, we disaggregate the shocks by sector and plot simulated data for manufacturing
and non-manufacturing shocks separately. One point that stands out here is that the dynamics of
sourcing in the non-manufacturing sector are important in explaining the dip in inflation in the
post-2010 period, while both shocks drive inflation up in the pre-2010 period.

Another way to emphasize this result is to examine an alternative simulation with unequal
elasticities across sectors. We consider a scenario in which the elasticity between home and foreign
goods is higher for non-manufacturing than manufacturing, with an elasticity of 2 in manufacturing
and an elasticity of 6 in non-manufacturing. This is a plausible case, since non-manufacturing
includes agriculture and natural resources. In Figure 9d, we plot the results from this heterogeneous
elasticity simulation, along with the equal elasticity simulation (repeated from Figure 9a). Inflation
is substantially higher during the 2010-2020 period in this simulation. The reason is that the larger
elasticity for the non-manufacturing sectors shrinks the importance of the u-shaped evolution of
domestic sourcing of non-manufacturing inputs by the manufacturing sector, because it reduces the
implied change in the relative price of home versus foreign non-manufactured inputs. In general,

however, allowing heterogeneous elasticities does not change the overall behavior of the inflation.

4.3 Accounting for Price Changes in the Multisector Model

In Section 1, we presented accounting results that suggested rising trade played a large role in
explaining price changes over time. In contrast, throughout the model simulations, we have em-
phasized the exact opposite result: inflation rises due to increasing trade. As a final exercise, we
bring these results together, by demonstrating that the basic accounting results hold in this multi-
sector model.

In this multisector model, sector-level inflation for domestic goods can be written as:

me=[I-A T [I-a]ny, + ( ) [I-AT"[A AL, (55)

n—1

Offshoring Shock

where 7y, is a S X 1 vector with elements 7y,(s), 7y, is a vector of sector-specific inflation rates
for the price of real value added (i.e., sectoral GDP deflators), A is the steady state input-output

matrix, @ is a diagonal matrix of steady state shares of inputs in gross output, and Ay, is a matrix
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Figure 9: Simulated Inflation in the Multisector Model
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with elements A(s’,s) where s’ indexes row and s indexes column.>*

Accumulating these sector-level inflation rates and the offshoring shock over time, we plot the
evolution of the simulated relative price of manufacturing goods (Pg,(m)/Py(n)) over time, along
with the cumulative impact of the Offshoring Shock term, in Figure 10a. This figure is analogous to
Figure 3b.*> The large change in offshoring for manufacturing industries drives down the relative
price of manufacturing in the model, by about twelve percent in the long run. This is a causal
statement in the model, where all else is held constant, unlike in the accounting exercise. Note too
that the relative price diverges from relative offshoring — both at any given time and in the long

run, due to the internal dynamics of my; in the model in response to shocks.

3*We impose () = 17, which facilitates comparison to Equation 12 and matches our parameterization of this model.

35To be clear, the data series plotted in Figure 3b are not strictly comparable to the simulated data and aggregated
shocks in the model. In Figure 3b, we aggregated by taking simple means of highly disaggregated manufacturing and
non-manufacturing sectors, while here we are plotting simulation output from the two-sector model.
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Figure 10: Accounting for Price Changes in the Multisector Model

(a) Relative Price and Offshoring Shock for Manufac-
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Turning to price level accounting, aggregate inflation in the model is:

- 1 Ak ’ Y 1 5
m=y[I-A'] 1[I—a]7rv,+(nTl)y[I—A] 'lA oMH,]H(ﬁ)yMgt, (56)

Offshoring Final Goods Imports

where 7y is a row vector of sector-level consumption shares. This parallels Equation 17 in Section
1.36 In Figure 10b, we plot the impact of changes in offshoring and final goods sourcing on the
consumer price level, adding up quarter-on-quarter changes in the model. Like in the accounting
exercise, increased offshoring and foreign sourcing of final goods appear to restrain the aggregate
price level, accounting for reductions in the price level of 5-6% (25-30 basis points per year).
Having developed the model counterfactuals in full, we are now in a position to emphasize
again that these accounting results are not very informative about the actual role of trade in ex-
plaining inflation dynamics. As we have shown, rising trade pushes inflation up. The accounting
exercises mislead precisely because a rise in offshoring and final goods imports triggers increases
in the price of domestic real value added that more than offset the improvement in the terms of

trade. This speaks to the importance of well-defined counterfactuals in tying trade to inflation.

36We are careful here to call the final term “Final Goods Imports” rather than “C Imports,” because final consump-
tion in the model includes consumption, investment, and government spending, as in the baseline model.
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5 Conclusion

The impact of trade integration on relative prices across sectors is a venerable topic in international
economics. So too, much as been written about the impacts of globalization on inflation. In this
paper, we have brought these two strands together. There is a plausible case that changes in trade
have influenced relative inflation across industries. And, in an accounting sense, rising trade has
restrained growth in consumer prices relative to the domestic GDP deflator. Nonetheless, we’ve
developed a suite of models to argue that rising trade actually generates inflation.

One important element of our argument is that much of the increase in trade (at least in the
US) has been due to rising imports of intermediate inputs. While conventional wisdom suggests
rising input trade restrains producer price inflation, we have demonstrated that it has no such effect
in standard New Keynesian models. The second element is that the increase in trade has been
spread over time. Anticipated increases in trade — consistent with widespread understanding that
globalization was an ongoing process of integration — lead to increased aggregate demand, which
generates inflation. Further, we have also shown that neither changes in capital inflows, nor pro-
competitive effects of trade on markups overturn these basic forces, and they may in fact strengthen
them. Overall, we are left with the conclusion that trade integration is inflationary.

To conclude, we highlight three topics that merit further work. First, while we have developed
our argument for a small open economy, it would be natural to revisit the questions we ask in
large open economy models. While we believe our conclusions are robust to this extension, multi-
country models would provide fertile ground to study how changes in trade influence inflation
synchronization across countries.

Second, our framework adopts a sufficient statistics approach to analyze historical develop-
ments in trade. To study prospective shocks — whether to trade policy or other exogenous variables
— one needs to solve for the impact of those policies on domestic sourcing shares themselves. This
requires taking a stand on features of the model that influence trade dynamics in response to those
shocks (e.g., the currency invoicing of trade). This is a fertile area for work as well.

Lastly, we have adopted a rule-based approach to characterizing monetary policy. While this
is consistent with how many central banks (most importantly, the Federal Reserve) have behaved
over this period, additional analysis of monetary policy would be worthwhile. For one, we have
not attempted to characterize optimal policy in response to trade shocks, which may have both
transitory and permanent components. An analysis of how optimal policy differs with varying
assumptions regarding the response of markups and the multisector structure of the economy could
lead to important policy insights. Farther afield, the central bank’s desired level of inflation may
be endogenous, as in Romer (1993) and Rogoff (2003). This deserves more consideration outside

the US context, where central bank commitment to low inflation may be less firm.
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A Import Prices in Theory vs. Data

In Section 1, we suggested that one could (in principle) quantify the role of offshoring in driving
costs by looking directly at import price data. We pause here to discuss shortcomings in conven-
tional data sources that preclude this approach, and thus motivate the sufficient-statistic approach
that we adopt. While this discussion focuses on US data sources, similar issues arise in virtually
all standard national accounts sources.

In Equations 5-7, what we need to quantify the role of inputs in driving costs is the true quality-
adjusted cost of imported inputs relative to domestic output. A helpful way to think about this is to
re-write the import price as Ppt(s):Bp,(s)Pg?m(s). Think of the last term Pg?’a(s) as the observed
import price index (IPI), as measured by the US Bureau of Labor Statistics (BLS) international
price program, so then Bf,(s) represents sources of bias that lead measured price indexes to deviate

1.37 There are

from the (production-cost relevant) measure of import prices required by the mode
two key sources for this bias.®

The first is that existing import price deflators do not capture the full impact of offshoring on
the cost of inputs. In a multi-country environment, producers have the ability to substitute among
foreign input suppliers (e.g., from Japanese to Chinese suppliers). These cost-saving substitutions
are not captured in the multilateral import price indexes produced by the BLS, which implies that
measured import prices are likely to biased upward relative to reality, akin to outlet substitution
bias in consumer price measurement [Reinsdorf and Yuskavage (2018)]. More broadly, producers
also benefit from substituting cheaper foreign for domestic inputs. Because this substitution is not
accounted for in measurement of either import prices or domestic purchaser prices by the BLS,
it is difficult to estimate the change in the unit cost of the firm’s input bundle from existing data.
This can be interpreted as a second source of bias in the relative price of imports in our model,
which leads the ratio of measured import prices to domestic output prices to understate the decline
in costs associated with offshoring.>

A second source of bias is that non-price factors may drive substitution between domestic and
foreign inputs. A leading concern is that unmeasured improvements in foreign product quality

or variety have driven firms to source inputs from abroad. In our application, quality bias is a

37Throughout the discussion that follows, we assume that data sources record the quality-adjusted price of domestic
output accurately. This assumption is a reasonable way to proceed for two reasons. First, in practice, the BLS performs
more extensive quality adjustment in the Producer Price Index (PPI) price program than it does under its Import Price
Index program. For example, hedonic price adjustment occurs for producer prices, but not for import prices. Second,
rapid changes in the international economy and trading environment point to problems of price measurement as likely
being most severe for imports [Houseman and Mandel (2015); Moulton (2018)].

381 addition to specific papers cited below, see also Houseman and Mandel (2015) and Moulton (2018).

3Put differently, using PPI and IPI data to construct changes in input costs would overstate cost growth of the
composite input. Since this bias would lead to the understatement of the quantity of inputs used in production, it also
would tend to overstate productivity growth [Houseman et al. (2011)].
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particularly important concern — the BLS is not able to account for quality improvements in imports
using the same methods applied to domestic producer prices. For example, while the BLS applies
hedonic adjustments in producer price data, it does not do so for import prices.

A final, somewhat different, challenge in using price data is that firms/industries are linked
to one another. Even if import prices were measured perfectly, producers may experience cost
reductions either because they directly substitute foreign for domestic ones, or because they buy
inputs from upstream suppliers who themselves engage in offshoring. Thus, one also needs input
use data to track the propagation of offshoring-induced reductions in costs through the network
structure of the economy. This industry-level input use data, collected by the BEA, is not directly
comparable with BLS-measured prices in terms of coverage and measurement conventions. Thus,
it is challenging to combine import and domestic price data with input-output data, or to aggregate
the results to examine the ultimate effect of imported input prices on consumer or investment goods
price levels.

Our approach to circumventing these problems combines data on changes in imported input ex-
penditure shares with a structural model to impute changes in unit costs attributable to offshoring.
While enhanced efforts to improve price collection and measurement are needed, the distinct ad-
vantage of our approach is that we are able to use “off the self” data from the national accounts to

address the macroeconomic impact of offshoring.

B Baseline Model

B.1 Model Equilibrium Conditions

The equilibrium conditions for the baseline model in Section 2 are collected in Table 2.

B.2 Calibration Details

Parameter values for model simulations are recorded in Table 3.

In this parameterization, we set the elasticity of substitution among domestic varieties (€) equal
to the elasticity of substitution between home and foreign goods (7). Put differently, we set the
macro-Armington elasticity between home and foreign goods equal to the microeconomic elastic-
ity between domestic varieties. This is consistent with estimates in Feenstra et al. (2018), which
fails to reject equality of these elasticities for most goods. This parameterization also facilitates
comparison of this baseline model to the model with variable markups to be presented later. Fur-
ther, relaxing it does not qualitatively change our results. As discussed above, the elasticity of sub-

stitution between home and foreign goods is set in the middle of the range of available estimates
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Table 2: Baseline Model Summary
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in the macroeconomics and trade literatures. Regarding price rigidity, Sims and Wolff (2017) pro-

vides the equivalence formula between the parameter governing price rigidity in Rotemberg versus
k(e—1)

(I-x)(1-Bxk)*

period in a Calvo-style model. We set k = .75, to match the average duration of prices, which leads

Calvo-style models: ¢ = where 1 —« is the share of firms that adjust their prices each

to the value for ¢ in the table, given other parameters.
In the data, we assign all final goods imports to consumption, consistent with the absence of
a government or investment sector in this baseline model. We construct a quarterly series for
domestic sourcing shares from annualized data via interpolation. From annual BEA data, we have
annual values for /lg . and /l%, where 1 € {1997,2018}. We define domestic sourcing shares for the
pre-1997 steady state as follows: A5, = max {19 500+ (1Y 000 =AY 000),4Y os}. for U = {C,M}.
This has the following interpretation. If /lg declines from 1997 to 1998, we assume that the
reduction from 1996 to 1997 is the same as from 1997 to 1998. If instead, /lg does not decline
from 1997 to 1998, we assume that the value /lg in 1996 is the same as in 1998. This particular
formulation captures the notion that home shares tend to decline, but in some cases, they oscillate
a bit during the late 90s before they start declining. In the light of these patterns, we set the
pre-1997 state as slightly more closed than 1997 in the first scenario, and equal to the state we
observe in 1998 in the second scenario. Our results do not hinge on this particular set up, as we
have experimented with various approaches. After defining the steady state levels, we compute
€. AM). We then conduct quarterly
interpolation as follows: A7}, =045 | +0.647,, A7, ,, =0.247, | +0.847, Ax:103 = 0.847) +
0.222 f11? /iXt,Q4 = 0.621?” + 0.4/@% .1» Where subscript 7.Qx denotes the value for year 7 and quarter
x. In the paper, ¢ indexes quarters in the model and simulations.

log deviations of the annual home shares from steady state (A

B.3 The Three Equation Model

In this appendix, we convert the baseline model in Table 1 into the three equation model. We first
derive the Phillips curve, and then we derive the IS Curve. One additional contribution is that we
also discuss the relationship between the gross output gap (used in the text) and the output gap for

real value added (i.e., actual versus potential GDP).

B.3.1 Phillips Curve

Domestic price inflation depends on real marginal costs (rmc,): g, = (%) rmc; + BE, (Tgi41) -
We seek to replace real marginal costs with the output gap to obtain a domestic price Phillips curve.
We do this first for the output gap defined in terms of gross output, and then discuss replacement
with the value-added output gap. Conversion of the domestic price Phillips curve into the consumer

price Phillips curve is immediate, recognizing that w¢; = gy, + (77+1) (/if] - A€ ) As in the main

Ht-1
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Table 3: Calibration

Labor supply elasticity of 0.5

Annual risk-free real rate of 2%

Elasticity of substitution between home varieties
Elasticity of substitution between home and foreign goods

Intertemporal elasticity of substitution of 0.5

To match 1996 home share in consumption
To match 1996 home share in intermediates

To yield first order equivalence to Calvo pricing,

with average price duration of 4 quarters [Sims and Wolff (2017)].
Clarida, Gali and Gertler (1999)
To match the trade deficit to gross output ratio in 1996,

Parameter  Value  Reference/Target
/s 2
B .995
€ 3
n 3
Jo, 2
a 434 To match 1996 input share
v .96
& 925
1) 23.6453
W 1.5
T 0.008

Pro(tcoCrottmoMro)-ProXo _ () )73
ProYo ’ '

given by

text, equilibrium objects in the flexible price model have an # in the superscript.

Step One: link 7mc, to the real wage gap. Real marginal costs are: rmc; = (1 —a)rw, +

%/l% —Z;. In the flexible price equilibrium, markups are constant, so real marginal costs are

equal to zero: rmc! = (1 —a)rw! + 2 AM _ 2, = 0. Thus, Fmc, —rmc, = Fmc,, SO we can write:
t t Ht t

Note that the gap between real marginal costs in the actual and flexible price equilibrium only de-

pends on the real wage gap. The direct effects of domestic sourcing of inputs (ﬁ%) and productivity

n-1

Fme, = (1—a) [Fw, — 7wt .

(Z,) are differenced away, as they influence real marginal costs the same way in both equilibria.

Step Two: solve for real wage gap. Combining the first order condition for labor supply

with labor demand and the definition of real marginal costs, real wages are given by:

m[:(

ay

(I+ay)(n-1)

A

M 1 p . 1 A A
)ﬁm + (W) A+ (m) G+ (m) (P:—=2). (58)
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Evaluating the expression for real wages in the two equilibria, the real wage gap is then:

mt_m:t:(l+pmﬁ)[ét_é? +(1+¢a¢,)[yt_5’tn] 59)
1 » o U \re
:(Hw)[qt—q¢]+(l+w)[yz—yt], (60)

where the second line uses the risk sharing condition to eliminate the consumption gap.*® This says

the gap in real wages depends on differences in the real exchange rate and output across equilibria.
Note again that that the direct effect of changes in domestic sourcing and productivity drop away,

since they move real wages in identical ways in the two equilibria.

Step Three: solve for the real exchange rate gap. The next step is to swap out the real
exchange rate gap, using the goods market clearing condition to link the real exchange rate gap to
the output gap and real marginal costs. Collecting pieces, the goods market clearing condition is:

A 77 1C A%k 1 A T] M — N 1 M T] 2C A Ak
Vi =sc —n_I/lH,+c,+/—)q, +Sm —n_l/lHt+rmc,+yt——n_l/lHt +5x —n_I/lHt+nq,+c, . (61)
We rearrange to isolate output on the left-hand side:
. N ac . [Sc/p+sxn) ., s\ am SM | —
=—Ag +¢ +|—— | g+ | —— | 4, + | —— | rmcy, 62
Yt g—1 H TG ( 1 =5y q: 1=sy ) B T\ 125y t (62)

wherescz%’,st%o, SXE%)’ SO Sc+sy+sx =1.

Evaluating output at the flexible price equilibrium, and taking differences, the gross output gap

A A s +S A A N —_—
V=91 = —C/p X0 [Qz—qtn] + M rmcy. (63)
1—SM I—SM

1s:

Solving for the real exchange rate gap gives us:

1—sy SM )A
G, — @' = | —————| | 9, = 9| - | ——— | rmc,. (64)
@ (SC/P+SX77) [ =571 (SC/P+SX77 '

“ONote that changes in foreign consumption ¢ do not appear, because they are differenced away when looking at
the consumption gap.
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Step Four: Link real wages and output gap. Plugging the expression for the real exchange

rate gap into the real wage gap equation yields:

m,—ﬁv?:( 1 )( bl )[%—ﬁ?]—( : )( a2l )r’n%+( v )[y,—y?]
l+ay | \sc/p+sxn 1+ay | \sc/p+sxn 1+ay

1 1—sy N /4 [A _An]_ 1-«a Sp [FW/ —FW"]
1+ay | \sc/p+sxn 1+ay Yem l+ay | \sc/p+sxn ' re
(65)

where the second line eliminates real marginal costs using Equation 57. Then, we solve for the
real wage gap:
wy =Wy = x |9 37]. (66)

-1
where y = [1 + (11;““ ) (SC /;’KSX”)] [( T +1a w) (Scl/;i";xn) + (1 ;ﬁ w)] It is straightforward to verify
that y > O under the parameter restrictions imposed in the main text.

Step Five: Link real marginal costs and output gap. Plugging back into Equation 57, real
marginal costs are linked to the gross output gap:

rme,=(1—a)x [9-97]. (67)

A positive output gap yields an increase in real marginal costs, since a € (0,1) and y > 0.

Step Six: Write down the domestic price Phillips Curve. Substituting for real marginal

costs in the domestic price inflation equation gives us the domestic price Phillips curve:

_ ((6—1)(1—a))(
T =\ ——(

p ) (9= 97| + BE: (Th141) - (68)

Since € > 1 and ¢ > 0, a positive gross output gap pushes up domestic price inflation, conditional

on expected future inflation.

Step Seven (Optional): replace gross output gap with value-added output gap. Equation
67 links real marginal costs to the gross output gap, which results in a domestic price Phillips curve
that depends on the gross output gap. Often, the output gap is defined in terms of real value added
(GDP), rather than gross output. So we pause here to demonstrate how to write the Phillips curve

in terms of real value added.
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In our model, real GDP can be constructed via double deflation, as in the national accounts:

— ProYo \ . PyoMy )\ .
( HO 0) t_( MO 0) ) (69)

a=\Geor, )Y T\ GpP,

where rva; is the log deviation in real value added from steady state and GDPy = PyoYy — PyoMo

is value added in the steady state. Using this result, the value-added output gap is:

— 1 1
rva; —rva;l = (—) [)A’z —)A’?] - (_ - 1) [ﬁ’lt —ﬁ’l?] ) (70)
SVA SVA
where sy = gfo ;(;. Input use in the flexible price equilibrium is given by i = $7' — ,Iljfl%, thus:
=) = rme, + [ - 9] - (71)
Plugging back gives us:
Fod, — FVa! = (i) [5.-57] —(i—l) [+ [9: - 37]]
SVA SVA
NN I—sya) —
= [)’t —yf] - ( 4 )rmct. (72)
SVA

.. ) A — 1— — ) .. .
Rewriting yields §, — §" = [Fva, —rva; | + (#) rmc,, and we insert this into real marginal costs

to get:

-1
Fie, = [1_(1_0))((1;“‘”)] (1-a)y [va, —mva] (73)
VA

The domestic price Phillips Curve is then given by:

-1
m:(w)[l_(l_m(l—M)] [Fva, - v | + BE: (xrie).  (74)
¢ SVA

B.3.2 IS Curve

As usual, derivation of the IS curve starts with the Euler Equation. We first convert the Euler Equa-
tion into an IS curve that relates the gross output gap to a real interest rate gap. For completeness,
we also rewrite the IS curve in terms of real value added. To fully characterize the IS curve, we

then solve for the natural real interest rate.

Step One: write Euler Equation with consumption and interest rate gaps. Start with the

Euler equation: ¢; = E;C41 — %(f, — E;m¢s41), and take differences between the actual and flexible
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price equilibria:

1. &
A AN A AN =~ ~n
Cr—C; :EI[C[+1—Ct+1]——[rt_rt], (75)
Jol
where 7, = 7, — E;cys1 and ;%t” =7 —Etﬂ'ng =7l'- ﬁEtAln/lth.

Step Two: Link consumption and output gaps. We use the goods market clearing condition

to link the consumption and output gaps. The market clearing condition can be written as:

A — n a A AX
+ Sy [/l%+rmc,] + 5y ﬁﬂgt+nqt+c, . (76)

A n sc 4
[1-spm]9:=sc [nTl/lH’ + ¢t

Then we take differences between actual and flexible price equilibria:
[L=sul[9:=37] = sc[é =& +surme, +sxn [G: - 7] (77)

where again the direct effects of changes in domestic sourcing and foreign consumption drop away.

We proceed to eliminate real marginal costs using Equation 67 and rearrange:

t t

sc qr —4q;

— ’ !
Sc

Py [(I—SM)—SM(l—a/)X][y_yn]_M[A An]. (78)

And then we can combine Equation 64 and 67 to eliminate the real exchange rate gap:

oo |Uzsm)—su(I-a)x [A_A]_SXU l-sy  (su(l-a)x (5 — 7]
t sc W selprsan \selprsan )P

29[)%_)7:"]’ (79

where 6

— U=sp)—sm(-a)y sxn(_l-sy _ sm-a)x >0
- sc sc \sc/p+sxn  sc/p+sxn )

Step Three: Define IS Curve We replace the consumption gap with the output gap in the

Euler Equation and rearrange to get the IS curve for gross output:

1 . &
)A)t_y?:Et [)A’t+1—)A’tn+1] ——(fz—fzn)- (80)

Step Four (Optional): Replace gross output gap with value-added output gap. Reusing

results in Equations 72-73 above, we can link the gross output gap and the value-added output gap:

9= 9 =@ |rva,—rvay ]|, (81)
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where @ = > 0. Then substituting into the IS curve, we get:

1+ [lf‘l’ﬁ—(l—a)/\(]_l(l—a)/\(

1 ~ A
o6p (r=17). (82)

JE— —_—

—N —
rva;—rva, = E; [rvaH] —rvaHl] -

Thus, as in the Phillips curve, the translation from gross output to real value added gaps only

influences the slope of the IS curve.

B.3.3 The Natural Real Interest Rate

The natural real interest rate is pinned down in the flexible price equilibrium by the Euler Equation:
7 =pE e, -] (83)

We proceed here to solve for the natural real rate by pinning down consumption growth in the

flexible price equilibrium.

Step One: Link consumption to real exchange rate. Under the complete markets assump-

tion, ¢! = & + /quAf, SO we can write:
' = pE, [é* - c”"] +E (4", —4") (84)
t 1 1%r+1 t t\dr+1 —4:

Step Two: Link real exchange rate to output dynamics. The market clearing condition in
the flexible price equilibrium is:

. N sc , ~  [Sc/ptsxn) SM | am
y;l = nTl/lHt-i-Ct + (W) q?+(1—sM)/lHt. (85)

Take differences of this equation and rearrange to get:

1-
Ag; = (—SM )

sc/p+sxn n-1 1—sy

Ayt — 1 ARS - (S—M) AN _ Aé;‘] (86)
Note that the phase in of the shocks directly raises Ag}', and if they lead to a boom in output growth
(yielding A7, | > 0) then push it up further.

Step Three: Pin down output growth. From the supply side of the flexible price equilib-

rium, we know that $* = Z, + (1 — a){* + am? and m! = $"* — LM " so output can be expressed
1 t t t =V T =1

as:
~ a A

TGS

¥ = 1—a2t+l’ (87)
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Then we can pin down l;” using labor supply and the real wage (obtained from rmc; = 0):

oy P 1, @ Ny 1 . ( 1 )A
I['=—=¢ ——¢ ——————F—A), ——— A + | ———| 2 (88)
Tt T -0 -0 e -]
Combining these two equations and taking differences gives us:
1 1 a I, A ol 1 1 A
AP = (1+—) (—)Az |1+ — | A - DAG - —AG - A . (89)
’ v)\1=a)™" @-DA-a) | ¢ T T oy

Step Four: Combine steps to solve for natural real interest rate. We can combine results
from steps two, three, and four to write the natural real interest rate as a function of exogenous

shocks:
= Qe BN, + Q7E Aoy + QuE AL + QcEAL, ., (90)

— Y1) _ 1 _ s — L+m
where QC* = >0, Qz—m >0, QM—— (T]—l)a(/l—a/)-i_ (1+$)(i\/1—sM) <O, and QC——W <
0.

C Proofs for the Propositions

This section contains the proofs of Propositions 1-4 introduced in Sections 2.4 and 2.4.3. As a
prelude, the model equilibrium is defined by Equation 34-36 plus a monetary policy rule. For
Propositions 1-3, the monetary policy rule is: 7, = wnc;. Given this setup, the system can be

written as:

AoJ =A1E i1 +Bol + B ET 41, 1)
Yo
A/le
AM
with J, = AﬂC[A and T, = f]’ ,
yt_yzn AZ;
A
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where endogenous variables are collected in J, and shocks are in I';. The coefficient matrices Ay,

A1, By, and B are given by:

—(e=D(-a)x
Ao=| . s , 92)
95 1
B 0
A= 93)
75 |1
P
B =7 000 04
"l o 0oo0ol
TI_Tl 0O 0 O
Bi=lo ou o o ©3)
p Op 6p Op
Since A is non-singular, we can rewrite Equation 91 as:
Ji = Ay A1EJi1 + Ay Bol, +Ag ' BIET 4. (96)

We use this common structure to prove Propositions 1-3. We then modify it slightly to prove

Proposition 4.

C.1 Proof of Proposition 1

In both case (i) and case (ii) of the proposition, the economy converges to a long-run steady state
with J = 0. Since I';4; =0 for k> 2, then J;,; = J for k> 2. Thus, we can solve for J,;; as follows:

Jiv1 = Ay BoLyy, (97)
-1-1 1
L 000
with Aj'Bo= |1+ 7T ]
Op “pwn 0 00

where the expectation operator is dropped due to perfect foresight. Then, J; is given by:

Ji = AalAlJHl +AalBlrt+1 (98)
= Aal [A1A61B0 +B1] | P

where we have used I'; = 0, which reflects the anticipated nature of the shock, and the solution for
J:+1 from above.
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Hr+1 A’ifnn
. 0 (1+25)(n-1) __ (e=D(- :
For case (i), [y = , 50 Ji1 = QKQCU , where & = =U-a)x. Referring
0 “@AH ¢

0 Op(1+5)(n-1)

to Equation 98, then we compute:

A€

B Hit+1
B [, we]” B+y € (1+‘g,’—g (-1
pooe 6p(1+45) 1)
E(w—1 2C
_ ﬁ_e(ag)—p) A/1Ht+1
| _pot(w-1) 12
o L (1+4€) (-1
2C
~ A/lHt+1
1 we| | A GE 0
AO BiI'ty1 = 1+% nwﬁ +p9_c i Q_[Z) Qg* 0 (100
m-Dop " 6p Op  Op  Op
0
7C
A/1Ht+1

w_ﬂ+ Qc(n-1)

_ Qcémn-1)
= [ B+ 0p
6p 6p

(1+48) r-1)

Focusing on the first entry of J;, consumer price inflation is given by:

_AJC we : 3
( A/?’Ht+1) *[ﬁ(]—( 0p ))+ 6((1)—1) _QCG(U—I) >0, (101)

Tcr =

(1+48) r-1) L)) ee(ir50)  Op
since A/iflm <0,p>1l,w>1,6€>0,6>0,p>0, 8>0, and Q¢ < 0 [see the definition of Q¢ in

Step 4 of Section B.3.3].
0
A IM
To prove case (ii), note that I';,| = Hil 50 J,+1 =0, since the second column of A, By has
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only zeros in it. Referring to Equation 98, then we compute:

0
) -1 -8 | Qceé Qué Qzé Qcxé M
-1 _ we 7—-17 T0p 0 0 9 Ady
Ay Bl = 1+9—] nw/s lzzc QZ QZ Qg* Ot (102)
L P whipt o 6o o o
0
[ Qué M
_ 9]‘/4)6 A/lHt+1
= 3 = .
S | (1+8)m-1)

Focusing on the first entry of J;, consumer price inflation is given by:

Qe A
ME__AAM s, (103)

" Ot 0d - 1)
< 0 and Qp < 0 [see the definition of Q,; in Step 4 of Section B.3.3.], with

M
because Ady, .,
> 0 due to the same parameter restrictions specified above.

&

(Bp+wé)(n-1)
C.2 Proof of Proposition 2

7C

A/lHt

and F[+k = 0

For case (i), the unanticipated, permanent shock sequence implies that I; =
0

for all £k > 1. It then follows thatJ,+x = J = 0 for k > 1. Therefore, Equation 96 reduces to:

J: = A;'BoL, (104)

7C

Ay,

|, wE o5 0000

0p 0,0((7’])—1) 0 00 0

0

Current inflation is then given by:
_1-1 A/’iC
e = |14+ 2= Hi <, (105)
bp] (n—1)

since A/llg . <0 (again imposing the same parameter restrictions as above).
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7C
—Adg,

|

|

|

AAG,
. . 0
In case (ii), the shock sequence is I; = and I, = o | Now, J;+r = J = 0 for
0 0
k > 2. Working backwards, Equation 96 then implies:
Jio1 = Ay Bolis (106)
= —A;'BoI,
-1 AAS,
i | =D+
where we have used I';;; = —I7 in the second line. Then the solution for J; is given by:

Ji= Ay A1Ji + Ay Bol, - Ag BT, (107)
where again we use I';;; = —I}. The following provide the solutions for the individual components
of this expression:

+£ & -1 AA§
AalAlJl‘+1 = ﬁw gpl ] |: w ] Hi WEN2 (108)
—%4'% 1 9o (7]—1)(1+%
[ 3 7C
_ -B+ %(wl— 1) Ady, _
B Ja-na+ gy
AXS,
f = 1
— 0 0O 0
A'BoL, = |1+ %] - ] (109)
- p Op(n—1) 000 0
0
1 AAS,
70 | =D+ g5
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r 71— -8 Qcé Qué Qzé Qcx€
ppr |, WE —te e o o 0
- P m-0op T 9 p Op bp
0
ﬁ Qc(g 1)E A/’ic
- (wﬁ Qc(77 1)) (n— 1)(1+w€ 2
Combining these to compute J;, current inflation is given by
(111)

rC
AXS,
(1+w—€)2( 1)
Op n

where the inequality follows from A/ig ; <0, Q¢ <0 [as above], and remaining parameter restric-

1+£[2w—1—Qc(n—1)]

Tcr =

tions above.

C.3 Proof of Proposition 3
0
M
/lHt and FH_k =0

For case (i), the unanticipated, permanent shock sequence implies that I
0
Then the solution for J; reduces to:

for all k > 1. It then follows thatJ, .,y =J =0 for k > 1
J: = A 'BoI';. Noting that entries in the second column of A, By are zero (see Equation 104 for

example), then it follows that 7¢; = 0.
0 0
y , i AN
For case (ii), the shock sequence is I'; = , i = ,and I, =0 for all k > 2.
0 0
= A;'Bol;,; = 0, based again on the

As a result, J;4x = J for £ > 2. It then follows that J;.;
observation that the entries in the second column of A‘IBO are zero. For the same reason, note

0. Together, these imply that the solution for J; is:

also that A;'Bol'; =
(112)

Ji=-A;'BiL,,
0
— B Q € Q Qc+€ 2 - M
. a1 _ E -2 -1 Hp 61)\;1)6 (-)LpE gpe _A/l%t _ QMG (_A/lHt)
with Ay Bl =[1+ 7 ] B o 0w 0 Qe 0 =1 4 —
p -0op T e o0 G O M 16p (1 + ‘g—;)
0
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Extracting current inflation, we arrive at:
QuéeA
e =————= <0 (113)
6p (1 + %5)

since 7 < 0 (see above; remaining parameter restrictions continue to hold).

C.4 Proof of Proposition 4

With appropriate redefinition of coefficient matrices, the dynamic system is the same as in Equation

91, as in:
Ji = A A1EJ o1 + A5 Bol, + AG'BIE T4, (114)
- E+y | + 55 g €
with ATIA; = [14+2577 b :
0 Qp _,8_u)+L 1
6p ~ Op
- - 1
AR, = |4 WETY - 00 0]
0 - )
op _Gp((;;—l) 000
_ Qcé Qué Qzé Qcxé
P I I I (RS DR ol e
(n-Dép " 0p 0p 0p 0p

In case (i), J;+x = J = 0 for k> 2, as in Proposition 1. Solving for J;;; then yields:

1C
A/lHt+1

A1 (1+55.5) (1)
Jin=Ag'Boly=| " e (115)

Op(1+25 Y )(n—1)

Since I, = 0, the solution for J; is again J; = A5'A1J1 + Ay 'Bippy, with:

AXE

» ~ 3 _ B ITS
- wWE+y Btas €| a+2Hm-1
A lA =1+ : 16
0 1Jt+l _ 9,0 _g_w + GL 1 % ( )
p - op Op(1+52)(n-1)
B- 6_(‘;’;1) A/lglwl
- ﬁa)+(w 1) (1 n we+7)2( _ 1)
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Hit
r - - - Y Qcé Qué Qzé Qc=€
-1 WE+Yy Tl(1+6_)+9_ 0 e 9 0
Ay By =1+ ; n B p Q_Cp i Q_[z) Qg* 0 (117)
- p w—1op T Gp p 6p bp
0
[ Qeé(n-1 A
~ —,8(1+Glp)+—c'59(;7 ) i
- Qc(n=1) é
T (1+“5)(p— 1)
Current inflation is then given by:
(=AA,. ) 1 w-1)  Qcén-1
Tce = — Hi+l * ﬁ 1+gl— wéty + ( wé-?—y - - én ) >0, (118)
(1+w;;7)(n-1) P+ ] Op(1+22Y) P
using A/Alg ++1 <0 and the same parameter restrictions as above (with y > 0 as in the text).
For case (ii), J;+x =J = 0 for k> 1, again as in Proposition 1. Therefore, with I'; = 0,
Ji=Ay'BIET, (119)
0
_ 1] -B y Qcé Qué Qzé Qcxé M
_ 1+a)6+y 77Tl(l+%)+# 9"; ef) gcp Ady .
(m-1)6p * 6p p p 0p
0
Current inflation is then: -0
€ M ‘M
=——A1 >0, 120
e Op+wé+y  Hi+l (120)
since A/i% v <0Oand gpi%"g = < 0 under the prior parameter restrictions.

C.5 Proof of Proposition 5

Relative to the baseline dynamic system (91), the monetary policy rule defined by (39) implies new

matrices Agand By:
_ | ZtezbUza)x
Ag = ¢ , (121)

0=

i 1tg
B i 00 O] (122)
0= 1 ,

Opn—1) 000
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Then,

Ji= Z61A1E,J,+1 +K61§0FI+X61B1Eth+1, (123)
1! ( 1) £ ¢
— + 1+ + €
with Ag'A; = [1+‘“6 vl | P e E |
bp | - I
p " bp
- 1+£2
~ = WE+y > 000
P ~ 0p(n-1) 000
_ -B Yy, Qeé Qué Qpé Qcé
o T RO B e A e 7
0 Pl1= 0 wp Qc Qu Qz Q¢+
p w-Dop T op 0p 0p 0p

In case (i), J;+x = J = 0 for k> 2, as in Proposition 1. Solving for J;,; then yields:

_ €+ - Op A, 3C
o1 = AG'BoET,, = |1+ 252 71 A (124)
6p _w- ,4c
0p(n—1)="Ht+1

Since I'; = 0, the solution for J; is again J, = KalAlJ,H +K61B1F,+1, with:

I = -2 ( l) € Z 1+59 AC
- + I+=]+ € o
) P o0 T 1 T T
~ (,8(1+%)+%)(0p+€+y)—é(w—l) A/igm
~(Bo-D(1+52)+@-D) | 1+%2P0-1op
AAS,
r - - - Y Qcé Qué Qzé  Qcx€
T-1 _ WE+y U+ +5s 3 9 7 0
Ag'BiT = |1+ =, o ey & e || (126)
- (n-1)6p ~ 0Op 0p bp 0p
0
I Qcén-1 oy
~ —,8(1+glp)+% V.
= Qc(n-1 z
Sl (s )pp-1)

Current inflation is then given by:
2C _ _ _
(—Adg,.,) 148 1+ e(w—_l) L€ l+yn 0p+6_+y
Opl)\Op+we+y] Op\ 1+¢y Op+we+y

e = WE+y
(1+45) -1

>0,

%

(127)
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using A/ifl ++1 <0, the definition of Q¢ and the same parameter restrictions as above (with y > 0 as

in the text).
To prove case (ii), J;+x = J = 0 for k> 1, again as in Proposition 1. Therefore, with I'; = 0,

A-1
Ji=A; Bl (128)
0
- -1 i Y % QME ng Qc*g "M
1+ we+y -1 (1+ Qp) TS0 Tep  6p 0p AV
h 0p _wB_, Qc Qu  Qz  Qcr 0o |’
(n-1)6p "~ 6p 0p 0p 0p
0
Current inflation is then: -0
€ A
wer = —— AIM >0, (129)
0p+we+y
since A/Al% 41 <0Oand epiQTAngy < 0 under the prior parameter restrictions.

C.6 Proof of Proposition 6

Relative to the baseline dynamic system (91), the monetary policy rule defined by (39) implies a

new matrix B

n—-1
0O 00O

(130)

. ‘—ﬁoool
B, =

Note that in both cases, this does not affect the value of which is still given by (97). Then,
Ji= A A T + A BIT (131)

In case (1), as in proposition 1,

A/ilgtﬂ
_ [ wel'| p+E € 1+92) (1)
AOIAIJHI =1+ Bw 9,01 (—ufZ/gC (132)

i Op —o; T o 1 — ""Hrel
P P 0p(1+%§)(77—1)

I E(w—1 7C

— B- f(‘gp : A/lHt+1
| _pot(w-1) \2
o (1) -1

However, now
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A

A€

| 5 Ht+1
A [ wel” = 000 0
A'BiT = 1+9— ’Lﬁl 00 0 0
- p (n-1)op
0
— _ﬁ A/ifltﬂ
(1+48) -1)

Focusing on the first entry of J;, consumer price inflation is given by:
—AAE we Zw—1
ner = ( _Hz+1) *[ﬁ(l—( 9ng))+ é(w wz_
(1+g—;)(n—1) 1+48 )] 0p(1+45

For case (ii), note that J;,; = 0, but also

0
~1-1 —B M
N - 0 00 Al
AalBlrtH: 1+% Z)_,Bl - 0] 1(-)1t+1
p (n-1)6p
0

Therefore,

_ 1A 0
Ji = A01A1J1+1 +A01B1Fz+1 = [ 0

which implies that ¢, = 0.

D Model with Physical Capital

(133)

(134)

(135)

(136)

In this section, we provide an extension of the baseline model that introduces physical capital in

production. We first describe the model, and then compute simulated inflation in the model. This

serves to demonstrate the robustness of the key findings to the inclusion of physical capital in the

model.

D.1 Model Equations

We make four modifications to the baseline model. First, we modify the production function to

include capital as a primary factor. Second, we introduce a law of motion for the capital and specify

the production function and market structure for investment. Specifically, investment is produced
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competitively from domestic output, subject to costs of adjusting the capital stock. Third, we derive
an optimal investment condition by which marginal costs of creating a unit of capital is equal to
the shadow price of capital. Fourth, we impose an arbitrage condition that equates the expected
rate of return to capital to the real interest rate in the economy.

Formally, the aggregate production function is now:
Y, = Z(L2K, ") M. (137)
The law of motion for capital is:
K=K, _1(1-0)+ 1 [1-¢(l;/K-1)], (138)

where the function ¢(-) captures the cost of adjustment the capital stock, and it satisfies the follow-
ing properties: ¢(6) =0, ¢’(6) =0, and ¢”(-) > 0. We assume that investment is produced using
home goods, so the market clearing condition for home goods now becomes:

2
P
YHt:CHt+MHt+It(1+()D(It/Kt—l))+Xt+?(P dl —1) Y, (139)

2\ Pus1

Since the price of one unit of investment is Py;, optimal investment implies that the shadow price

of a capital good, Pg;, is equal to the marginal cost of creating it:
P (1= (I /Ki-1) = ¢'(I; | Ki—1)1; [ Ki-1) = Pp; (140)

Finally, arbitrage implies that the rate of return of capital satisfies:

Cz+1)_p Pcy .
E 1+
,[ﬁ( )

_ MCi1 Yy Pgiy
B (Ct+1) P PciPrys (1-0)(1-a) PH,HIKHi + PZHII (1-9)

G Pcii1Puy %
Ht

=E

(141)

The log-linearized model with capital is presented in Table 4. The notation generally follows
the baseline model. We add four new variables related to the cost of capital and capital acu-
mulation, where hats denote log deviations from steady state: i, is physical capital investment,
k, is the capital stock , ;Tg_a\k, is the relative price of capital (relative to home output), and ;3, is
the real rental rate of capital. The equilibrium system has 17 endogenous variables, including
prices {r’vT/,,;Et,ft,r’p\k,,iﬁ\c,,c}t,ﬁm,ﬁa} and quantities {jit,rht,lA,,mHt,lzt,i;,cAH,,cA,,it} and 4 exoge-

. AC AM A% »
nous variables {A;, A6/, %}
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Table 4: Log-Linearization of the Model with Capital

. . T Pa 1 7C

Consumption-Leisure I, = gt g L/,(n_l)/lm
. . A _ n 3C A

Consumption Allocation CHt = T]Tl/l TG

Euler Equation G = Eilry1 — ,l) (7 — Etmcrer)

it = rmc; + J; —rwy
Input Choices Ry = rmc; + 9, — Tllj/i%

e = S A, +

ki = ~(ird; +6rpk,) (i +8) + Fmc, + 9,
Production Function V=% +(1-a) ((1 — o)k + Qf,) + iy
Law of Motion for Capital ki =(1=8)k_1 + 66,

Optimal Investment r’p\kt =acx* (ft — 12,_1)

1\ __
Domestic Price Inflation TH = (6 p ) rmc; + BE; (myi+1)

) _ 1 (3¢ _3C
Consumer Price Index e = TH + 5oy (/le /le—l)

Market Clearing . A .
X = nnTl/le +n4; +¢;
b = ¢+ %qt
. —_— T . N A 1_ —_—
Arbitrage re+rpk,— Ei[mgi] = E; [%ﬁ- ("mCt+1 + Vi1 — kt+l) + l_grpkt+1:|
Monetary Policy Rule 7 = wrey

D.2 Inflation Dynamics with Capital Accumulation

To simulate the model with capital, we need to calibrate two new parameters. We set the capital
share in value added, (1 — o) to 0.4. Note that our baseline model is the limit of the model with
capital when (1 — o) tends to 0. We set the adjustment cost parameter, ac,*! to 0.5, which implies a
standard deviation for the price of capital that is half the standard deviation of investment. This is
close to the relative standard deviation in U.S. data; At business cycle frequencies, it is around 1/3,
but it increases to around 1/2 when medium-term frequencies are included in the analysis [Comin
and Gertler (2006)].

41

ac is equal to ¢” (I/Ko) * (In/ Ko)*where I/ K, denotes the investment to output ratio in steady state.
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Figure 11: Simulation of Inflation in the Model with Physical Capital

(a) Simulated Inflation (b) Simulated Inflation for Individual Shocks
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Figure 11a presents the simulated inflation series after feeding in the observed home sourcing
shares in the model with capital. For comparison purposes we also plot the simulated inflation
series in the baseline model. Figure 11b separates the inflation series resulting from changes in
home sourcing shares for final consumption goods and for intermediate goods.

The main takeaway is that the dynamics of inflation in the model with capital are very similar to
the baseline. Inflation increases in response to the decline in home sourcing during the first half of
the simulation period, and then declines in the latter half as home sourcing of inputs reverts, much
like the baseline model. The main difference vis-a-vis the baseline concerns dynamics around the
Great Recession, where input sourcing shocks push inflation up more in the model with capital
than the baseline model. This is a somewhat tangential feature of the data, on which we place

relatively little weight.

E Three Equation Model with Capital Inflow Shocks

As described in the text, the model with capital inflow shocks makes one change to the baseline
model (summarized in Tables 2-1). We drop the complete markets assumption, and we thus replace

the risk sharing condition with with a trade deficit equation given by:

TDY; (PutY;) = PritcitCrr + Prityas M — P Xs, (142)
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where T DY, = TD 7 1s the trade deficit as a share of gross output, which is treated as an additional
exogenous Vanable (i.e., shock). This expression can be log-linearized as follows:

EXOJGZ,

— c 1-na5 Jre -3, -
TDy (idy, +3:) = 1M ((—(n_l)(l_ 0)) Ht+ct)+IM ((—(n—l)(l s | At

(143)

where we used /igt =— (1AAC )ﬂfh, /IM (1/1/1’” )/l% /lc =1 -n)(Pu:—pPct), and /i% =(1-
1) (Pra: — Puy) to rewrite the expression. Further, T Dy = T DYy (ProYp) is the trade deficit, 1 MOC =
ProtcoCro is the value of imports for final consumption , IMé” = ProtmoMFpo is the value of
imported inputs, and E Xy = PyoXp is the value of exports, all evaluated at the date zero steady
state.

We now proceed to use this trade deficit condition in place of the risk sharing condition to
re-derive the Phillips and IS curves, as well as solve for the real natural rate of interest. These

derivations support the discussion in main text.

E.1 Phillips Curve

Referring back to Appendix B.3, Step One and Step Two of the derivation are identical. Starting
with Step Three, we need to solve for the real exchange rate gap. The goods market clearing

condition is:

A A 1 . A
$, = sc —1T4;+ét+sM —ETA%+4wwfh%———TA% +sX-—1T4;+n@+éj. (144)
— — ]7 — —
Evaluating this expression in the flexible price equilibrium and taking differences gives us:
A Sc A A SM | — Sxn A A
P =9 = (I—SM) (&—él)+ (I_SM)rmct+ (1_SM) (G:—47). (145)

In Appendix B.3, we eliminated consumption using the risk sharing condition. Here we will
use the trade deficit equation instead. Using Equation 143, we can substitute out for 7z, and X;, and

then rearrange to get:

_ 1-nA¢
TDotdy,+(TD0—1M(§”)y M 7 0 —EXO(L)
(-1 -5, n-1
1-aM,
(n—1)(1 -3,

7C Ca
A, +1ME ¢,

1
+[MM( W_JﬂMﬁJW[rmq EXong, — EXoé'. (146)
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Evaluate this expression at the flexible price equilibrium, where rmc; = 0, and take differences to
obtain:
(TDO - IMé”) (o= $7) = IME (& - &) + IMY Fmc, - EXon (6 - 47 - (147)

Note there is no direct effect of the trade deficit here, because it is assumed to be the same in
the actual and flexible price equilibria. The steady state trade deficit matters for determination of
the coefficients in this equation, but the main difference from the baseline model is that the real
exchange rate gap is no longer linked to consumption via risk sharing.

Equations 145 and 147 allow us to solve for the real exchange rate gap in terms of the gross

output gap and real marginal costs:

M C(1=s M C|(s
1M+ 1M (52 ) - 7Dy 1My - 1m§ ()

e, (148)

C (sxn (5}[ B ﬁ;l) M C [ sxn
M (?) + EXon M (;) +EXon
Proceeding to Step Four, we need to link real wages and the output gap. Starting from Equation

59, we use the Equation 145 to replace the consumption gap:

ﬁh—Fw7:(1:;w)k%—dl+(1:2w)L%—9ﬂ
1- ~ NG S0 7l i
o (e e e (s e

1+ay sc

where & — & = 1;2’” (9 —9") - Mrme, - (4:— §""). We then use Equation 57 to replace rmc;,

and rearrange to obtain:

(g:—qr) (150)

(m —171/\\/”) — p(l _SM)"'wSC (A _ An) _ PISX
T E T apyscrp(—aysy | T T v ag)se+ p(l—a)sm

Then we combine Equations 148, 150, and 57 to write the real wage gap as a function of the output
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gap:

e —rw; = 3 x (9= 97) (151)
-1

M C |
1My - v (22)

__ prsx(l—a)
with y=|1+
(1+ay)sc+p(l—a)su IMC (1) + EX,
0 SC on
M C(1l=s
d ; 1 (1= sm) +y Mg+ 1M (53 T
and y = p(1=sp)+ysc—pnsx
(1+a’lﬂ)sc+p(l—a’)SM IMOC(%)'FEXOU
In Step Five, we write real marginal costs as a function of the output gap:

Fme, = (=) gx [9:-5/]. (152)

And finally, this gives us the domestic price Phillips curve:

e-D-a)xx\r. .
o = (( X ; b ) (= 37'] + BE: (xa41) (153)

The end result of this analysis is that the domestic price Phillips curve is nearly identical to the
baseline model with complete markets, but for a change in the slope of the curve. The consumer
price Phillips curve then inherits this modest difference. Importantly, neither the domestic sourcing
shocks, nor the capital inflow shocks shift the domestic price Phillips curve. As a result, only the
domestic sourcing shocks for final goods will appear in the consumer price Phillips Curve, as in

Equation 34.

E.2 1S Curve

Referring back to Appendix B.3, Step One of the derivation of the IS curve is identical. In Step
Two, we link consumption and output gaps. Starting from Equation 145, we plug in for the real
exchange rate gap using Equation 148, and then evaluate real marginal costs using Equation 152.

Rearranging the result yields:

& =6 =0(3-97), (154)

s 1-s
with 0= (120 |1 () o (s ) (28 LD g () (8t Lt )
M (?)+EX077 M (Y)JrEXOn

S, 1-spr 1-sp
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Via Step Three, the dynamic IS Curve follows:

1 . .
3= 97 = Et [Jee1 = 91| o GETAR (155)

As in the Phillips Curve, the immediate effect of relaxing the complete markets assumption is to
change the slope parameter. The deeper impact of this change in the model is hidden from view,
embedded in 7.

To derive the real natural rate, we refer back to Equation 83. To solve for consumption growth
in the flexible price equilibrium, we first use the output market clearing and trade deficit equation
to eliminate the real exchange rate and link output and consumption. From output market clearing,

the real exchange rate is given by:

. 1-s 1-s A sc\., 1. Ry A
-5t () o

Sxn sx(n sx1

Then substitute this into the trade balance condition and rearrange to get:
sn _ ony 3C | A y M Y
= TC/lHt+cf+‘I‘M/lHt+Ttdytdy,, (157)

where the coefficients are given by:

B ’7/120_1 n sc
P [IMC+EXO( ) ~IM§ - +EX0(—) (—)
Sx (-1 -25) n—1)\sx
-1
T = [IMOC +EXp (S—C)] EXo (S—M) >0
SX SX
-1

TDy < 0 ifTD() > 0.

y o _ c sc
1 = [IM0+EX0(SX)

Now we use the production function, labor supply, and real marginal cost equations to link output
and consumption. The real marginal cost equation (recognizing that 7mc, = 0 in the flexible price

equilibrium) and the labor supply condition yield:

Mmoo _B A (07 AM 1 C 1 A
lt = WCt '7”(77_1)(1 CZ) Ht l//(ﬂ 1) Ht w(l_a)zt (158)

Then we plug this in to the production function to get:

N S B VR U VO S SO | PR G
AT (1+¢)(1—6¥)Zt (n—l)(l—a)( )AH’ oo - (159
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We then combine Equations 157 and 159 to solve for consumption:

& =Yg+ 05, A £ e G + ‘r;'dyziz‘y,, (160)

where the coefficients are given by:

)
S \y+pl\1-a

¢ _ _ v a 1+y y
=5 e () <0
c w Y]

T =— T
T Tyaplym-nTe
re=- s,
Y+p

The final step is then to insert this solution for consumption into the Euler Equation, and solve for

the natural real interest rate:
7' =T, EAInze + Ty EAIMAY,,  + YcEAAS, | + TayE:Alntdy., (161)

~ ~ ~ ~ ~ c _
with T = p0¢ >0, Tag = p05, <0, Te = pG, and T, = p05, > 0. And Te < 0if 1M§ L2000 >
HO

X0 € (pn+1). The new result here is that an expected increase in the trade deficit (E;Alntdy, ;1)

(n-1) sx
raises the natural rate of interest.

F Model with Variable Markups

Drawing on Section 3.2, we briefly describe new equilibrium conditions for the model with Kim-
ball demand and dollar currency pricing. Consumers choose consumption of individual home and
foreign varieties to minimize expenditure with the consumption aggregator given by Equation 41.

In a symmetric firm equilibrium, this yields the following equilibrium conditions:

D¢, P
CHtZVLP( c ”‘)c, (162)
Ct
Destes P
Cpf=(1—v)‘P(—CITC’ F’)Cz (163)
Ct
Cu; Cr:
TI—=|+(1=-V)T|———|=1 164
v (vc,) (1=v) ((l—v)Ct) (164)
Pc,;C; = Py Cht + 7¢1 PFiCFy, (165)
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where ¥(x) = T ~!(x). These replace first order conditions for the consumption allocation and the
consumer price index in the baseline model.

On the production side, Home producers choose home and foreign input use to minimize costs
given the input aggregator in Equation 42, and they set prices for sales to domestic buyers and

export buyers separately. The new equilibrium conditions are:

My, = &Y (DM’P ”’)Mt (166)
Mt
Mp, = (1-6)¥ (W) M, (167)
t
My, Mg, |\
fT(sz) +( _m(a —f)Mz) - (168)
PyiM; = Py My + Ty PriMF;. (169)

We assume that exporters face a constant elasticity demand curve in the foreign market, such that

€x
X, = (1:{3,_)%) C;, similar to the baseline model. The (symmetric) firm’s optimal prices then satisfy

the following dynamic equation in the domestic market:

vl Aol

Py, Pri— Pri
Chi\? P P Py i1 Yrie1 P
+,8Et [( t+l) Ct ¢( Ht+1 _ 1) Hi+11Ht+1 ' Ht+1 ] ’ (170)
G Pcii P, Py:Yy: Py

DCtPHt) CH: + ':\P (DMtPHt) Mp;

where ey; = — [E\y( P T o Yoo, ] is the elasticity of demand at Home, with

Ey(x)= l\}'y(%)x and Yy, = Cy; + My;. With the Klenow-Willis T-function, the elasticity of demand

for Home goods by Home buyers is: €y, = %EISI + A;Iir 6%, with 65, - (1 teln O_T_l Celn D%(iﬂt )_
-1
ande%:0-(1+81n0T—1_81nD,\;);Zm) )
The firm’s optimal prices in the export market are given by:
MC P P
oS )
Px; Px;—1 Px;-1
+I8El [(Ct+l)_p P, (PXt+l _1) Pxri1 X1 PXZ‘+1:|, (171)
G Pcys Px; Px;X; Px;

where €y is the constant elasticity of export demand.

On the import side, we assume foreign producers set import prices in dollars (exclusive of trade
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costs), subject to adjustment costs. Their optimal pricing rule is analogous to the Home firms:

0:1—6Ft(1—EtMC;k)—¢( Pr —1)( Pr )

Pry Priq Priq
+BE [(C;*H )_p E\P, (PF;+1 B 1) Prii1Yrin (PFt+1 )] (172)
‘Ne ) EaP, "\ Pr PrYpe \ Pr )]

DCzTCzPFt) Crr + By (DMITMtPFt) MF,

ey T P T ] is the elasticity of import demand and

where €r; = — [E\y(
Yr: = 17¢:Crr + Ty My

Collecting and log-linearizing the model equilibrium conditions yields the system in Table 5.
To reduce and simplify this system, we make the following observations.

First, we calibrate the model so that preference parameters v and { match the domestic shares of
final and input expenditure. With an appropriate choice of units, we have Pro/Pco = TcoPro/Pco =
1 and Pyo/Pyo = tmoPro/Puo = 1, so Cro = vCoy, Cro = (1 —v)Co, Mpo = {Mp, and Mpo =
(1-0)Mo.

Second, with this result in hand, it is possible to show that dc, = 0 and dy;, = 0 in any equi-
librium. Working first with consumption, the final goods aggregator implies that aggregate con-

sumption satisfies ¢ = @c}{, + %c‘p,. Given the nominal spending identity Pc;C; = PyChy +

Co Co
.. N R . N P
7c+Pr;Cry, then the price index can be expressed as pc; = CC—’f)OpH, + CC—’:)O (fcr + Pr:), where P—Z’g =1

and TC}‘,’—;”’ = 1. Then, plugging the first order conditions into the consumption aggregator and

simplifying yields:
Chool({s: . . Crof(s . . . A
0=—2 [(dCt + PHr —PCr)] + 2 [(dCt + Tt +th_pCt)] =dcy,
C() CO

where the second equality uses the prior result for pc;. An identical procedure applied to inputs
then returns ch, =0 as well.
Third, we can draw on the arguments in the text and these first two results to write relative

prices as functions of changes in domestic sourcing shares:

. 1 .
Prs = Per = =—— Ay, (173)
~ ~ ~ 1 ol 1 /lFO ~C
Tt Pre—per=— 7 1/1F, al— /l—HO/lH, (174)
~ s Y
DHt —Pmt = —;ﬂm (175)
. 1. 1 Apo «
T+ PR =P = ——— M — 11_:())%’ (176)

C c _ M M _
where we have used /lHt+/le =1 and /lHt—I—/lFt =1.
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Fourth, given this rewriting, we can solve a subset of the equilibrium system to determine
inflation. In particular, we can drop equations that pertain to demand for foreign final goods and
inputs, and we can drop the dynamic pricing equation for imports and associated definitions of the
elasticity of demand for imports.

Together, these four sets of results imply we can collapse down the equilibrium into the system
presented in Table 6. In the table, 7py, = Px; — Pur, and other variables match definitions in the
baseline model.

A few additional words are helpful to interpret how we write the elasticity faced by domes-

tic firms (€y;) in this table, and this discussion helps one interpret Equations 46-47 in the main

text as well. In the steady state, 6 1{1"’0 = 0. A sketch proof of this statement is as fol-
lows. Using the Klenow-Willis functlonal form, the first order condition for consumption is Cgo =

ole
(1 +eln ((’ 1) —&ln (Df,f’—ci”o)) , where we have evaluated it in the steady state. Since 1;”8 =1

CHo

and = 1 in the steady state, then D¢ = T' A parallel argument for inputs implies that Do =

Rt 1 too. Then €

-1 -1
o-1 _ DcoPro _ M _ o-1 _ Dp1oPro _
Ho—o-(1+sln— (s‘ln—Pc0 ) —O'andeHO—O'(1+sln— sln—) =

Pumo
Cho €4 B Cho

ChHo €Ho Mpo o (5, _ o _ : PN
o. G1VCen this reAslult, e (Crr — Vur)+ S (M — Ym:) =0, since Too 0ty + mHt Yu:. So,
€y = #é%gt Y”O g’t as in Equation 46. Further, the same results lead é e and €y to simplify as
well, where only the parameter & governs how relative prices influence dev1at10ns in elasticities

from steady state.

G Multisector Model

The structure of the multisector model follows the one sector model closely, so we emphasize

modifications in our discussion here.

Consumers Consumer preferences are given by Equation 18, with aggregate consumption de-
fined as in Equations 49-50. The consumers intertemporal budget constraint is adjusted for the

multisector structure:
Z Pri(s)Chy(s) + Z Pr(s)7ci(s)Cri(s) + E; [Qt,t+lDt+1] < D+ WL, (I77)

where the prices of the composite goods are {Pg;(s), Pr:(s)}. The parameter 7¢;(s) is an iceberg
trade cost, paid on imports.

Given {Pg(s), Pri(s),Q11+1, W, } and initial asset holdings, the consumer’s problem is to choose
{C;,Chy(5),Cr(s), L, Dy41 } to maximize 18 given 49-50 and subject to 177 and the standard transver-
sality condition.
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Table 5: Log-Linearized Variable Markups Model Equilibrium

Consumption-Leisure

Consumption Allocation

Euler Equation

Input Choices

Marginal Cost
Domestic Price Setting
Import Price Setting

Export Price Setting

Auxiliary Inflation Definitions

Elasticities

Price Indexes

Market Clearing

Exports
Complete Asset Markets

Monetary Policy Rule

R

Cr =

-

—56‘, + 4w, - sz]+ (PH: —Pce) =1

v
A ChHo —elo (. ~ ~ A
CHt:—O'(VCO) (dCt+th_pCt)+Ct
A Cro \%/7 (5 A 5 5 A
CFt=—0'((1,V)CO) (dCt +7ct +PF: _pCt)+Ct

[ _ﬁHt]+it = [nic,

(Pm:
i = (

Mpo

_ﬁHt =-Z
THt =
Ft =

—ér; . (€po-1)
I [

(e
Xt = X

—PH ]+,

Mpo

(1-0)M,

MO [ —rht]+exp(—é(

N N C
[¢H: —C,]+6Xp(—é (ﬁ

=E; (Cr41—(re —mce41)/P)

~PHt]+3:

=[nic —PpH]+ 3t

MFpg )
(1-0)My

+(1-a)(Wr —pH)+a(Pm:

glo /. . . N
) (th+th_PMt)+mt

&/ A
) (th+7A-Mt+ﬁHt_ﬁMt)+"Ant

Mg
M

8/0’)

~PH:t)

- -1 n N
“ene 19D (nic, — pric) +BEr (Thie1)

)8/0—) 2 [¢Fe—¢]

[ =it

~(Bri=ped)+ (me; = pg, )| +BE: rr i)

XD ((nic, - pre) - (Pxi — Pro)| +BE; (mx141)

war =P ~Pct)~PH-1—PCr-1)]+7Ct

nxr =[Pxt —PHt)—Dxe-1—PH-D]+7H:

nrt =[(PFre —Pct) = PFi-1 —Pcei-1]+7cy

Xr = —ex (Pxt
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with €, =—£€5, (cic, +PH: —ﬁCt)
and éM = —ﬁeﬁ,"o (ciM; +PH: —ﬁMr)
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Table 6: Simplified VM Model with Domestic Sourcing Shocks

Consumption-Leisure —gc}+ir’v\vt e l)ﬂc —i,

Consumption Allocation CHr = 5= 1/1 a6

Eulel‘ Equation él‘ = Elél+1 - ; (ft - Et7TCt+1)

lt :rmct+}’>[—mt
Input Choices A —— 1 M
Wy =rmc; + Y — = Ay,

mH[ - /lM +mt

rmc; = (1— a)rw, +-5

Domestic Price Inflation 7y, = ; 3 @ﬁn\c, +BE; (mgs+1)

= (5L) (7, — ) + BE: (rxian)

Marginal Cost e Mz

. . X =
Export Price Inflation =
Wlth Tt = [@Xt - ’:E?Xl—l] + Tyt

me+ 7 (4G, - 16,

2 CHo 2C | Mpo ~M
€Ht = Yo €Ht T Yo €H:

Consumer Price Inflation ncr =

Elasticities . _ & \ AC
with € EHt - (ﬁ) /lHt
and &) = — (-£) M

A Xo
Ve = Yo Ly, + xt

: o _ Cmon M
Market Clearing Yu: = v, CHi + 3, Sy,
€ 4 ey gi +¢f

Xt = —€xrpyx;+ 01 Ht
I A
Ct_ct +/_)Qt

Monetary Policy Rule 't = wney
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Producers Similar to the baseline model, there is a unit continuum of varieties in each sector,
which are produced under monopolistic competition. To simplify the notation, we assume that
these varieties are aggregated into composite goods, which are then consumed at home and ex-
ported.*?

Varieties are aggregated by competitive intermediary firms into sector-level composites with

the technology:

e(s)/(e(s)-1)
) ) (178)

1
Y,(s) = (/ Yt(s’i)(f(s)—l)/ft(S)dj
0

where Y;(s,7) is the quantity of variety i used to produce the composite Home good and €(s) is the

elasticity for sector s. Given prices {Pg,(s,i)} for individual varieties, cost minimization by the

1\ —€(s)
intermediaries yields these first order conditions and price indexes: Y;(s,i) = (M) Y;(s) and

Pr(s)
Pri(s) = [/Ol PHt(S,i)l_E(s)di] 1/(1—e(s)).
The production function for individual varieties is given by Equations 52-54. Producers of
differentiated output set the prices of their goods taking as given the demand and select the input

mix to satisfy the implied demand. The firm chooses a sequence for Pp;(s,i) to maximize:

-p

= C 1 PHt(S’i)
E) B———
IZ;‘ C," Pci

— - . (179)
PH,t—l(s’l)

2
1) Pri(s)Yi(s)

PV 5) - MCs ) 5) 5

where M C;(s,i) is the constant marginal costs of the firm (defined below). Further, firm i in sector
s chooses {L;(s,i), M,(s,i), Mg,(s,i), MFp(s,i)} to minimize the cost of producing a given amount of
output Y;(s,i). Like consumers, the firm must pay iceberg trade costs to import inputs, given by

:m:(s), where s denotes the source sector of the goods.

Closing the Model Output market clearing for composite goods is:

Yo ( Pu(s,i)
2

1 2
K6 =Co0)+ 3 [ Mntss pajsxior [ (2001 v aso

where X;(s) is sector-level exports. We again assume that demand for exports has a CES structure:
—1(s)
X(s) = (PH’(S)) C/(s) with P;(s)C; (s) = y(s)P;C; where the export demand elasticity is the

S, P (s)
same as that between Home and Foreign goods for domestic agents.*?

The labor market clearing condition is: ) fol L(s,i) = L,;. The international risk sharing con-

“In contrast, in the baseline model we define preferences and technologies over varieties directly. Here we move
aggregation of varieties into a separate production sector to lighten the notation.

43 As in the baseline model, P; and C;" are aggregate foreign prices and consumption. The model now accomodates
sector-level shocks, via foreign sector-level prices P;(s).
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dition applies, as in the baseline model. And we close the model via the same Taylor rule for

domestic interest rates.

Equilibrium For reference, we collect equilibrium conditions in Table 7, without imposing a
price normalization.
As in the baseline model, we work with the model equilibrium written in terms of domestic
i _ Pri(5)Cri(s) 'y = PuiOMu(s'9) 1y »
sourcing shares. Ac¢(s) = P0G ) and Ap(s,s) = Par (s M5 5)" Using first order conditions,
we can related equilibrium prices to these shares as follows:

1/(1-n(s))

C
Pr(s) _ Ai(8) (181)
Pc(s) v(s)
;G\ =G
Pl _ (A5 ) (182)
Pui(s’,s) E(s',s)
Thus, we can swap out for f;’;’:g; and P};Zt((ss';) throughout the equilibrium system.

We collect log-linearized equilibrium conditions in Table 8. In the table, we define relative
prices as follows: 7w; = W, — Pcy, 7P, (8) = Pei(s) — Per, Tmcy(s) = mci(s) — pue(s), rpm,(s) =
Pumi(s) — Per, and 7p,(s’,s) = pi(s’,s) — pui(s). Given parameters, exogenous variables (foreign
variables and domestic productivity), and domestic sourcing shares /ifh(s) and /i%(s’,s), an equi-
librium is a path for prices {m,,ﬁ)C,(s), rmc(s),rpm,(s),7p,(s’,8)s P, G, (), ﬂ,} and quantities
{é,,l;,c}(s), Cre(9),5(5), $¢(8), B (), 171 (57, 8), g (87, 5), )Et(s)} that solve the dynamic system in Table
8.

To simulate the model, we set parameters already defined in Table 3 to the same values, and we
set n(s) = e€(s) = 3, except where noted in the text. We set parameters that govern the multisector

input-output structure to match data for 1996, with non-manufacturing sectors defined to include
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agriculture, natural resources, and services. The parameters are given as follows:

21| [0.1854
2(2)|  |0.8146
()] [0.7896]
®(2)|  [0.4402

la(m) a(1,2)] B [0.4868 0.0911]

a(2,1) @(2,2)|  ]0.3028 0.3491

v()|  [0.7755
v(2)| |0.9954

£01,1) &1,2)] [o0.7221 0.7624
£2.1) £2.2)| |0.8876 0.9815|
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Table 7: Equilibrium Conditions for the Multisector Model

Consumption-Leisure c’ PKC’t =L’

Peits)) ™’
Cis)= ¢ (%22) e
Consumption Allocation

3\ ~7(s)
Cinls) =v(s) (528) ™ Ci(s)

Crils) = (1~ vis)) () ™
Euler Equation 1=E, [,8 (Cgl )_p Pf:)itﬂ (1+ i,+1)]
WiLi(s) = (1 - a(s)MCy(s)Yi(s)
P (s)Mi(s) = a(s)M C,(s5)Y,(s)
Input Choices Mi(s'.s) = % ( % )—K Mi(s)
My (s’,s) = £(s,5) (i:f(;(/i;)))—n(s’) Mi(s's)
Mid(s') = (1~ £(5,5)) 2 2m) ™y )
Marginal Cost MC(s) = A—W’I_Q(S)PM ((5)7 with  A(s) = a(s)™ @ (1 — a(s))~0-26)

Z(s)

, 1/(1-x)
Punls) = (£, (22) Po(s', ')
P((s',5) = [f(s’aS)PHt(S’)l_n(sl) + (1= &(5,5)) (Tags(s")Pry(s7)) 716"

MCi(s) Pr(s) Pr(s)
(1=e()+els) Pr;(s) ¢ (PH,z—l(S) B 1) Pr;—1(s)

C;ﬁ Pc; (PH,t+1(S) _ ) PH,t+1(s)Yt+1(S) PH,z+1(S)
C,_p Pciv1 Pr(s) P ()Y, (s)  Pr(s)

Per = (2, £(5)Pey(s)1=) /U7

Input Prices
] 1/(1-n(s"))

Domestic Pricing

+E (B

Consumer Prices ) 1/(1-5(s))

Pei(s) = (V(S)PHz(S)l_”(S) +(1=v(s)) (rci(5)Pri(s))

15) = Ci(s) + B M)+ X(5) + 4 (7250 1) 1)

Prim1(s)
Market Clearing X,(s) = ( I;Z: (Qst))—n(s) ” ;’)t* [()’Y )C:
2sLi(s) =Ly
Monetary Policy Rule 1+, = (1 +1) (%)w
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Table 8: Log-Linearized Equilibrium Conditions for the Multisector Model

lmt = lt

Consumption-Leisure —2¢ + 7

¥

Consumption Allocation Ci(s) = =0rpci(s) + &

Ere(s) = =102 (5) + é(s)

Euler Equation ¢ = Ei(Gre1 — (1 —mess1) / 0)
Wy + b (s) = Fme(s) = mo Ht(s) +7 i (s) + 9i(s)
Input Choices rpm,(s) + iy (s) = rmc(s) — ,7(5) 2 AG () + 7Py (s) + $i(s)
iy (s',s) = —krp,(s’,s) + A (s)

urag(s',5) = ,,z’;f)) A (5',5) + (", )

Real Marginal Cost rmc,(s) — g ) 1/12,(s) +7pe,(s) = (1= a(s)) iw; + a(s)ipm,(s) — 2,(s)
— , PMO(S ,S)M()(S,,S) 7 ’
Input Prices 0=2 ( Paro(5)Mo(s) ‘) rp;(s’,5)

Pu(s',9) = (i) A (5" 9) = 57 A5, (5) = D)
Domestic Pricing () = Mfn_TC;(S) +BE [mH1+1(5)]
Pco(s)C
0=2, ("8 e
Consumer Prices
71i(5) = =5 (15, = 25, (9)) + 7P (5) = Py () + 7

$u(s) = S0y (5) + 3, My 5,7y 4 ) g, )
Market Clearing £(s) = ?s()s) /lc () =n()Fpc(s) +n(s)g; — (B} ()= Py, ) + &
=6+ ;%

>, B9s) =1,

Monetary Policy Rule 7 = wrey
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