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Idiosyncratic risk (IR) plays a central role in financial markets. There is an extensive literature (reviewed 

in the next section) trying to understand the determinants of time-series variation in average idiosyncratic 

risk. This literature is especially focused on understanding the high average IR in the late 1990s and the 

overall increase in average IR from the 1960s to the early 2000s. To date, there is no consensus in the 

literature. In this paper, we show that IR is historically low over the recent years and explore this empirical 

fact to shed light on the determinants of IR variation.1 Our key result is that the low IR of the recent years 

can be explained by variation in the characteristics of listed firms. We argue that such variation is linked to 

the dramatic changes in the number and composition of public firms that have taken place since the late 

1990s. 

The literature has provided several explanations for variation in IR, and they can be broadly classified 

as based on (i) macroeconomic variables (including market risk) and (ii) firm characteristics. We follow 

this classification and explore both as possible explanations for the low IR of the recent years. In the first 

part of the paper, we show that macroeconomic models of IR predict a lower than historical average IR for 

2013-2017, but they cannot explain why IR is so low. While there is a strong relation between market risk 

and IR, market risk in recent years is not significantly lower than most years in our sample period. Using 

the historical relation between IR and macroeconomic variables from 1963 to 2012 predicts equally-

weighted IR to be 31% from 2013-2017 when actual IR is 26%, and predicts value-weighted IR to be 20% 

when actual value-weighted IR is 17%. Adding policy uncertainty, which is known to affect firm volatility 

(Baker, Bloom, and Davis, 2016), to the macroeconomic variables does not help reduce prediction errors. 

In the second part of the paper, we focus on firm characteristics. Small and young firms are known to 

have much higher IR. High R&D expenditures, high leverage, low profitability, and less liquidity are also 

associated with high IR. The recent literature has shown that the number of listed firms falls dramatically 

since the late 1990s, so that the number of listed firms in the United States is now less than in the 1970s 

                                                      

1 In our analysis, firm-level IR is constructed from daily intra-month market model residuals (two other measures are 

also explored). For the aggregate results, we use both monthly equal-weighted and value-weighted averages across 

firms. 
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(Doidge, Karolyi, and Stulz, 2016). Moreover, the listed firms in recent years are quite different from the 

listed firms in the 1990s (Doidge, Karolyi, and Stulz, 2016; Kahle and Stulz, 2017). Importantly, firms are 

larger, older, and more profitable; their common stock is more liquid. Such substantial and systematic 

changes in the characteristics of listed firms imply economically large decreases in IR relative to the late 

1990s. 

Since the characteristics of listed firms change dramatically over time, we use a novel approach to 

explain IR based on its link to firm characteristics. Specifically, we estimate models using the sample until 

2012 and use the model slopes to predict idiosyncratic risk at the firm level from 2013 to 2017. We then 

average predicted firm-level IR to obtain average estimates of IR. This approach reflects the distribution of 

firm characteristics each month and hence takes fully into account changes in firm characteristics as long 

as the determinants of IR at the firm level are reasonably stable, which we show appears to be the case. 

Using firm characteristics to explain firm-level IR and aggregating the results across firms explains the 

low recent IR much better than using only macroeconomic variables or using time-series regressions where 

the dependent variable is average IR and explanatory variables are macroeconomic variables and average 

firm characteristics. When we add lagged values of book/market, firm age, and firm size to a panel regres-

sion that has only lagged macroeconomic variables, predicted equally-weighted IR is 27% compared to 

actual IR of 26%. With value-weighting, predicted IR and actual IR are both 17%. In other words, firm 

characteristics can fully explain why value-weighted IR is so low in the recent past. 

We examine how our results are consistent with evidence that market risk is not historically low in 

recent years. If IR falls but market risk does not, it must be that stock returns become more correlated with 

the market. Large firms have higher market-model R-squareds. Hence, changes in firm characteristics 

should also lead to an increase in R-squareds. In line with this prediction, we find that average R-squared 

from 2013 to 2017 is higher than in any year from 1963 to 2006. 

The next section provides a summary of the related literature. Section 2 describes our data and con-

struction of risk measures and other variables. Section 3 studies idiosyncratic risk over time. Section 4 

investigates whether macroeconomic variables can explain the low recent IR. In Section 5, we show that 
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firm characteristics have more explanatory power for IR than macroeconomic variables and that they can 

explain the low recent IR. Section 6 shows that market risk is not unusually low in recent years and that 

market model R-squareds have increased as expected given the changes in firm characteristics. Finally, 

Section 7 concludes. 

1 Literature on the Determinants of Idiosyncratic Risk 

Campbell, Lettau, Malkiel, and Xu (2001, hereafter CLMX) document that idiosyncratic risk more than 

doubles for the average public U.S. firm from 1962 to 1997. More recently, researchers show that the in-

crease in idiosyncratic risk reverses by 2003 (Brandt, Brav, Graham, and Kumar, 2010). Further, Bekaert, 

Hodrick, and Zhang (2012) find that extending the sample of CLMX to 2008 leads to the results that there 

is no trend in IR and that IR is well described “by a stationary autoregressive process that occasionally 

switches into a higher-variance regime that has relatively short duration” (p. 1155). 

Since CLMX, much research attempts to explain the high IR of the end of the 1990s and the previous 

increase in IR. The leading explanations advanced in the literature are: 

a. Increase in competition. This explanation advanced by Comin and Philippon (2005), Gaspar and 

Massa (2006), and Irvine and Pontiff (2009) predicts that idiosyncratic risk increases with compe-

tition. 

b. R&D. Comin and Philippon (2005) posit that an increase in R&D expenditures leads to Schumpet-

erian destruction, which creates higher idiosyncratic risk at the firm level. Comin and Mulani 

(2009) propose a formal model. 

c. Financial development. Chun, Kim, Morck, and Yeung (2008) advance the explanation that fi-

nancial markets have become more developed, so that more private information is incorporated in 

stock prices. If more private information is incorporated in stock prices, stock returns should de-

pend less on the market factor, and market-model R-squareds should fall. Brown and Kapadia 

(2007) attribute the increase in IR to the increased willingness of markets to welcome riskier IPOs, 

which they view as evidence of greater financial development. 
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d. Institutional investors. Bennett and Sias (2006), Xu and Malkiel (2003), and Bennett, Sias, and 

Starks (2003) attribute the increase in idiosyncratic risk to increased institutional ownership. 

e. Irrational exuberance. Brandt, Brav, Graham, and Kumar (2010) attribute the high idiosyncratic 

risk of the late 1990s to “an episodic phenomenon, at least partially associated with retail investors” 

(p. 863). 

f. Young firms. Fink, Fink, Grullon, and Weston (2010) argue that changes in the age of listed firms 

explain most of the increase in IR. Bekaert, Hodrick, and Zhang (2012) build on this idea by using 

a model where idiosyncratic volatility depends on the fraction of young firms among listed firms. 

g. Growth opportunities. Cao, Simin, and Zhao (2008) posit that in the presence of growth options, 

shareholders have incentives to take the riskiest projects. Controlling for growth options, they con-

clude that there is no trend in IR. 

h. Profitability. Wei and Zhang (2006) show that firm stock volatility is negatively related to return 

on equity (ROE). They find that the upward trend in average stock return volatility is fully ac-

counted for by a downward trend in ROE and by an upward trend in the volatility of ROE. 

i. Macroeconomic factors. Bekaert, Hodrick, and Zhang (2012) find that most of the time variation 

in IR can be accounted for by variation in growth opportunities, market volatility, and the variance 

premium, which they argue is a business cycle sensitive risk indicator. Fox, Fox, and Gilson (2016) 

find that IR increases dramatically during crisis periods. 

At the firm level, Pástor and Veronesi (2003) show how investor uncertainty about firm profitability is 

an important determinant of idiosyncratic risk and firm value. Recent work also analyzes differences in 

idiosyncratic risk (as well as market risk and R-squared) across firms and countries (e.g., Bartram, Brown 

and Stulz, 2012). 

Our paper is also related to a developing literature on how uncertainty affects individual firms. Baker, 

Bloom, and Davis (2016) show that policy uncertainty increases firm stock return volatility. Using struc-

tural models, Bloom et al. (2012) and Bachmann and Bayer (2012, 2013) show that uncertainty shocks 
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generate drops in output due to their effect on investment and labor, and empirical studies also show evi-

dence of a negative relationship between uncertainty and investment (see, e.g. Gilchrist, Sim, and 

Zakrajsek, 2014; Kellogg, 2014; Bloom et al., 2007; Guiso and Parigi, 1999; Leahy and Whited, 1996). At 

the same time, uncertainty appears to increase research and development spending (Stein and Stone, 2012). 

Firms with more growth opportunities also have cash flows with longer duration, which is positively related 

to their level of firm-specific risk (Dechow, Sloan, and Soliman, 2004). 

The development of the literature on the determinants of IR is largely due to an effort to understand the 

increase in IR that culminated in the extremely high IR at the turn of the century. We add to this literature 

by uncovering the unusually low IR in recent years and exploring it to test the validity of previously pro-

posed IR determinants. We also use the low recent IR to assess how the dramatic changes in the number 

and composition of listed firms affect the risk profile of listed firms. 

2 Data and Construction of Risk Measures and Explanatory Variables 

Our sample includes all publicly traded U.S. firms for the period January 1963 through June 2017. We 

use daily data on individual stock returns and market returns from CRSP as well as quarterly and annual 

accounting data and firm characteristics from Compustat. Appendix A defines all the variables used in our 

analysis. We limit our analysis to common stocks (CRSP share codes 10 and 11) listed on the NYSE, 

AMEX, or Nasdaq. We exclude micro-cap stocks by dropping firms that are in the bottom 20% of the 

distribution of NYSE market capitalization (using one-month lagged values) as well as penny stocks with 

prices less than $1.00 (in January 1997 dollars), in order to avoid concerns that microstructure frictions and 

tiny stocks confound our tests. However, we have also implemented all our tests using all stocks available 

and find that most of our inferences are similar (we discuss in the text when they are different). This is not 

surprising as the correlation between the equally-weighted IRs for the two samples is 0.96 and for the value-

weighted IRs is 0.99. Our final sample covers an average of 92.9% of the market capitalization of all stocks 

with available data on CRSP. Coverage is only an issue for a few years early in our sample period (1963-
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1966) when Compustat coverage is relatively poor. Since 1966 our sample covers an average of 95.6% of 

total market capitalization. 

We use three methods for defining idiosyncratic risk and market risk. Our first method is based on 

standard market-model regressions to allow for monthly firm-specific measures of risk following the liter-

ature. Specifically, using daily data, we estimate (for each firm and month in our sample) the model 

Ri,t = αi + βi RM,t + εi,t (1) 

where Ri,t is firm i’s stock return (in excess of the risk-free rate) on day t, and RM,t is the return on the CRSP 

value-weighted market index (in excess of the risk-free rate) on day t. Our estimate of idiosyncratic risk of 

firm i is the (annualized) standard deviation of the regression residual εi,t, and our estimate of market risk 

of firm i is i times the (annualized) standard deviation of RM,t. We estimate the market model for all firm-

months with at least 15 daily return observations available in CRSP and drop any firm-month with idiosyn-

cratic risk less than 0.001. Estimating this model monthly for all stocks provides a panel of volatility esti-

mates across firms and months as well as aggregated time-series of market and idiosyncratic risk by aver-

aging the respective firm-level measures by month, alternatively using equal- and value-weighting. 

Our second method utilizes the approach of CLMX to create aggregated time-series for market risk and 

idiosyncratic risk for all firms. Daily data are used to construct monthly observations for each month. Our 

third method uses daily observations for the five factors of the Fama French (2015) model (i.e., the excess 

return on the market, SMB, HML, RMW and CMA), which are available since July 1963 from the Ken 

French data library.2 Similar to the estimation of the market model, we regress the daily excess stock return 

of each firm on the five factors in each calendar month and obtain firm-specific measures of idiosyncratic 

risk as the annualized standard deviation of the regression residuals. As an alternative to the use of daily 

returns, we also construct all three measures of idiosyncratic risk using daily series of overlapping 5-day 

returns. 

                                                      

2 The data is available at http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/index.html. 
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For macroeconomic variables other than market risk (which we measure by averaging firm-level market 

risk from the market model or CLMX model), we use the credit spread (Credit Spread) defined as the 

difference between Moody’s seasoned Baa corporate bond yield and the 10-year U.S. Treasury constant 

maturity rate, both provided by the Board of Governors of the Federal Reserve System. We source the S&P 

500 volatility index (VIX Index), starting in 1986, from the CBOE website. NBER business cycle dates are 

from the NBER website. The Chicago Fed National Activity Index (Chicago Fed Index) is sourced from 

the Federal Reserve Bank of Chicago website. The value-weighted stock market return is from CRSP 

(CRSP VW-Return). We obtain the quarterly uncertainty index (Uncertainty Index) for the United States 

over the period 1968-2011 from Kozeniauskas, Orlik and Veldkamp (2014). This index is an index of ex 

ante conditional volatility for GDP. We also use the monthly index of U.S. economic policy uncertainty 

(Economic Policy Uncertainty Index) covering 1985-2017 from Baker, Bloom, and Davis (2016). This in-

dex uses newspaper text analysis, the number of expiring tax laws, and forecast dispersion.3 

We construct inflation-adjusted market capitalization (Real Market Capitalization) by multiplying mar-

ket capitalization from CRSP (constructed by multiplying share price with the number of shares outstand-

ing) with the ratio of the All-items Consumer Price Index (CPI) of the month to the CPI of the base period 

(from Federal Reserve Economic Data (FRED)) using January 1997 as the base period. The age of the firm 

is measured as the difference in years between the observation date and the date of the first price on CRSP 

(Firm Age). As a measure of illiquidity, we calculate the Amihud (2002) illiquidity measure (Illiquidity 

Ratio) for each firm and month in our sample by taking the average of daily absolute stock returns divided 

by dollar volume. Poor liquidity in some stocks could cause asynchronous price movements that would 

affect our regression estimates. 

                                                      

3 The data is available at www.PolicyUncertainty.com. 

http://www.policyuncertainty.com/
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For our firm-level analysis we combine data from CRSP and Compustat. We define monthly values for 

firm-level accounting variables of interest by using the most recent quarterly/annual values, dropping ob-

servations for which Compustat data are unavailable.4 We calculate the book/market ratio as the ratio of the 

sum of common equity and balance sheet deferred taxes to market capitalization (Book/Market). Financial 

leverage (Leverage) is measured as the sum of total debt plus preferred stock divided by the market value 

of the firm’s assets (calculated as the sum of market capitalization, preferred stock and total debt). We also 

calculate the ratio of capital expenditures to total assets (Capital Expenditures/Total Assets) and the ratio 

of research and development (R&D) expenses to total assets (R&D Expenses/Total Assets), setting missing 

values of capital expenditures and R&D expenses to zero. We use the natural logarithm of one plus the ratio 

of the sum of cash and short-term investments to total assets (Cash and Short-term Investments/Total As-

sets). Return on equity (ROE) is calculated as the ratio of net income to shareholders’ equity. Following 

Kahle and Stulz (2017), we use sales data at the 3-digit NAICS code level (using historical classifications 

where available) to construct a Herfindahl index to measure the degree of competition (Revenue Her-

findahl). Using data from Compustat on index constituents starting in March 1964, we construct an indica-

tor variable for whether a stock is in the S&P 500 index or not (S&P Constituent). We use quarterly data 

on institutional ownership from Thomson Reuters to capture the fraction of shares outstanding owned by 

institutional investors (Institutional Ownership); these data start in March 1980. 

3 Idiosyncratic Risk over Time 

Figure 1 plots our time-series estimates of average IR. Panel A shows the equally-weighted measures, 

and Panel B shows the value-weighted measures. It is immediately clear from both Panels that, irrespective 

of how IR is estimated, the IR estimates in the last five years are extremely low. The only estimates that are 

lower than the lowest values of the last five years are in the 1960s. 

                                                      

4 We sum quarterly flow variables over the most recent four quarters. We combine annual and quarterly accounting 

data by replacing missing values in the 4th quarter with the respective annual observation. We replace missing values 

in other fiscal quarters with prior observations from fiscal quarters in the same fiscal year or the 4 th quarter from the 

prior fiscal year. Results are robust to using only annual accounting data. 
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Figure 1 shows clearly that IR is extremely high towards the end of the 1990s and in the early 2000s. 

There are two other periods with comparably elevated IR. The first period is during and immediately after 

the market crash of 1987. The second period corresponds to the period following the bankruptcy of Lehman 

in 2008. The figure also shows that, especially for equally-weighted IR, IR is elevated compared to histor-

ical values for much of the 1990s. Looking at the Figure from the late 1970s to the early 2000s, an upward 

trend is quite apparent. However, after 2000, IR falls steadily until the global financial crisis (GFC), so that 

immediately before the credit crisis it has extremely low values. In fact, the lowest values before the GFC 

are not observed since the mid-1970s. Obviously, IR increases dramatically with the GFC before falling 

again and at times taking values that are not observed since the 1960s. The fact that IR increases sharply in 

crises obscures the fact that outside crises and recessions, IR is quite low already before the GFC. The 

changes in firm composition discussed in the introduction start before the GFC. 

Figure 1 shows clearly that IR after the crisis is unusually low irrespective of the estimation method 

and irrespective of whether we use an equally-weighted measure or a value-weighted measure. We now 

examine whether IR is unusually low in the recent past more formally. In Table 1, we show estimates of 

regressions of measures of IR on indicator variables for each five year period since 1963. The most recent 

period of 2013-2017 is the omitted period, so that the coefficients show how IR for each five-year period 

compares to the most recent period. 

The first column of Panel A of Table 1 gives regression estimates when we use the equally-weighted 

IR built from market model residuals. We see that IR is higher in each five-year period than in the last 

period except for the first period where it is significantly lower. Not surprisingly, IR during the period 1998-

2002 is considerably higher. The second column shows regression estimates when IR estimates are obtained 

from the CLMX model. The same conclusion applies except that now the IR over the recent period is not 

higher than the IR of the first five-year period. The third column uses IR estimates from the Fama-French 

five-factor model. The results are similar to those obtained with the CLMX approach. The next three col-

umns in Table 1 show estimates for value-weighted measures of IR. With these measures, no five-year 
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period has lower IR than the most recent period. All but the first five-year period have significantly higher 

idiosyncratic volatility than the most recent period. 

One issue with the long sample period we use is that it combines data from the NYSE since 1963 with 

data for Nasdaq, which becomes available in 1973. Hence, from 1963 to 1972, we only have NYSE data, 

and afterwards we have data from both exchanges. It is well-known that the Nasdaq firms tend to be smaller, 

younger, and more technologically oriented. Further, much of the dot-com frenzy of the late 1990s took 

place on Nasdaq. These considerations suggest that it is important to check whether the results differ if we 

look at the exchanges separately. Panel B of Table 1 shows estimates for the NYSE. For the whole Panel, 

all coefficients are significantly positive except for six coefficients. With the market-model approach, the 

periods 2003-2007 (with equal weighting) and 1963-1967 do not have significantly higher idiosyncratic 

risk than the recent period. When using the CLMX approach, the first period has insignificant coefficients. 

With the Fama-French five-factor model, the first period has an insignificant coefficient for the equally-

weighted estimate of IR, but the coefficient is significantly positive for the value-weighted estimate of IR. 

When we turn to Nasdaq, all coefficients are significantly positive except two, namely the coefficients for 

equally-weighted IR in 1978-1982 when we use the market model or the CLMX model. It follows that our 

conclusions hold up for each exchange separately. 

An obvious concern is that our results might be different if we use different five-year periods or shorter 

or longer periods. We re-estimate the regressions of Table 1 on indicators for calendar years from 1963 to 

2012. We do not put the results in a table as they are unwieldy. With this regression model, the coefficients 

on indicator variables indicate whether IR in any one year is significantly different from IR over the period 

2013-2017. Almost all coefficients are significantly positive. Exceptions are not surprising. First, all coef-

ficients but one from 1963 to 1965 are significantly negative. Second, all coefficients in 2012 are insignif-

icant and most coefficients in 2010 are insignificant. Coefficients for value-weighted IR measures from 

2004 to 2006 are mostly insignificant. Finally, a majority of the coefficients are not significant in 1977 and 

in 1966. The bottom line from these estimates is that IR is only significantly lower than in recent years in 

the first three years at the beginning of the sample. From 2004 to 2006 and from 2010 to 2012, there are a 
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number of insignificant coefficients indicating that IR is not significantly higher in those years for some 

measures. 

In summary, irrespective of the measures we use, there is strong evidence that since 1963 the only years 

where IR is lower than in recent years is in the 1960s. This conclusion does not depend on the estimation 

method for IR. 

4 Can Macroeconomic Variables Explain the Low Idiosyncratic Risk in Recent Years? 

As Figure 1 shows and as has been shown in the literature, IR is high in crisis periods. This means that 

IR is related to aggregate developments in financial markets and in the economy as a whole. We call vari-

ables that proxy for aggregate developments in financial markets and in the economy as a whole macroe-

conomic variables. To explore how idiosyncratic volatility is related to macroeconomic variables, we first 

consider how it differs depending on the level of some macroeconomic variables that are plausibly related 

to idiosyncratic volatility. Except for the NBER recession indicator, we rank the observations of macroe-

conomic variables and split the sample in half between high and low values. Since market risk is a by-

product of our estimates of idiosyncratic risk, we also provide information on market risk. 

The first macroeconomic measure we use in Table 2 is the volatility of the CRSP value-weighted market 

index. The risk measures we report are equally-weighted averages within a month, then averaged across 

the relevant months. Total risk is the average of the volatility of stock returns. Not surprisingly, total risk 

and market risk are high when CRSP volatility is high. However, we also see that IR is high when CRSP 

volatility is high. Our measures of market risk are high when CRSP volatility is high, which implies that 

IR and market risk are high together. This result is consistent with the evidence in Figure 1 that IR is high 

in crisis periods when market volatility is high. The next macroeconomic measure we consider is an indi-

cator for NBER recessions. We find that market risk and IR are high in recessions. Another proxy of eco-

nomic activity that is available monthly is the Chicago Fed National Activity Index. This index is high 

when the economy is doing well. We see that both market risk and IR are low when the economy is doing 

well. Credit spreads increase in recessions and in periods of crisis. We see that IR is higher when credit 
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spreads are wider. VIX is a measure of ex ante uncertainty as it is based on implied volatilities. IR is high 

when the VIX index is high. 

As already discussed, we use two uncertainty indices. These indices are available for shorter periods 

than our whole sample period. With the Uncertainty Index from Kozeniauskas, Orlik, and Veldkamp 

(2014), IR and market risk are high when uncertainty is high. This is not the case with the baseline Eco-

nomic Policy Uncertainty Index from Baker, Bloom, and Davis (2016). With that index, market risk is high 

when the index is high, but IR is not. Though we do not tabulate the results, Baker, Bloom, and Davis 

(2016) also have an economic policy uncertainty index that is constructed from news only. If we use that 

index, IR is high when that index is high. 

It follows from the results in Table 2 that IR is high when stock market volatility is high, when the 

economy is doing poorly, when credit spreads are wide, and when aggregate uncertainty is elevated. These 

results hold irrespective of the IR measure we use. We also explore whether these results hold similarly for 

sub-periods or conditioned on the exchange on which a firm is listed. We find that they do. To explore more 

formally how IR is related to macroeconomics variables, we follow the approach used in the literature of 

regressing average IR on macroeconomic variables. We call this approach the time-series regression ap-

proach to contrast it with the panel regression approach we use later. 

We regress in Panel A of Table 3 our measures of IR on the macroeconomic variables. Because the 

uncertainty measures are not available for the whole sample period, we exclude them from the regressions 

reported in Table 3 and discuss results using these measures separately. For all three measures of IR, we 

see a strong positive coefficient for market risk, so that IR is high when market risk is high.5 IR is also high 

during recessions. Neither the Chicago Fed Index nor the CRSP valued-weighted return have significant 

coefficients for the market-model measure. With the CLMX measure and for value-weighted IR from the 

five-factor Fama-French model, the CRSP value-weighted return is significant with a positive coefficient. 

                                                      

5 Note that we use the market-model market risk measure for the regressions using the Fama-French model for idio-

syncratic volatility as that measure captures the risk associated with market exposure. 
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Though we do not tabulate the results, we estimate the regressions over the period for which the uncertainty 

indices are available. We find that the Uncertainty Index has a significant positive coefficient in all the 

regressions of Panel A of Table 3. When we use the Economic Policy Uncertainty Index instead, we find 

that the Index is significant for equally-weighted IR but not for value-weighted IR. 

In Panels B and C, we estimate different specifications for the regressions. First, in Panel B, we re-

estimate the regressions but add lagged variables. The explanatory power of the regressions is little affected 

by the addition of the lagged variables, and most lagged variables are insignificant. The notable exception 

is for credit spreads, as well as for market risk when the idiosyncratic risk measure uses the CLMX ap-

proach. In that case, the lagged market risk measure is significant. Lagged market risk is also always sig-

nificant in regressions with value-weighted risk measures. When we re-estimate the regressions in Panel B 

with the uncertainty indices, the coefficients on the indices are never significant. Second, in Panel C, we 

estimate the regression without lags but in changes. With the change regressions, the coefficients on market 

risk and credit spreads are consistently positive and significant at the 1% level. The NBER recession coef-

ficient is not significant, but now the Chicago Fed Index is significant in some of the models and the CRSP 

value-weighted return is significant. We cannot look at monthly change regressions with the Uncertainty 

Index because it is only available quarterly. With the Economic Policy Uncertainty Index, we find signifi-

cant coefficients except for value-weighted IR constructed using the Fama-French five-factor model. 

To investigate whether macroeconomic variables explain the low IR of recent years, we proceed as 

follows. We estimate the model in Table 3, Panel A, that uses equally-weighted idiosyncratic risk from the 

market model, for the period 1963-2012. We then use the estimated model to predict IR for the period 2013-

2017 using actual values for the macroeconomic variables. As reported in Table 4, we find that the average 

actual IR over that period is 26.26%. The predicted IR for the same period using regression “out-of-sample” 

prediction is 31.39%, which is lower than the actual historical average from 1963 to 2012 of 34.67%, so 

that the macroeconomic model improves the prediction of the level of average IR relative to using the 
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historical average. The difference between the actual average IR and the predicted average IR is 5.13 per-

centage points, and it is significant at the 1% level. The negative difference means that the model using 

aggregate variables over-predicts IR. It does so substantially, as predicted IR is 20% higher than actual IR. 

We repeat the exercise for value-weighted IR. Actual value-weighted IR is 16.87% while predicted IR 

is 19.76%. The difference between actual and predicted is -2.89 percentage points, and it is significant at 

the 1% level. The estimated model over-predicts value-weighted IR by 17%. It follows that the macroeco-

nomic variables we consider cannot explain why IR is so low over the last five years. We cannot conduct 

this type of analysis with the Uncertainty Index because it does not cover the period 2013-2017, but we can 

do so with the Economic Policy Uncertainty Index. The average prediction error is not materially different 

when we add the Economic Policy Uncertainty Index to the model. 

5 Firm Characteristics and Low Idiosyncratic Risk 

In this section, we show how firm characteristics differ in the recent past from their values at the end 

of the 1990s. We then show in panel regressions how firm-level IR relate to firm characteristics. Finally, 

we use panel regressions to predict firm-level IR and aggregate the predicted values of firm-level IR to 

show that firm characteristics can explain the recent low values of IR. 

5.1 Changes in Firm Characteristics 

It is well-known that firm characteristics are related to idiosyncratic risk. In particular, young firms and 

small firms are expected to have higher idiosyncratic risk (see Pástor and Veronesi, 2003). Illiquid firms 

tend to have higher idiosyncratic risk. Firms with higher R&D have higher idiosyncratic risk (Comin and 

Philippon, 2005, and Bartram, Brown, and Stulz, 2012). As Kahle and Stulz (2017) show, firm character-

istics change considerably since the 1990s for listed firms, partly as a result of the drop in the number of 

listed firms and partly as a result of changes in what firms do and how they do it. Doidge, Karolyi, and 

Stulz (2016) and Kahle and Stulz (2017) find that U.S. listed firms have become much larger and older 

since the 1990s. Both of these evolutions are expected to lead to a decrease in idiosyncratic risk. In this 

section, we first provide evidence on how firm characteristics differ in the recent period compared to the 
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late 1990s. We then show that firm characteristics are much better than macroeconomic variables at helping 

us understand why IR is low. 

Table 5 compares mean and median firm characteristics for the period 1996-2000 to firm characteristics 

for the period 2013-2017. The first three rows show data for firm-level idiosyncratic risk. Not surprisingly, 

there is a large drop in idiosyncratic risk. The drop is roughly similar across the idiosyncratic risk measures, 

ranging from 44% for the market model measure to 47% for the CLMX measure. Book/market is not sig-

nificantly different across the two periods. Though leverage falls, the change is economically insignificant. 

The illiquidity measure exhibits an extremely large decrease. It falls by a factor of two. Capital expenditures 

fall. R&D expenses to assets fall as well, but the fall is economically trivial. Not surprisingly in light of the 

literature, cash holdings are higher now (see Bates, Kahle, and Stulz, 2009). Firms are substantially older 

as mean age increases from 14 years to 23 years. Firms have also become much larger. The mean return on 

equity (ROE) increases. As discussed in the literature, one explanation advanced for greater idiosyncratic 

volatility is greater competition. The average Herfindahl index computed from revenues increases substan-

tially, which is consistent with a decrease in competition and hence a decrease in idiosyncratic volatility 

according to the literature. Finally, not surprisingly, a firm is more likely to be a S&P 500 index constituent, 

because there are fewer listed firms, and has more institutional ownership as average institutional ownership 

increases substantially (by roughly 50%). 

5.2 Using Firm Characteristics to Explain Idiosyncratic Risk 

To assess how firm characteristics help explain idiosyncratic risk, we add lagged firm characteristics 

individually to a regression that has lagged macroeconomic variables. We lag all variables by one month to 

reduce concerns about a feedback effect from idiosyncratic volatility to firm characteristics. We show the 

estimates in Panel A of Table 6. We present results for the whole sample and for the second half of the 

whole sample, 1983-2017. By looking at results for the second half of the sample, we can assess the stability 

of the coefficients. We omit the coefficients on the macroeconomic variables (we show these coefficients 

in Panel B). We use the same macroeconomic variables as in Table 3, except that for market risk we use 
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firm-level market risk from the market-model. If we estimate a regression with only the macroeconomic 

variables (reported in Panel B), the adjusted R-squared is 7%. All firm characteristics have significant co-

efficients, and the coefficients are quite similar for the whole sample and for the second half of the sample. 

We cluster standard errors by firm and month. 

As shown in Row 1 of Panel A of Table 6, idiosyncratic risk increases with illiquidity. The adjusted R-

squared is 20% when we add illiquidity to the macroeconomics variables, so that the incremental explana-

tory power of illiquidity is higher than the explanatory power of all macroeconomic variables combined. 

Not surprisingly, idiosyncratic risk falls with market capitalization and with age. Market capitalization is 

the variable that adds the most explanatory power to the regression with only macroeconomic variables. 

Age adds as much explanatory power as illiquidity. The firm characteristics that have positive coefficients 

are illiquidity, capital expenditures, R&D expenditures, cash holdings, and the industry Herfindahl index. 

In contrast, idiosyncratic risk is negatively related to market capitalization, age, book/market, leverage, 

ROE, S&P inclusion, and institutional ownership. It is noteworthy that the coefficients on the Herfindahl 

index and on institutional ownership are inconsistent with explanations advanced in the literature for the 

high IR of the late 1990s. A higher Herfindahl index means lower competition, but here lower competition 

is associated with higher idiosyncratic risk. We also see that institutional ownership is negatively related to 

idiosyncratic risk. 

The adjusted R-squared for the macroeconomic variables combined is 7%. Four firm characteristics 

individually increase the adjusted R-squared by the same amount as all macroeconomic variables together. 

These characteristics are in order of increase in adjusted R-squared, market capitalization, illiquidity, age, 

and profitability. From Table 5, we know that these variables change significantly from the late 1990s to 

the recent period in the direction that predicts decreases in idiosyncratic risk, i.e. firms in 2013-2017 are 

larger, older, more profitable and more liquid than before. Hence, given the evolution of the firm charac-

teristics that have the most explanatory power in forecasting idiosyncratic risk, we would expect IR to be 

lower in the recent period. 
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An issue with Panel A of Table 6 is that many firm characteristics are correlated, and in some cases 

highly so. We now turn to multiple regressions to assess how our inferences about the relation between 

idiosyncratic risk and firm characteristics is affected when we include multiple firm characteristics in re-

gressions. Panel B of Table 6 shows estimates of panel regressions that include all firm characteristics. As 

in Panel A, we show results for the whole sample period and for the second half of the whole sample period. 

We again lag variables and cluster standard errors by firm and month. The first three regressions are for the 

whole sample period. Regression (1) includes only lagged macroeconomic variables. The next regression, 

Regression (2), only uses firm characteristics. We include all of the firm characteristics of Panel A except 

the Herfindahl index, the S&P constituent indicator, and institutional ownership. Comparing the estimates 

of coefficients on firm characteristics to those of Panel A, we find that most coefficients have the same 

sign, but their magnitude differs. The exception is the coefficient for leverage, which is positive and signif-

icant in Regression (2) of Panel B, but is negative and significant in Regression (1) of Panel A. The adjusted 

R-squared of Regression (2) of Panel B is 28%, which is four times the adjusted R-squared of Regression 

(1). 

In Regression (3), we include both macroeconomic variables and firm characteristics. The adjusted R-

squared increases to 35%. Adding the macroeconomic variables to firm characteristics has almost no impact 

on the coefficients on the firm characteristics. The credit spread is no longer significant when we use firm 

characteristics. Regressions on the right hand side of the panel repeat Regressions (1) to (3) but use the 

second half of the sample. The explanatory power of the regressions is roughly the same across the two 

samples; the estimated coefficients on the firm characteristics are also largely similar. 

One might argue that illiquidity is not a firm characteristics in the sense of a balance sheet or a perfor-

mance variable and that it is directly affected by idiosyncratic risk as higher idiosyncratic risk can increase 

market-making costs. To assess the role of illiquidity in our results, we re-estimate our regressions omitting 

illiquidity. Doing so has no impact on the explanatory power of the regressions. It does affect the economic 

magnitude of the coefficient on size as it doubles in absolute value. 
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Though we do not tabulate the results, we also estimate the regressions with firm-level institutional 

ownership as well with an indicator variable for S&P 500 index inclusion. Stocks that are S&P 500 index-

constituents have higher idiosyncratic volatility. However, in Panel A where we just add the indicator var-

iable to the macroeconomic variables, stocks in the S&P 500 index have significantly lower idiosyncratic 

volatility. These contradictory results are not surprising as firms belonging to the index tend to be larger 

and older firms and hence would be expected to have lower idiosyncratic volatility if one does not control 

for size and age. When we include all firm characteristics, there is no relation between idiosyncratic vola-

tility and institutional ownership. In contrast, if we only add institutional ownership to the macroeconomic 

variables, institutional ownership has a significant negative coefficient. None of these results are consistent 

with the argument that institutional ownership is positively related to IR. 

The regressions we tabulate do not include the Herfindahl index as we want to focus on firm character-

istics and the Herfindahl index is an industry characteristic. When we estimate Regressions (2) and (3) in 

Panel B for both sample periods including the Herfindahl index, the coefficient on the Herfindahl index is 

positive and significant in all regressions. The estimated coefficients are similar to the coefficients in Panel 

B, but adding the Herfindahl index has no impact on the adjusted R-squared. These coefficients are difficult 

to reconcile with explanations for high IR that emphasize greater competition. 

We show that, over our sample period, firm characteristics explain idiosyncratic risk better than mac-

roeconomic characteristics in panel regressions. Further, we see that the relation between firm-level idio-

syncratic risk and firm characteristics is similar for the whole sample period and the second half of the 

whole sample period. In Panel C, instead of using panel regressions, we use time-series regressions and 

regress average IR on lagged macroeconomic variables and firm characteristics. The firm characteristics in 

the regressions for a given month are equally-weighted averages of the characteristics of firms in the sample 

for the month. As in Panel B, the first three regressions are for the whole sample and the last three are for 

the second half of the whole sample. 

Regression (1) uses only macroeconomic variables. All variables are significant except for the Chicago 

Fed Index. The adjusted R-squared of the regression is 20%. Regression (2) uses only averages of firm 



19 

 

characteristics. The adjusted R-squared when we use only firm characteristics is an extremely high 64%. It 

is noteworthy that some of the regression coefficients on firm characteristics are quite different in the time-

series regression from the panel regression. In particular, illiquidity and cash holdings have significant 

negative coefficients in Panel C, but significant and positive coefficients in Panel B. When we include both 

macroeconomic variables and firm characteristics, the coefficient on illiquidity switches sign, but it is not 

significant. Leverage is no longer significant either. However, cash holdings still has a significant negative 

coefficient. The adjusted R-squared of Regression (3) is 74%. The fact that the adjusted R-squared increases 

so little when we add the macroeconomic variables is due to the fact that in the time-series mean firm 

characteristics and macroeconomic variables are correlated. 

The right side of the Panel repeats the estimations for the second half of the sample period. The only 

coefficient that is significant over the whole sample period in Regression (1), but is not over the second 

half period, is the credit spread. However, the adjusted R-squared is 17% for the second-half period instead 

of 20% for the whole period. While the explanatory power of macroeconomic variables is lower in the 

second-half period, the explanatory power of firm characteristics is higher. Regression (2) shows the ad-

justed R-squared for the regression with only firm characteristics is 72% for the second-half period. In the 

second-half period, several coefficients change sign or become insignificant. The coefficient on illiquidity 

is now positive as expected, but firm size has a positive significant coefficient. When we add the macroe-

conomic variables, the coefficient on firm size is not affected. It follows from this that, while for the panel 

regressions the coefficients seem fairly stable between the whole sample and the second-half of the whole 

sample, this is not so for the time-series regressions. In fact, some of the coefficients on firm characteristics 

are hard to reconcile with what is known about the determinants of IR. In particular, it is well-established 

that IR falls with firm size. 

We also estimate regressions with the uncertainty indices but do not tabulate the results. Specifically, 

when we add the uncertainty indices to the panel regressions with all macroeconomic variables and all firm-
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level variables, the Uncertainty Index never has a significant coefficient and the Economic Policy Uncer-

tainty Index has a negative significant coefficient. Neither uncertainty index has a significant coefficient 

for the time-series regressions. 

5.3 Prediction Errors 

Using the panel regression approach or the time-series approach, we can evaluate whether changes in 

explanatory variables can help understand the lower IR of recent years. One way to do so is to use the 

regression coefficients estimated over the whole sample period and investigate how the changes in firm 

characteristics shown in Table 5 affect IR. Using the average firm characteristics from Table 5 and specifi-

cation (2) from Panel b of Table 6, we find that IR should fall by 6.6 percentage points from 1996-2000 to 

2013-2017 with the 1963-2017 sample and by 6.9 percentage points with the 1983-2017 sample. When we 

use specification (2) of Panel C of Table 6, IR falls by 13.5 percentage points with the 1963-2017 sample 

and by 15.9 percentage points with the 1983-2017 sample. With the panel regression, the largest economic 

effect is for the change in market capitalization, as it implies a drop in IR of 3.7 percentage points for the 

whole sample and of 2.9 percentage points when we use the second half of the sample. Firm age is the firm 

characteristic whose change has the second most important economic significant and illiquidity is the third. 

All the other firm characteristics have small economic effects. When we turn to the time-series models, 

since the regression coefficients change a lot between the two samples, it is not surprising that the economic 

significance of the firm characteristic changes depends on the estimation period. As an extreme example, 

the change in firm size explains a drop in IR of 11.4 percentage points using the whole sample and an 

increase in IR of 9.5 percentage points using the second half of the sample. 

A more exacting test of the role of firm characteristics is to investigate whether a model estimated 

before 2013 can predict IR during the 2013-2017 period using the actual values for the explanatory varia-

bles. To do so, we proceed as follows: We estimate our regression models of Panels B and C of Table 6 for 

periods ending in 2012. We then use the estimated regressions to predict IR during the 2013-2017 period 

using the actual values for the explanatory variables. We report the results in Table 7. 
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Panel A of Table 7 shows results when we use panel regressions and equally-weighted IR estimates. In 

other words, for each month from 2013 to 2017, we forecast each firm’s idiosyncratic volatility using the 

regression estimated until 2012 and lagged explanatory variables for that month. We then average the pre-

dicted IR estimates for each month and compare the predicted IR to actual IR. We show results in the first 

four rows using 1963-2012 to estimate the regression and in the next four rows using 1983-2012 instead. 

Using only macroeconomic variables, the mean predicted IR is 32.0% in contrast to the actual mean of 

26.1%. Consequently, the model’s forecast is 23% higher than the actual IR. We turn next to a model that 

adds book/market, market capitalization and age to Model (1). The results are shown in Model (2). The 

predicted IR falls to 27.5%. The average prediction error is now 5%, but it is still significantly different 

from zero. Model (3) is a model with only firm characteristics. It uses all the firm characteristics used in 

Regressions (2) of Panel B of Table 6. The average predicted IR is 28.3%, which is 9% higher than actual 

volatility. If we add illiquidity, the results are the same. If we use both macroeconomic and firm variables, 

the average prediction error is 8%. The results using the estimation period of 1983-2012 are similar to those 

using the longer estimation period. 

When we turn to the value-weighted results, the model with only macroeconomic variables predicts 

mean IR of 31.4% when actual idiosyncratic volatility is 16.8%. This means that the forecast is too high by 

86%. When we add book/market, market capitalization and age to Model (1), we find that the prediction 

error is only -0.03, and it is insignificant. The same results hold if we add illiquidity. With all firm variables, 

predicted IR is too high by 8%. With both macroeconomic and firm variables, the prediction error drops to 

4%. It follows from these results that models with firm characteristics perform much better in predicting 

the level of value-weighted IR. The value-weighted results using 1983 to 2012 to estimate the model are 

also very similar. 

We now turn to results using time-series models. The time-series models perform much better for value-

weighted IR than for equally-weighted IR. The results are shown in Panel B. For equally-weighted IR, 

Model (1), which uses only macroeconomic variables, over-predict substantially actual IR. Model (2) adds 

to the regression average book/market, market capitalization and age. When we add these firm-specific 
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variables, the prediction error changes sign, but the absolute value remains similar. Model (3) uses all firm 

characteristics but no macroeconomic variables. The prediction error falls by half. Finally, when we use the 

macroeconomic variables and all firm characteristics, the prediction error is 0.039, which is quite close in 

absolute value to the prediction error of -0.048 when we do not use firm characteristics. The results using 

the shorter sample period to estimate the regression models have one important difference, namely the 

prediction error of the model using only firm characteristics becomes insignificant. When we turn to the 

value-weighted model, we see that the purely macroeconomic model over-predicts, but much less so than 

when we use panel regressions. In Model (2), the prediction error is insignificant. The over-prediction falls 

from 19% to 4% when we use all firm variables and no macroeconomic variables. With both macroeco-

nomic variables and firm variables, the model under-predicts actual IR by 7%. Results for the models esti-

mated from 1983 to 2012 differ in that model (2) now has a large average prediction error, while model (3) 

has an insignificant average prediction error. 

We repeat this analysis using the sample of all firms with available data rather the sample that excludes 

micro-caps. The results using the panel regressions yield insignificant prediction errors for model (2) for 

both estimation sample periods for equally-weighted IR and for model (3) for both sample periods for value-

weighted IR. Overall, there are more cases where the average prediction error is insignificant when we use 

all firms. For the time-series regressions, the value-weighted results are very similar, but model (3) for 

equally-weighted IR estimated from 1983 to 2012 has a significant average prediction error. 

It follows from this section that using firm characteristics predicts a significant drop in IR from the late 

1990s to the recent past and improves predictions of the level of IR in recent years so that some models 

with firm characteristics yield an insignificant prediction error. Moreover, the relation between firm char-

acteristics and IR is much more stable in a panel regression than the relation between aggregate measures 

of firm characteristics and IR. With firm characteristics and panel regression estimates, prediction errors 

for value-weighted IR from a parsimonious model with firm characteristics are insignificant irrespective of 

the period used to estimate the regression model. 
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6 Changes in Firm Characteristics, Market Risk, and R-squareds 

Using market risk and macroeconomic variables to forecast idiosyncratic risk in recent years produces 

forecasts that are too high. One way to state this is that IR is low given market risk. Figure 2 shows the plot 

of the market model equally-weighted IR and market risk. While IR is low in recent years, market risk is 

not especially low. 

In Panel A of Table 8, we regress market risk on indicator variables for five-year periods. The table is 

the same as Table 1 except we use market risk instead of idiosyncratic risk. We have ten indicator variables. 

Market risk is higher than in the most recent period (captured by the regression intercept) in only two five-

year periods for the regressions using equally-weighted market risk estimates and three in the regressions 

that use value-weighted results. For the equally-weighted results, there are seven periods with the market 

model where the equally-weighted market risk is lower than in the most recent period, and one with the 

CLMX model. For value-weighted market risk, there is only one period where market risk is significantly 

lower. 

The changes in firm characteristics we have focused on include firms becoming larger and older. For 

instance, Bartram, Brown, and Stulz (2012) show that market-model R-squareds increase in firm size, age, 

cash holdings, and liquidity. Since the 1990s, firms have become larger, older, hold more cash, and are 

more liquid. Hence, we would expect market-model R-squareds to have increased. To investigate this, we 

estimate regressions of average R-squared on indicator variables for five-year periods. We show the results 

in Panel B of Table 8. The results are very strong. Average R-squared is high compared to all previous 

periods except for the period from 2008 to 2012 using equally-weighted R-squared, and it is high compared 

to all previous periods except from 2003 to 2012 using the value-weighted R-squared. 

7 Conclusion 

We show in this paper that idiosyncratic risk has not been as low as in recent years since the early 

1960s. Though the 2013-2017 period we focus on is a period without a recession or a financial crisis, mac-

roeconomic variables predict significantly higher idiosyncratic volatility than actual idiosyncratic volatility 
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during that period. We find that the historically low IR can be explained by the changes in firm character-

istics that take place since the 1990s. 

Since the late 1990s, the number of listed firms has fallen dramatically and the composition of listed 

firms has changed considerably, with public firms becoming larger and older. We show that there is a stable 

relation between firm-level idiosyncratic risk and firm characteristics. In our panel regressions, we find no 

evidence that IR increases with institutional ownership, and we find that IR increases rather than falls when 

an industry becomes more concentrated. These results suggest that explanations advanced for the high IR 

of the late 1990s that focus on increased institutional ownership and increased competition cannot help in 

understanding the dynamics of IR more generally. However, while firm characteristics are helpful in un-

derstanding the dynamics of IR in normal times, our study does not address the puzzle that IR can become 

extremely large in crises or unusual times, a puzzle that parallels the puzzle of market volatility exhibiting 

such large movements as well (Schwert, 1989). 

The stable relation between IR and firm characteristics can be used to forecast aggregate idiosyncratic 

risk during 2013-2017 fairly well. Specifically, models estimated over 1963-2012 or 1983-2012 with only 

macroeconomic variables always substantially overpredict equally-weighted and value-weighted IR when 

using realized macroeconomic variables from 2013 to 2017 relative to models that use firm characteristics. 

In particular, a parsimonious model with firm characteristics has insignificant prediction errors over 2013-

2017 when we predict value-weighted idiosyncratic risk one month ahead using a model estimated over 

1963-2012 or over 1983-2012. These results show that, absent financial crises or irrational exuberance, 

idiosyncratic risk can be expected to be low because firm characteristics are much different from what they 

were when idiosyncratic risk was especially high in the late 1990s. 

Our analysis implies that it is important to take into account the changes in the composition of public 

firms over the last twenty years when evaluating the risk profile of these firms. 
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Figure 1: Idiosyncratic Risk over Time 

The figure plots average annualized measures of monthly idiosyncratic risk alternatively from the market model, the 

CLMX model, and the Fama French 5-factor model. Panel A shows equally-weighted averages, while Panel B shows 

value-weighted averages. Appendix A provides definitions of all variables. 

 

Panel A: Equally-weighted Idiosyncratic Risk 
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Figure 2: Idiosyncratic Risk and Market Risk over Time 

The figure plots equally-weighted average annualized monthly idiosyncratic risk (left axis) and market risk (right axis) 

from the market model. Appendix A provides definitions of all variables. 
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Table 1: Regressions of Idiosyncratic Risk on 5-year Period Dummies 

The table shows results from regressions of average monthly annualized idiosyncratic risk on an intercept and indicator 

variables for non-overlapping 5-year periods. Idiosyncratic risk is alternatively from the market model, the CLMX 

model, and the Fama-French 5-factor model, and it is averaged each month either using equal-weighting or value-

weighting. The table shows the regression coefficients and associated p-values, as well as the regression R-squared 

and the number of time-series observations. Panel A shows results for firms from all exchanges, while Panel B shows 

results for NYSE firms only, and Panel C shows results for Nasdaq firms only. p-values reported as [0.00] are signif-

icant at better than the 1% level. The sample period is 1/1963-6/2017. Appendix A provides definitions of all variables. 

 

Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value

Panel A: All Exchanges

Intercept 0.263 [0.00] 0.272 [0.00] 0.218 [0.00] 0.169 [0.00] 0.155 [0.00] 0.139 [0.00]

Years 2008-2012 0.088 [0.00] 0.109 [0.00] 0.077 [0.00] 0.061 [0.00] 0.061 [0.00] 0.049 [0.00]

Years 2003-2007 0.045 [0.00] 0.056 [0.00] 0.046 [0.00] 0.020 [0.03] 0.020 [0.02] 0.020 [0.01]

Years 1998-2002 0.250 [0.00] 0.289 [0.00] 0.222 [0.00] 0.184 [0.00] 0.171 [0.00] 0.154 [0.00]

Years 1993-1997 0.123 [0.00] 0.141 [0.00] 0.119 [0.00] 0.069 [0.00] 0.071 [0.00] 0.064 [0.00]

Years 1988-1992 0.116 [0.00] 0.134 [0.00] 0.114 [0.00] 0.043 [0.00] 0.050 [0.00] 0.044 [0.00]

Years 1983-1987 0.064 [0.00] 0.082 [0.00] 0.065 [0.00] 0.059 [0.00] 0.068 [0.00] 0.054 [0.00]

Years 1978-1982 0.044 [0.00] 0.060 [0.00] 0.047 [0.00] 0.053 [0.00] 0.062 [0.00] 0.048 [0.00]

Years 1973-1977 0.082 [0.00] 0.102 [0.00] 0.083 [0.00] 0.052 [0.00] 0.058 [0.00] 0.052 [0.00]

Years 1968-1972 0.053 [0.00] 0.060 [0.00] 0.056 [0.00] 0.040 [0.00] 0.043 [0.00] 0.039 [0.00]

Years 1963-1967 -0.024 [0.05] -0.019 [0.16] -0.006 [0.55] -0.006 [0.51] -0.005 [0.54] 0.002 [0.75]

R
2

0.54 0.53 0.57 0.49 0.48 0.51

Observations 654 654 648 654 654 648

Panel B: NYSE

Intercept 0.238 [0.00] 0.242 [0.00] 0.198 [0.00] 0.155 [0.00] 0.142 [0.00] 0.127 [0.00]

Years 2008-2012 0.082 [0.00] 0.100 [0.00] 0.070 [0.00] 0.064 [0.00] 0.061 [0.00] 0.050 [0.00]

Years 2003-2007 0.016 [0.15] 0.023 [0.06] 0.018 [0.04] 0.018 [0.04] 0.014 [0.09] 0.018 [0.01]

Years 1998-2002 0.151 [0.00] 0.183 [0.00] 0.135 [0.00] 0.158 [0.00] 0.138 [0.00] 0.134 [0.00]

Years 1993-1997 0.043 [0.00] 0.060 [0.00] 0.046 [0.00] 0.057 [0.00] 0.055 [0.00] 0.053 [0.00]

Years 1988-1992 0.066 [0.00] 0.085 [0.00] 0.067 [0.00] 0.041 [0.00] 0.044 [0.00] 0.041 [0.00]

Years 1983-1987 0.059 [0.00] 0.075 [0.00] 0.058 [0.00] 0.063 [0.00] 0.068 [0.00] 0.056 [0.00]

Years 1978-1982 0.071 [0.00] 0.088 [0.00] 0.070 [0.00] 0.064 [0.00] 0.069 [0.00] 0.057 [0.00]

Years 1973-1977 0.118 [0.00] 0.139 [0.00] 0.113 [0.00] 0.062 [0.00] 0.065 [0.00] 0.059 [0.00]

Years 1968-1972 0.077 [0.00] 0.090 [0.00] 0.075 [0.00] 0.054 [0.00] 0.056 [0.00] 0.050 [0.00]

Years 1963-1967 0.001 [0.94] 0.010 [0.40] 0.014 [0.13] 0.008 [0.39] 0.008 [0.32] 0.013 [0.05]

R
2

0.37 0.39 0.40 0.43 0.42 0.46

Observations 654 654 648 654 654 648

Panel C: Nasdaq

Intercept 0.290 [0.00] 0.306 [0.00] 0.240 [0.00] 0.202 [0.00] 0.189 [0.00] 0.166 [0.00]

Years 2008-2012 0.092 [0.00] 0.114 [0.00] 0.081 [0.00] 0.060 [0.00] 0.073 [0.00] 0.053 [0.00]

Years 2003-2007 0.063 [0.00] 0.076 [0.00] 0.063 [0.00] 0.048 [0.00] 0.063 [0.00] 0.043 [0.00]

Years 1998-2002 0.319 [0.00] 0.361 [0.00] 0.284 [0.00] 0.281 [0.00] 0.289 [0.00] 0.230 [0.00]

Years 1993-1997 0.188 [0.00] 0.205 [0.00] 0.179 [0.00] 0.177 [0.00] 0.201 [0.00] 0.158 [0.00]

Years 1988-1992 0.172 [0.00] 0.189 [0.00] 0.167 [0.00] 0.138 [0.00] 0.172 [0.00] 0.130 [0.00]

Years 1983-1987 0.077 [0.00] 0.097 [0.00] 0.078 [0.00] 0.104 [0.00] 0.145 [0.00] 0.097 [0.00]

Years 1978-1982 0.010 [0.51] 0.032 [0.08] 0.017 [0.19] 0.051 [0.00] 0.094 [0.00] 0.050 [0.00]

Years 1973-1977 0.037 [0.02] 0.065 [0.00] 0.047 [0.00] 0.074 [0.00] 0.115 [0.00] 0.075 [0.00]

R
2

0.59 0.55 0.62 0.55 0.51 0.55

Observations 534 534 534 534 534 534

Market ModelMarket Model

Fama-French 5-

Factor Model

Fama-French 5-

Factor Model

Equally-weighted Idiosyncratic Risk Value-weighted Idiosyncratic Risk

CLMX Model CLMX Model
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Table 2: Idiosyncratic Risk and Macroeconomic Variables 

The table reports the number of time-series observations (N), means and medians of average risk levels of monthly 

time-series estimates of risk from the market model, the CLMX model, and the Fama-French 5-factor model, respec-

tively. It also reports differences in means and medians and p-values for differences in sample means and medians 

based on non-parametric Wilcoxon tests. The table shows results by market and economic conditions based on various 

factors such as market risk, NBER recessions, the Chicago Fed National Activity Index, the level of the credit spread, 

the VIX index, the Uncertainty Index, and the Economic Policy Uncertainty Index. p-values reported as [0.00] are 

significant at better than the 1% level. The sample period is 1/1963-6/2017. Appendix A provides definitions of all 

variables. 

 

 
(continued) 

N Mean Median N Mean Median Mean p -value Median p -value

CRSP Index Volatility

Total Risk 327 0.437 0.403 327 0.321 0.314 0.116 [0.00] 0.089 [0.00]

Market Risk (CLMX Model) 327 0.179 0.156 327 0.085 0.089 0.095 [0.00] 0.067 [0.00]

Market Risk (Market Model) 327 0.177 0.155 327 0.093 0.093 0.084 [0.00] 0.063 [0.00]

Market Risk (CLMX Model 5-Day Returns) 327 0.183 0.166 327 0.095 0.093 0.088 [0.00] 0.073 [0.00]

Idiosyncratic Risk (CLMX Model) 327 0.412 0.384 327 0.318 0.308 0.094 [0.00] 0.077 [0.00]

Idiosyncratic Risk (Market Model) 327 0.380 0.354 327 0.300 0.292 0.080 [0.00] 0.061 [0.00]

Idiosyncratic Risk (CLMX Model 5-Day Returns) 327 0.383 0.360 327 0.296 0.293 0.086 [0.00] 0.067 [0.00]

Idiosyncratic Risk (Fama French 5-Factor Model) 324 0.325 0.304 324 0.262 0.254 0.063 [0.00] 0.050 [0.00]

NBER Recessions

Total Risk 83 0.488 0.464 571 0.364 0.341 0.125 [0.00] 0.123 [0.00]

Market Risk (CLMX Model) 83 0.199 0.181 571 0.122 0.108 0.076 [0.00] 0.073 [0.00]

Market Risk (Market Model) 83 0.201 0.160 571 0.125 0.109 0.075 [0.00] 0.050 [0.00]

Market Risk (CLMX Model 5-Day Returns) 83 0.214 0.189 571 0.128 0.116 0.086 [0.00] 0.073 [0.00]

Idiosyncratic Risk (CLMX Model) 83 0.457 0.446 571 0.352 0.335 0.105 [0.00] 0.111 [0.00]

Idiosyncratic Risk (Market Model) 83 0.420 0.411 571 0.328 0.311 0.092 [0.00] 0.100 [0.00]

Idiosyncratic Risk (CLMX Model 5-Day Returns) 83 0.424 0.411 571 0.327 0.312 0.097 [0.00] 0.099 [0.00]

Idiosyncratic Risk (Fama French 5-Factor Model) 83 0.358 0.353 565 0.284 0.270 0.074 [0.00] 0.083 [0.00]

Chicago Fed National Activity Index

Total Risk 327 0.353 0.338 327 0.406 0.370 -0.053 [0.00] -0.032 [0.00]

Market Risk (CLMX Model) 327 0.114 0.102 327 0.151 0.131 -0.037 [0.00] -0.029 [0.00]

Market Risk (Market Model) 327 0.115 0.102 327 0.155 0.131 -0.039 [0.00] -0.029 [0.00]

Market Risk (CLMX Model 5-Day Returns) 327 0.124 0.114 327 0.154 0.133 -0.030 [0.00] -0.019 [0.00]

Idiosyncratic Risk (CLMX Model) 327 0.345 0.331 327 0.386 0.358 -0.042 [0.00] -0.028 [0.00]

Idiosyncratic Risk (Market Model) 327 0.322 0.310 327 0.358 0.329 -0.036 [0.00] -0.018 [0.00]

Idiosyncratic Risk (CLMX Model 5-Day Returns) 327 0.319 0.311 327 0.360 0.337 -0.040 [0.00] -0.026 [0.00]

Idiosyncratic Risk (Fama French 5-Factor Model) 324 0.280 0.270 324 0.307 0.286 -0.027 [0.00] -0.016 [0.00]

Credit Spread 

Total Risk 326 0.415 0.372 328 0.344 0.331 0.070 [0.00] 0.041 [0.00]

Market Risk (CLMX Model) 326 0.157 0.138 328 0.107 0.099 0.049 [0.00] 0.039 [0.00]

Market Risk (Market Model) 326 0.162 0.141 328 0.108 0.099 0.055 [0.00] 0.042 [0.00]

Market Risk (CLMX Model 5-Day Returns) 326 0.159 0.140 328 0.120 0.110 0.039 [0.00] 0.030 [0.00]

Idiosyncratic Risk (CLMX Model) 326 0.391 0.353 328 0.340 0.329 0.051 [0.00] 0.024 [0.00]

Idiosyncratic Risk (Market Model) 326 0.362 0.328 328 0.317 0.308 0.045 [0.00] 0.019 [0.00]

Idiosyncratic Risk (CLMX Model 5-Day Returns) 326 0.366 0.336 328 0.313 0.309 0.053 [0.00] 0.027 [0.00]

Idiosyncratic Risk (Fama French 5-Factor Model) 323 0.310 0.284 325 0.278 0.270 0.032 [0.00] 0.014 [0.00]

High Low Difference
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Table 2: Idiosyncratic Volatility and Macroeconomic Variables (continued) 

 

 

 

Risk Measure N Mean Median N Mean Median Mean p -value Median p -value

VIX Index

Total Risk 184 0.489 0.451 189 0.347 0.338 0.142 [0.00] 0.114 [0.00]

Market Risk (CLMX Model) 184 0.195 0.170 189 0.103 0.098 0.092 [0.00] 0.072 [0.00]

Market Risk (Market Model) 184 0.191 0.157 189 0.122 0.113 0.069 [0.00] 0.044 [0.00]

Market Risk (CLMX Model 5-Day Returns) 184 0.190 0.169 189 0.101 0.098 0.090 [0.00] 0.071 [0.00]

Idiosyncratic Risk (CLMX Model) 184 0.463 0.429 189 0.332 0.324 0.131 [0.00] 0.105 [0.00]

Idiosyncratic Risk (Market Model) 184 0.425 0.395 189 0.313 0.305 0.112 [0.00] 0.091 [0.00]

Idiosyncratic Risk (CLMX Model 5-Day Returns) 184 0.424 0.396 189 0.305 0.301 0.119 [0.00] 0.096 [0.00]

Idiosyncratic Risk (Fama French 5-Factor Model) 184 0.363 0.342 189 0.269 0.259 0.094 [0.00] 0.084 [0.00]

Uncertainty Index

Total Risk 258 0.427 0.394 261 0.379 0.358 0.047 [0.00] 0.036 [0.00]

Market Risk (CLMX Model) 258 0.154 0.130 261 0.128 0.112 0.026 [0.00] 0.018 [0.00]

Market Risk (Market Model) 258 0.155 0.123 261 0.127 0.111 0.028 [0.00] 0.011 [0.00]

Market Risk (CLMX Model 5-Day Returns) 258 0.158 0.140 261 0.139 0.126 0.019 [0.00] 0.014 [0.04]

Idiosyncratic Risk (CLMX Model) 258 0.410 0.385 261 0.372 0.347 0.039 [0.00] 0.038 [0.00]

Idiosyncratic Risk (Market Model) 258 0.379 0.359 261 0.345 0.323 0.034 [0.00] 0.036 [0.00]

Idiosyncratic Risk (CLMX Model 5-Day Returns) 258 0.378 0.356 261 0.345 0.326 0.033 [0.00] 0.030 [0.00]

Idiosyncratic Risk (Fama French 5-Factor Model) 258 0.326 0.311 261 0.299 0.280 0.027 [0.00] 0.031 [0.00]

Economic Policy Uncertainty Index

Total Risk 195 0.430 0.393 195 0.396 0.378 0.034 [0.01] 0.014 [0.11]

Market Risk (CLMX Model) 195 0.166 0.143 195 0.126 0.111 0.040 [0.00] 0.032 [0.00]

Market Risk (Market Model) 195 0.179 0.148 195 0.127 0.117 0.052 [0.00] 0.031 [0.00]

Market Risk (CLMX Model 5-Day Returns) 195 0.164 0.140 195 0.123 0.115 0.041 [0.00] 0.025 [0.00]

Idiosyncratic Risk (CLMX Model) 195 0.397 0.367 195 0.390 0.382 0.007 [0.57] -0.014 [0.95]

Idiosyncratic Risk (Market Model) 195 0.368 0.345 195 0.363 0.355 0.005 [0.61] -0.010 [0.91]

Idiosyncratic Risk (CLMX Model 5-Day Returns) 195 0.365 0.344 195 0.357 0.335 0.008 [0.44] 0.009 [0.63]

Idiosyncratic Risk (Fama French 5-Factor Model) 195 0.314 0.293 195 0.313 0.308 0.001 [0.90] -0.015 [0.79]

DifferenceLowHigh
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Table 3: Time-Series Regressions of Idiosyncratic Risk on Macroeconomic Variables 

The table presents results of time-series regressions with monthly measures of the natural logarithm of idiosyncratic 

risk as the dependent variable. Average risk variables are alternatively from the market model, the CLMX model or 

the Fama-French 5-factor model. Explanatory variables are market risk, the credit spread, NBER recessions, the Chi-

cago Fed National Activity Index, and the return on the CRSP value-weighted index. Panel A shows results for time-

series regressions with contemporaneous regressors. Panel B shows results for time-series regressions with contem-

poraneous and lagged regressors. Panel C shows results for time-series regressions of changes (first differences) in 

idiosyncratic risk on levels and changes (first differences) in macroeconomic variables. The table reports the regres-

sion coefficients and associated p-values, as well as the adjusted R-squared and the number of observations. p-values 

reported as [0.00] are significant at better than the 1% level. The sample period is 1/1963-6/2017. Appendix A provides 

definitions of all variables. 

 

Panel A: Time-Series Regressions with Contemporaneous Regressors 

 

 
 

 

Panel B: Time-Series Regressions with Contemporaneous and Lagged Regressors 

 

 
(continued) 

Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value

Market Risk (log) 0.145 [0.00] 0.386 [0.00] 0.109 [0.00] 0.301 [0.00] 0.406 [0.00] 0.284 [0.00]

Credit Spread 0.034 [0.02] -0.018 [0.16] 0.029 [0.06] -0.010 [0.45] -0.022 [0.09] -0.018 [0.20]

NBER Recessions 0.160 [0.00] 0.098 [0.00] 0.165 [0.00] 0.151 [0.00] 0.108 [0.00] 0.151 [0.00]

Chicago Fed Index -0.004 [0.73] -0.003 [0.79] -0.005 [0.66] 0.002 [0.86] 0.003 [0.82] 0.002 [0.87]

CRSP VW-Return 0.049 [0.82] 0.517 [0.01] 0.103 [0.64] 0.314 [0.12] 0.412 [0.03] 0.466 [0.02]

Intercept -0.988 [0.00] -0.336 [0.00] -1.222 [0.00] -0.936 [0.00] -0.865 [0.00] -1.140 [0.00]

Adjusted R
2

0.24 0.47 0.18 0.38 0.48 0.34

Observations 654 654 648 654 654 648

Equally-weighted Idiosyncratic Risk Value-weighted Idiosyncratic Risk

Market Model CLMX Model

Fama-French 5-

Factor Model Market Model CLMX Model

Fama-French 5-

Factor Model

Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value

Market Risk (log) 0.147 [0.00] 0.322 [0.00] 0.114 [0.00] 0.257 [0.00] 0.353 [0.00] 0.240 [0.00]

Market Risk (log) (lagged) -0.024 [0.38] 0.123 [0.00] -0.030 [0.29] 0.085 [0.00] 0.109 [0.00] 0.086 [0.00]

Credit Spread 0.139 [0.01] 0.049 [0.26] 0.132 [0.01] 0.072 [0.14] 0.079 [0.08] 0.057 [0.24]

Credit Spread (lagged) -0.099 [0.04] -0.089 [0.04] -0.096 [0.05] -0.097 [0.04] -0.120 [0.01] -0.090 [0.05]

NBER Recessions 0.101 [0.11] 0.024 [0.67] 0.098 [0.13] 0.118 [0.05] 0.064 [0.27] 0.102 [0.10]

NBER Recessions (lagged) 0.056 [0.37] 0.066 [0.23] 0.064 [0.32] 0.031 [0.60] 0.041 [0.47] 0.048 [0.43]

Chicago Fed Index -0.004 [0.75] 0.000 [0.99] -0.005 [0.70] 0.003 [0.80] 0.004 [0.70] 0.004 [0.78]

Chicago Fed Index (lagged) 0.000 [0.97] -0.001 [0.96] -0.001 [0.95] 0.006 [0.65] 0.005 [0.69] 0.004 [0.76]

CRSP VW-Return 0.063 [0.77] 0.333 [0.07] 0.123 [0.58] 0.176 [0.39] 0.259 [0.17] 0.321 [0.12]

CRSP VW-Return (lagged) -0.282 [0.20] 0.285 [0.14] -0.326 [0.15] 0.264 [0.21] 0.439 [0.03] 0.261 [0.22]

Intercept -1.053 [0.00] -0.164 [0.03] -1.297 [0.00] -0.809 [0.00] -0.710 [0.00] -1.007 [0.00]

Adjusted R
2

0.25 0.49 0.19 0.39 0.49 0.35

Observations 654 654 648 654 654 648

Equally-weighted Idiosyncratic Risk Value-weighted Idiosyncratic Risk

Fama-French 5-

Factor ModelMarket Model CLMX Model

Fama-French 5-

Factor Model Market Model CLMX Model
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Table 3: Time-Series Regressions of Idiosyncratic Risk on Macroeconomic Variables (continued) 

 

Panel C: Time-Series Regressions with Changes 

 

 
 

Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value

Market Risk (change) 0.520 [0.00] 0.645 [0.00] 0.354 [0.00] 0.425 [0.00] 0.436 [0.00] 0.282 [0.00]

Credit Spread (change) 0.047 [0.00] 0.057 [0.00] 0.045 [0.00] 0.026 [0.00] 0.029 [0.00] 0.025 [0.00]

NBER Recession 0.008 [0.16] 0.005 [0.46] 0.005 [0.24] 0.002 [0.66] 0.002 [0.71] 0.001 [0.83]

Chicago Fed Index 0.005 [0.03] 0.004 [0.15] 0.004 [0.05] 0.002 [0.32] 0.002 [0.31] 0.001 [0.41]

Chicago Fed Index (change) -0.002 [0.36] 0.000 [0.85] -0.002 [0.27] -0.001 [0.74] 0.000 [0.94] -0.001 [0.64]

CRSP VW-Return 0.082 [0.01] 0.089 [0.02] 0.079 [0.00] 0.067 [0.01] 0.062 [0.02] 0.059 [0.01]

Time 0.005 [0.45] 0.005 [0.58] 0.004 [0.54] 0.003 [0.64] 0.003 [0.65] 0.001 [0.79]

Intercept -0.006 [0.08] -0.01 [0.19] -0.004 [0.10] -0.002 [0.41] -0.002 [0.40] -0.001 [0.51]

Adjusted R
2

0.48 0.44 0.40 0.46 0.42 0.38

Observations 654 654 647 654 654 647

Equally-weighted Idiosyncratic Risk Value-weighted Idiosyncratic Risk

CLMX Model

Fama-French 5-

Factor ModelMarket Model CLMX Model

Fama-French 5-

Factor Model Market Model



34 

 

Table 4: Forecast Errors in 2013-2017 from Regressions with Macroeconomic Variables 

The table presents results from time-series regressions with monthly measures of the natural logarithm of idiosyncratic 

risk as the dependent variable. Risk variables are from the market model. Explanatory variables are market risk, the 

credit spread, NBER recessions, the Chicago Fed National Activity Index, and the return on the CRSP value-weighted 

index. Idiosyncratic risk and market risk are alternatively equally-weighted or value-weighted as indicated in the table 

rows. The regression is estimated over the period 1963-2012. The estimated regression coefficients are then used to 

predict idiosyncratic risk for each month in the period 2013-2017. The table reports average and median actual and 

predicated average idiosyncratic risk over 2013-2017 as well as average and median forecast errors and associated p-

values. p-values reported as [0.00] are significant at better than the 1% level. The sample period is 1/1963-6/2017. 

Appendix A provides definitions of all variables. 

 

 

 

Mean Median Mean Median Mean p -value Median p -value

Equal-weighting 0.2626 0.2513 0.3139 0.3101 -0.0513 [0.00] -0.0570 [0.00]

Value-weighting 0.1687 0.1664 0.1976 0.1960 -0.0289 [0.00] -0.0301 [0.00]

Actual Idiosyncratic Risk Predicted Idiosyncratic Risk Forecast Error
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Table 5: Differences in Firm Characteristics between 1996-2000 and 2013-2017 

The table reports differences in firm characteristics between 1996-2000 and 2013-2017. For each of the time periods, 

we calculate each month the cross-sectional mean and median and subsequently average across months. We also 

calculate the difference in the average mean and median and test whether means and medians are significantly different 

across the two time periods. p-values reported as [0.00] are significant at better than the 1% level. Appendix A provides 

definitions of all variables. 

 

Mean Median Mean Median Mean p -value Median p -value

Idiosyncratic Risk (Market Model) 0.472 0.405 0.263 0.210 -0.209 [0.00] -0.195 [0.00]

Idiosyncratic Risk (CLMX Model) 0.516 0.450 0.272 0.221 -0.243 [0.00] -0.229 [0.00]

Idiosyncratic Risk (Fama-French 5-Factor Model) 0.408 0.377 0.218 0.211 -0.191 [0.00] -0.166 [0.00]

Book/Market 0.530 0.432 0.521 0.421 -0.010 [0.43] -0.011 [0.13]

Leverage 0.288 0.241 0.278 0.244 -0.010 [0.01] 0.003 [0.48]

Illiquidity Ratio 0.159 0.022 0.004 0.001 -0.156 [0.00] -0.021 [0.00]

Capital Expenditures/Total Assets 0.053 0.035 0.041 0.025 -0.012 [0.00] -0.010 [0.00]

R&D Expenses/Total Assets 0.037 0.000 0.035 0.000 -0.001 [0.01] 0.000 [1.00]

Cash and Short-term Investments/Total Assets 0.159 0.056 0.178 0.092 0.019 [0.00] 0.036 [0.00]

Firm Age 14.25 8.307 22.62 18.26 8.374 [0.00] 9.952 [0.00]

Real Market Capitalization 2,642     347   6,240    1,236  3,598 [0.00] 889    [0.00]

ROE 0.040 0.108 0.060 0.094 0.020 [0.00] -0.014 [0.00]

Revenue Herfindahl Index 0.086 0.044 0.117 0.081 0.032 [0.00] 0.038 [0.00]

S&P Constituent 0.090 0.000 0.191 0.000 0.101 [0.00] 0.000 [1.00]

Institutional Ownership 0.425 0.42 0.615 0.647 0.191 [0.00] 0.227 [0.00]

1996-2000 2013-2017 Difference
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Table 6: Regressions of Idiosyncratic Risk on Firm Characteristics 

The table presents results from regressions with monthly measures of the natural logarithm of idiosyncratic risk from the market model as dependent variable. 

Result are shown alternatively for the full sample period (1963-2017) and the 1983-2017 subperiod. All regressions include as explanatory variables market-model 

market risk, the credit spread, NBER recessions, the Chicago Fed National Activity Index, and the return on the CRSP value-weighted index. The coefficients on 

these variables and the regression intercepts are not shown in Panel A, but the variables are included in all regressions. Panel A shows results from twelve firm-

level panel regressions, where the characteristics listed in the first column are added individually to the macroeconomic variables. The panel reports the coefficient 

and associated p-value on the listed characteristic, the adjusted regression R-squared and the number of observations. Standard errors are clustered by firm and 

month. Panel B shows results from firm-level panel regressions with multiple firm characteristics. Here, the coefficients and p-values of all regressors are reported, 

as well as the adjusted regression R-squared and the number of observations. Standard errors are clustered by firm and month. Panel C shows results from time-

series regressions with average firm characteristics. The panel reports the regression coefficients and associated p-values, the adjusted regression R-squared and 

the number of observations. p-values reported as [0.00] are significant at better than the 1% level. The sample period is 1/1963-6/2017. Appendix A provides 

definitions of all variables. 

 

Panel A: Panel Regressions with Individual Firm Characteristics 

 

 

 
(continued) 

  

Coef p -value

Adjusted 

R
2

Observations Coef p -value

Adjusted 

R
2

Observations

(1) Illiquidity Ratio (log) (lagged) 0.084 [0.00] 0.20 1,450,122     0.093 [0.00] 0.22 1,221,055     

(2) Real Market Capitalization (log) (lagged) -0.168 [0.00] 0.26 1,450,122     -0.170 [0.00] 0.26 1,221,055     

(3) Firm Age (log) (lagged) -0.230 [0.00] 0.20 1,450,122     -0.237 [0.00] 0.20 1,221,055     

(4) Book/Market (lagged) -0.017 [0.08] 0.07 1,450,122     -0.019 [0.09] 0.07 1,221,055     

(5) Leverage (lagged) -0.097 [0.00] 0.07 1,450,122     -0.147 [0.00] 0.08 1,221,055     

(6) Capital Expenditures/Total Assets (lagged) 1.000 [0.00] 0.08 1,450,122     0.998 [0.00] 0.08 1,221,055     

(7) R&D/Total Assets (lagged) 1.864 [0.00] 0.12 1,450,122     1.818 [0.00] 0.12 1,221,055     

(8) Cash and Short-term Investments/Total Assets (log) (lagged) 0.942 [0.00] 0.12 1,450,122     0.958 [0.00] 0.13 1,221,055     

(9) ROE (lagged) -0.700 [0.00] 0.15 1,450,122     -0.688 [0.00] 0.15 1,221,055     

(10) Revenue Herfindahl Index (log) (lagged) 0.020 [0.00] 0.07 1,450,122     0.015 [0.03] 0.07 1,221,055     

(11) S&P Constituent (lagged) -0.419 [0.00] 0.12 1,448,528     -0.453 [0.00] 0.13 1,221,055     

(12) Institutional Ownership (lagged) -0.510 [0.00] 0.12 1,254,656     -0.544 [0.00] 0.13 1,208,531     

1963-2017 1983-2017
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Table 6: Regressions of Idiosyncratic Risk on Firm Characteristics (continued) 

 

Panel B: Panel Regressions with Multiple Firm Characteristics 

 

 
(continued) 

  

Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value

Market Risk (Market Model) (log) (lagged) 0.120 [0.00] 0.116 [0.00] 0.124 [0.00] 0.119 [0.00]

Credit Spread (lagged) -0.021 [0.11] 0.013 [0.21] -0.077 [0.00] -0.010 [0.44]

NBER Recessions (lagged) 0.149 [0.00] 0.110 [0.00] 0.242 [0.00] 0.147 [0.00]

Chicago Fed Index (lagged) -0.021 [0.12] -0.018 [0.09] -0.035 [0.09] -0.030 [0.07]

CRSP VW-Return (lagged) -0.555 [0.03] -0.541 [0.01] -0.702 [0.03] -0.672 [0.01]

Illiquidity Ratio (log) (lagged) 0.010 [0.01] 0.022 [0.00] 0.020 [0.00] 0.036 [0.00]

Real Market Capitalization (log) (lagged) -0.100 [0.00] -0.095 [0.00] -0.079 [0.00] -0.070 [0.00]

Firm Age (log) (lagged) -0.118 [0.00] -0.111 [0.00] -0.128 [0.00] -0.122 [0.00]

Book/Market (lagged) -0.012 [0.17] -0.040 [0.00] -0.019 [0.09] -0.042 [0.00]

Leverage (lagged) 0.145 [0.00] 0.136 [0.00] 0.148 [0.00] 0.134 [0.00]

Capital Expenditures/Total Assets (lagged) 1.152 [0.00] 1.101 [0.00] 1.284 [0.00] 1.165 [0.00]

R&D/Total Assets (lagged) 0.745 [0.00] 0.626 [0.00] 0.723 [0.00] 0.609 [0.00]

Cash and Short-term Investments/Total Assets (log) (lagged) 0.523 [0.00] 0.436 [0.00] 0.562 [0.00] 0.464 [0.00]

ROE (lagged) -0.342 [0.00] -0.309 [0.00] -0.338 [0.00] -0.296 [0.00]

Intercept -0.872 [0.00] -0.394 [0.00] -0.109 [0.00] -0.726 [0.00] -0.461 [0.00] -0.122 [0.00]

Adjusted R
2

0.07 0.28 0.35 0.07 0.29 0.36

Observations 1,538,654 1,538,654 1,538,654 1,226,043 1,226,043 1,226,043 

1963-2017 1983-2017

(1) (2) (3) (1) (2) (3)



38 

 

Table 6: Regressions of Idiosyncratic Risk on Firm Characteristics (continued) 

 

Panel C: Time-Series Regressions with Average Firm Characteristics 

 

 

Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value Coef p -value

Market Risk (Market Model) (log) (lagged) 0.069 [0.00] 0.122 [0.00] -0.029 [0.38] 0.093 [0.00]

Credit Spread (lagged) 0.048 [0.00] 0.069 [0.00] -0.026 [0.29] 0.056 [0.00]

NBER Recessions (lagged) 0.150 [0.00] 0.079 [0.00] 0.295 [0.00] 0.069 [0.03]

Chicago Fed Index (lagged) -0.012 [0.35] -0.007 [0.38] -0.042 [0.04] -0.019 [0.11]

CRSP VW-Return (lagged) -0.667 [0.00] -0.527 [0.00] -1.179 [0.00] -0.648 [0.00]

Illiquidity Ratio (log) (lagged) -0.088 [0.00] 0.019 [0.24] 0.018 [0.65] 0.062 [0.09]

Real Market Capitalization (log) (lagged) -0.318 [0.00] -0.181 [0.00] 0.185 [0.02] 0.157 [0.04]

Firm Age (log) (lagged) -0.415 [0.00] -0.438 [0.00] -1.219 [0.00] -1.050 [0.00]

Book/Market (lagged) 0.297 [0.00] -0.313 [0.00] 1.047 [0.00] 0.258 [0.32]

Leverage (lagged) -0.642 [0.00] -0.011 [0.94] 1.242 [0.16] 0.698 [0.40]

Capital Expenditures/Total Assets (lagged) 2.812 [0.00] 1.801 [0.00] 1.030 [0.10] 0.249 [0.68]

R&D/Total Assets (lagged) 4.352 [0.00] 5.445 [0.00] 3.649 [0.01] 2.845 [0.03]

Cash and Short-term Investments/Total Assets (log) (lagged) -2.961 [0.00] -2.092 [0.00] 0.160 [0.86] -1.173 [0.21]

ROE (lagged) -2.784 [0.00] -1.069 [0.00] -1.280 [0.00] -0.989 [0.02]

Intercept -1.202 [0.00] 1.742 [0.00] 1.530 [0.00] -1.236 [0.00] -0.352 [0.52] 0.553 [0.32]

Adjusted R
2

0.20 0.64 0.74 0.17 0.72 0.77

Observations 654         654         654         414         414         414         

1963-2017 1983-2017

(1) (2) (3) (1) (2) (3)
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Table 7: Forecast Errors in 2013-2017 from Regressions with Firm Characteristics 

The table presents results on forecast errors from firm-level panel regressions (Panel A) and aggregate time-series regressions (Panel B). Results are shown sepa-

rately for equal-weighting and value-weighting, as well as for the full sample period (1963-2017) and the 1983-2017 subperiod. Idiosyncratic risk is from the 

market model. To obtain predicted idiosyncratic risk, we run regressions with idiosyncratic risk as dependent variable over the period 1963-2012 and 1983-2012, 

respectively. The lagged independent variables for the four different models are: 

(1) market-model market risk, the credit spread, NBER recessions, the Chicago Fed National Activity Index, the return on the CRSP value-weighted index; 

(2) market-model market risk, the credit spread, NBER recessions, the Chicago Fed National Activity Index, the return on the CRSP value-weighted index, 

book/market, real market capitalization (log), firm age (log); 

(3) book/market, illiquidity ratio (log), real market capitalization (log), firm age (log), leverage, capital expenditures/total assets, R&D expenses/total assets, cash 

and short-term investments/total assets (log), ROE; 

(4) market-model market risk, the credit spread, NBER recessions, the Chicago Fed National Activity Index, the return on the CRSP value-weighted index, 

book/market, illiquidity ratio (log), real market capitalization (log), firm age (log), leverage, capital expenditures/total assets, R&D expenses/total assets, cash 

and short-term investments/total assets (log), ROE. 

In Panel A, regressions are based on an unbalanced panel of firm-level observations. We obtain predictions of idiosyncratic risk for each firm in each month over 

the period 2013-2017 by applying the regression coefficients (alternatively from estimations over the 1963-2012 and 1983-2012 periods) to the observed (lagged) 

macroeconomic variables and firm characteristics in 2013-2017. We also have actual idiosyncratic risk for each firm in each month from the market model. The 

difference between actual idiosyncratic risk and predicted idiosyncratic risk is the prediction error for each firm and month in the 2013-2017 period. We average 

actual risk, predicted risk, and forecast errors across firms in each month using alternatively equal-weighting or value-weighting (using prior month’s market 

capitalization). The panel reports the time-series mean, median and standard deviation as well as p-values of associated tests over the 2013-2017 period. 

Panel B uses aggregate time-series regressions with macroeconomic variables and average firm characteristics to predict average idiosyncratic risk. Idiosyncratic 

risk (the dependent variable) and firm characteristics are averaged using alternatively equal-weighting or value-weighting (using prior month’s market capitaliza-

tion). Regressions are estimated alternatively over the 1963-2012 and 1983-2012 periods. We obtain predictions of average idiosyncratic risk in each month over 

the period 2013-2017 by applying the regression coefficients to the observed (lagged) macroeconomic variables and average firm characteristics in 2013-2017. We 

also have average actual idiosyncratic risk in each month from the market model. The difference between average actual idiosyncratic risk and average predicted 

idiosyncratic risk is the prediction error for each month in the 2013-2017 period. The panel reports the time-series mean, median and standard deviation as well as 

p-values of associated tests over the 2013-2017 period. p-values reported as [0.00] are significant at better than the 1% level. The sample period is 1/1963-6/2017. 

Appendix A provides definitions of all variables. 

(continued) 
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Table 7: Forecast Errors in 2013-2017 from Regressions with Firm Characteristics (continued) 

Panel A: Firm-Level Panel Regressions 

 

  

(continued) 

  

Model Mean Median Mean Median Mean p -value Median p -value Std.Dev.

Equal-weighting 1963-2012 (1) 0.261 0.249 0.320 0.317 -0.059 [0.00] -0.064 [0.00] 0.034

(2) 0.261 0.249 0.275 0.270 -0.014 [0.00] -0.018 [0.00] 0.032

(3) 0.261 0.249 0.283 0.283 -0.023 [0.00] -0.030 [0.00] 0.036

(4) 0.261 0.249 0.281 0.277 -0.020 [0.00] -0.025 [0.00] 0.032

1983-2012 (1) 0.261 0.249 0.318 0.316 -0.057 [0.00] -0.064 [0.00] 0.036

(2) 0.261 0.249 0.275 0.271 -0.014 [0.00] -0.020 [0.00] 0.033

(3) 0.261 0.249 0.283 0.282 -0.022 [0.00] -0.030 [0.00] 0.036

(4) 0.261 0.249 0.276 0.273 -0.016 [0.00] -0.021 [0.00] 0.032

Value-weighting 1963-2012 (1) 0.168 0.166 0.314 0.313 -0.145 [0.00] -0.149 [0.00] 0.024

(2) 0.168 0.166 0.172 0.171 -0.003 [0.31] -0.008 [0.08] 0.023

(3) 0.168 0.166 0.182 0.182 -0.014 [0.00] -0.014 [0.00] 0.027

(4) 0.168 0.166 0.175 0.175 -0.007 [0.03] -0.011 [0.00] 0.023

1983-2012 (1) 0.168 0.166 0.312 0.308 -0.143 [0.00] -0.147 [0.00] 0.025

(2) 0.168 0.166 0.171 0.170 -0.002 [0.47] -0.007 [0.13] 0.024

(3) 0.168 0.166 0.186 0.187 -0.018 [0.00] -0.019 [0.00] 0.027

(4) 0.168 0.166 0.177 0.176 -0.009 [0.01] -0.013 [0.00] 0.023

Actual Idiosyncratic 

Risk

Predicted 

Idiosyncratic Risk Forecast ErrorEstimation 

Period
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Table 7: Forecast Errors in 2013-2017 from Regressions with Firm Characteristics (continued) 

Panel B: Aggregate Time-Series Regressions 

 

  

 

Model Mean Median Mean Median Mean p -value Median p -value Std.Dev.

Equal-weighting 1963-2012 (1) 0.261 0.249 0.309 0.306 -0.048 [0.00] -0.052 [0.00] 0.033

(2) 0.261 0.249 0.216 0.213 0.045 [0.00] 0.041 [0.00] 0.031

(3) 0.261 0.249 0.239 0.240 0.022 [0.00] 0.013 [0.00] 0.035

(4) 0.261 0.249 0.221 0.217 0.039 [0.00] 0.037 [0.00] 0.030

1983-2012 (1) 0.261 0.249 0.305 0.303 -0.044 [0.00] -0.050 [0.00] 0.036

(2) 0.261 0.249 0.213 0.206 0.048 [0.00] 0.043 [0.00] 0.030

(3) 0.261 0.249 0.257 0.256 0.004 [0.35] -0.001 [0.69] 0.031

(4) 0.261 0.249 0.243 0.241 0.018 [0.00] 0.015 [0.01] 0.029

Value-weighting 1963-2012 (1) 0.168 0.166 0.200 0.200 -0.032 [0.00] -0.036 [0.00] 0.024

(2) 0.168 0.166 0.165 0.163 0.004 [0.23] 0.000 [0.72] 0.023

(3) 0.168 0.166 0.175 0.174 -0.006 [0.05] -0.010 [0.01] 0.023

(4) 0.168 0.166 0.158 0.151 0.011 [0.00] 0.007 [0.02] 0.022

1983-2012 (1) 0.168 0.166 0.198 0.199 -0.030 [0.00] -0.034 [0.00] 0.024

(2) 0.168 0.166 0.147 0.144 0.021 [0.00] 0.019 [0.00] 0.022

(3) 0.168 0.166 0.173 0.171 -0.004 [0.17] -0.010 [0.03] 0.022

(4) 0.168 0.166 0.154 0.153 0.015 [0.00] 0.008 [0.00] 0.022

Actual Idiosyncratic 

Risk

Predicted 

Idiosyncratic Risk Forecast ErrorEstimation 

Period
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Table 8: Regressions of Market Risk and R-Squared on 5-year Period Dummies 

The table shows results from regressions of average monthly annualized market risk (Panel A) and regression R-

squared (Panel B) on an intercept and indicator variables for non-overlapping 5-year periods. Market risk is alterna-

tively from the market model and the CLMX model. R-Squared is alternatively from the market model and the Fama-

French 5-factor model. Values are averaged each month either using equal-weighting or value-weighting (using prior 

month’s market capitalization). The table shows the regression coefficients and associated p-values, as well as the 

regression R-squared and the number of time-series observations. p-values reported as [0.00] are significant at better 

than the 1% level. The sample period is 1/1963-6/2017. Appendix A provides definitions of all variables. 

 

Panel A: Market Risk 

 

Panel B: R-Squared 

Coef p -value Coef p -value Coef p -value Coef p -value

Intercept 0.142 [0.00] 0.119 [0.00] 0.118 [0.00] 0.119 [0.00]

Years 2008-2012 0.115 [0.00] 0.087 [0.00] 0.095 [0.00] 0.087 [0.00]

Years 2003-2007 0.004 [0.73] 0.006 [0.55] 0.008 [0.52] 0.006 [0.55]

Years 1998-2002 0.039 [0.00] 0.092 [0.00] 0.093 [0.00] 0.092 [0.00]

Years 1993-1997 -0.038 [0.00] -0.017 [0.12] -0.011 [0.33] -0.017 [0.12]

Years 1988-1992 -0.031 [0.01] 0.001 [0.89] 0.004 [0.73] 0.001 [0.89]

Years 1983-1987 -0.031 [0.01] 0.005 [0.61] 0.012 [0.29] 0.005 [0.61]

Years 1978-1982 -0.022 [0.05] 0.014 [0.21] 0.014 [0.24] 0.014 [0.21]

Years 1973-1977 -0.020 [0.08] 0.018 [0.09] 0.020 [0.09] 0.018 [0.09]

Years 1968-1972 -0.024 [0.03] -0.017 [0.12] -0.015 [0.20] -0.017 [0.12]

Years 1963-1967 -0.064 [0.00] -0.045 [0.00] -0.042 [0.00] -0.045 [0.00]

R
2

0.38 0.33 0.30 0.33

Observations 654 654 654 654

Equally-weighted Market Risk Value-weighted Market Risk

Market Model CLMX Model Market Model CLMX Model

Coef p -value Coef p -value Coef p -value Coef p -value

Intercept 0.290 [0.00] 0.501 [0.00] 0.364 [0.00] 0.560 [0.00]

Years 2008-2012 0.088 [0.00] 0.052 [0.00] 0.088 [0.00] 0.058 [0.00]

Years 2003-2007 -0.051 [0.00] -0.067 [0.00] -0.027 [0.12] -0.037 [0.01]

Years 1998-2002 -0.141 [0.00] -0.139 [0.00] -0.077 [0.00] -0.063 [0.00]

Years 1993-1997 -0.188 [0.00] -0.192 [0.00] -0.160 [0.00] -0.144 [0.00]

Years 1988-1992 -0.168 [0.00] -0.180 [0.00] -0.074 [0.00] -0.092 [0.00]

Years 1983-1987 -0.156 [0.00] -0.162 [0.00] -0.092 [0.00] -0.094 [0.00]

Years 1978-1982 -0.133 [0.00] -0.137 [0.00] -0.079 [0.00] -0.079 [0.00]

Years 1973-1977 -0.150 [0.00] -0.163 [0.00] -0.059 [0.00] -0.082 [0.00]

Years 1968-1972 -0.145 [0.00] -0.153 [0.00] -0.139 [0.00] -0.128 [0.00]

Years 1963-1967 -0.170 [0.00] -0.182 [0.00] -0.157 [0.00] -0.149 [0.00]

R
2

0.62 0.65 0.36 0.40

Observations 654 648 654 648

Equally-weighted R-Squared Value-Weighted R-Squared

Market Model

Fama-French 5-

Factor Model Market Model

Fama-French 5-

Factor Model
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Appendix A: Variable Definitions 

The table shows the names and definitions of the main variables used in the paper. 

 

 

 

Variable Definition

Panel A: Macroeconomic variables

Chicago Fed Index Chicago Fed National Activity Index: Total (CFNAITot).  We use a regression 

analysis to construct values of CFNAITot prior to March 1967 using available 

subcomponents.

CreditSpread Difference between Moody's seasoned Baa corporate bond yield provided by 

Board of Governors of the Federal Reserve System, averages of business 

days (H.15 release) (BAA) and Constant maturity 10-year U.S. Treasury yield 

provided by Board of Governors of the Federal Reserve System, averages of 

business days (H.15 release) (GS10)

CRSP Index Volatility Annualized monthly volatility of CRSP value-weighted market return 

calculated using daily return observations.

CRSP VW-Return Return on CRSP value-weighted stock market index (incl. dividends)

Economic Policy Uncertainty Index Measure policy-related economic uncertainty (from 

www.PolicyUncertainty.com)

NBER Recessions Indicator variable with value equal to 1 for months during an NBER-dated 

recession; 0 otherwise.

Uncertainty Index Uncertainty index based on the detrended cross-sectional standard deviation 

of GDP growth forecasts (from Kozeniauskas, Orlik and Velkamp (2014))

VIX Index Implied Volatility Index (CBOE)

Panel B: Firm-level variables

Book/Market (Common Equity + Deferred Taxes (Balance Sheet))/Market Capitalization

Capital Expenditures/Total Assets Capital Expenditures/Total Assets

Cash and Short-term Investments/Total Assets Cash and  Short-term Investments / Total Assets

Firm Age Difference in years between the observation date and the date of the first 

price on CRSP.

Idiosyncratic Risk (CLMX Model 5-Day Returns) Idiosyncratic risk from CLMX model using daily returns of rolling 5-day 

returns in a month

Idiosyncratic Risk (CLMX Model) Idiosyncratic risk from CLMX model using daily returns in a month

Idiosyncratic Risk (Fama-French 5-Factor Model) Idiosyncratic risk from Fama French 5-factor model

Idiosyncratic Risk (Market Model) Idiosyncratic risk from market model

Illiquidity Ratio Monthly average of (Absolute Stock Return/Stock Trading Volume)

Institutional Ownership Fraction of shares outstanding owned by institutional investors.

Leverage (Total Debt + Preferred Stock) / (Total Debt + Preferred Stock + Market 

Capitalization)

Market Risk (CLMX Model 5-Day Returns) Market risk from market model using daily returns of rolling 5-day returns in a 

month

Market Risk (CLMX Model) Market risk from CLMX model

Market Risk (Market Model) Market risk from market model using daily returns in a month

R&D Expenses/Total Assets R&D Expenses/Total Assets

Real Market Capitalization Market capitalization in millions of 1997 dollars

Revenue Herfindahl Index Revenue Herfindahl Index based on 3-digit historical NAICS (Kahle and 

Stulz, 2017)

ROE Return on Equity (Net Income/Shareholders' Equity)

S&P Constituent Indicator variable with value 1 if stock is member of the S&P 500 index; 0 

otherwise.

Total Debt Current Liabilities + Long-Term Debt

Total Risk Standard deviation of daily returns in a month




