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1 Introduction

At stages of development when agriculture employs a large share of the population, the char-

acteristics of agricultural production can strongly influence the evolution of the economy.

Economists have extensively studied the impact of agricultural productivity on development

(Matsuyama, 1992; Restuccia et al., 2008; Gollin, 2010; Hornbeck and Keskin, 2015; Bus-

tos et al., 2016). The effects of certain types of agricultural products have also attracted

considerable interest (Goldin and Sokoloff, 1984; Engerman and Sokoloff, 2002; Nunn and

Qian, 2011; Vollrath, 2011; Bruhn and Gallego, 2012). In contrast, the role of diversity (the

variety and balance of the production mix) in agriculture has remained largely unexplored.

This paper shows that agricultural diversity can be an important driver of structural change

and economic growth.

To examine how agricultural diversity affected the process of development, I use data

from U.S. counties over 140 years and propose a novel instrumental variable (IV) strategy.

I find significant positive effects of mid-19th century agricultural diversity on development

following the onset of the Second Industrial Revolution (usually dated 1870-1920). Early agri-

cultural diversity—measured in 1860, when the American economy was still predominantly

agricultural—did not have a significant impact on contemporaneous development across U.S.

counties. But in the decades that followed, while the nation was becoming the world’s in-

dustrial leader, county-level industrialization and population density were positively affected

by early agricultural diversity. The effects were persistent and sizable: according to my IV

estimates, a one standard deviation increase in 1860 agricultural diversity led to an increase

of 73% in 2000 population density and a gain of 6% in 2000 per capita income.

In theory, production diversity may affect development in either direction, through var-

ious channels. Diversity can hinder development, as it may imply foregoing gains from

specialization based on comparative advantage or scale economies. On the other hand, if

there are complementarities among inputs or skills, diversity may yield productivity gains.

Moreover, diverse economic environments may favor technological change and skill forma-

tion. Diversity could also foster development through other channels, e.g., by reducing risk

and volatility. Empirically identifying the causal effects of diversity is challenging: while

diversity may affect development in various ways, the latter may also affect the former, and

there are third factors that may affect both. In this paper, I address the challenge exploiting

climate-induced variation in agricultural production patterns, and assess the plausibility of

different mechanisms drawing on a wealth of historical data.

I start with a preliminary exploration of the relationship between early agricultural di-

versity and development outcomes through ordinary least squares (OLS) regressions, and
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find significant positive correlations that are robust to controlling for state fixed effects, land

productivity measures and several other geo-climatic features, the dominance of cotton and

other specific agricultural products, and a number of socio-economic initial conditions. But

despite their robustness, the correlations could be driven by heterogeneity in unobservables

(e.g., preferences or technology). For instance, if diversity in early agriculture partly reflected

openness to new ideas and this trait accelerated subsequent growth, OLS estimates would

be biased upwards. A downward bias generated by other omitted variables is also possible.

To identify the causal effects of agricultural diversity, I propose a strategy that exploits

variation in the composition of agricultural production generated by climatic features. I

construct an IV for agricultural diversity using high resolution spatial data on climate-based

potential yields for many different crops (from FAO, the Food and Agriculture Organization

of the United Nations). The IV is based on the estimation of a fractional multinomial logit

(FML) model of crop choice, in which the county-level shares of agricultural products in

agricultural output are functions of the crop-specific potential yields. With the predicted

shares for each crop, I compute an index of potential agricultural diversity, which I then use

as an IV for actual diversity. Controlling for geographic and climatic features that might

have direct effects on development mitigates concerns about the exclusion restriction in the

IV estimation. The findings are robust to adding higher-order terms of geo-climatic variables

and to controlling for the importance of specific crops in a variety of ways.

After establishing the positive effects of agricultural diversity on development, I inves-

tigate the underlying mechanisms. My proposed explanation emphasizes that agricultural

diversity can foster industrial diversification and the acquisition of new ideas and new skills.

To motivate the hypothesis in the context of the Second Industrial Revolution, I offer a

collection of examples that illustrate the ramifications of early agricultural diversity in U.S.

history. Agricultural products required different skills and technologies in production, stor-

age, packaging, marketing, and transportation. In addition, they had linkages with various

manufacturing activities, which in turn required different technologies and skills, and had

a variety of other linkages. Thus, directly and indirectly, agricultural diversity may have

increased the local diversity of products, ideas and skills. In turn, this diversity may have fa-

vored technological change and skill formation because of the presence of complementarities

and cross-sector spillovers.1

To assess this hypothesis, I estimate the impacts of agricultural diversity on industrial

diversity, patent activity, and the share of manufacturing employment in new occupations.

The results show that these key intermediate variables, measured in the decades following the

1 In an appendix, I present a formal model of these mechanisms that emphasizes the interconnected roles

of entry into new activities and the acquisition of ideas and skills in the process of economic growth.
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onset of the Second Industrial Revolution, were all positively affected by early agricultural

diversity. The proposed mechanisms have an additional testable implication: the effects

of diversity ought to be larger in activities where skill complementarities and cross-sector

knowledge spillovers are more relevant. Consistent with this prediction, I find that beyond

its effect on overall industrialization, agricultural diversity positively affected the shares of

manufacturing workers employed on knowledge- and skill-intensive industries.

There are other channels that could account for the positive effects of agricultural di-

versity on development: changes in agricultural productivity (which could in turn boost

industrialization), reduced exposure to product-specific shocks (which would decrease volatil-

ity and possibly foster economic performance), or lower land concentration (which could

affect local institutions, e.g., schools and banks). I assess the relevance of these channels and

do not find evidence supporting any of them.

My findings contribute to a growing body of knowledge on the deep roots of comparative

development (see Galor, 2011; Nunn, 2014; Spolaore and Wacziarg, 2013), offering novel

insights on how the production structure at early stages of development can affect long-run

performance. Like the recent contributions of Bleakley and Lin (2012), Hornbeck and Naidu

(2014), and Glaeser et al. (2015), I find evidence from U.S. history indicating significant

long-run effects of local conditions that are no longer directly relevant. Among the many

contributions that study how geo-climatic factors have affected contemporary outcomes by

shaping historical development paths, my research closely echoes those highlighting the role

of early agricultural production patterns (e.g., Engerman and Sokoloff, 2002). But the focus

on agricultural diversity, instead of agricultural productivity or specific crops, provides a

new perspective on the role of agriculture in the development process.2

This paper also adds to the macro-development literature. My estimation of diversity’s

causal effects and the emphasis on skills formation and technological change as the under-

lying channels (along the lines of Hausmann and Hidalgo, 2011) complement the influential

contributions of Acemoglu and Zilibotti (1997), Imbs and Wacziarg (2003), and Koren and

Tenreyro (2013), which link diversity and development in different ways. Moreover, my re-

sults and interpretation have implications about the mechanics of structural change: they

suggest that analyzing complementarities and cross-sector spillovers (e.g., along the lines

of Jones, 2011 or Hanlon and Miscio, 2017) in models with finer levels of aggregation than

standard two- or three-sector frameworks may produce novel insights.

2While many important contributions study diversity along other dimensions (e.g., ethnic, cultural, or

genetic diversity), the closest precedents to my focus on agricultural diversity are Michalopoulos (2012)

and Fenske (2014), who examine the effects of different measures of diversity in natural endowments on

ethnolinguistic fragmentation and state centralization, respectively (both in the context of Africa).
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Finally, my results are relevant for the urban and regional economics literature. The

mechanisms that I emphasize echo the ideas of Jacobs (1969), which were quantitatively

studied in the seminal contribution of Glaeser et al. (1992) and in numerous follow-up stud-

ies (see Beaudry and Schiffauerova, 2009, for a review). While many of these studies present

suggestive evidence about the relationship between diversity and development, a causal inter-

pretation is generally subject to endogeneity concerns. In this paper, the focus on agriculture

offers a useful lever for identification, as it allows me to isolate climate-induced variation in

diversity.

The paper is organized as follows. The next section discusses the theories that link di-

versity and development. The third section describes the data and historical background,

and the fourth section presents the estimating equation and exploratory results from OLS

estimation. Section five outlines the instrumental variable strategy and discusses the IV

estimates. Section six investigates the mechanisms underlying the long-term effects of agri-

cultural diversity. Section seven concludes.

2 Theories Linking Economic Diversity and Development

The relationship between economic diversity and development has been addressed by a num-

ber of theories with contrasting implications about the sign and direction of causality. This

section briefly describes this multiplicity of theories and elaborates on those that gener-

ate positive effects of diversity because of the presence of complementarities and knowledge

spillovers. This subset of theories informs my interpretation of how diversity in early agricul-

tural production affected the process of development in U.S. history, as explained in detail

throughout the paper.

Well-known pieces of economic wisdom suggest that specialization, as opposed to diver-

sification, is good for growth. First, any form of increasing returns to scale operating only

at the sector- or product-level implies that specialization yields productivity gains; within

urban economics, for instance, the idea of localization externalities points to the benefits

that firms derive from being co-located with other firms in the same sector. In addition, the

principle of comparative advantage is often used to make a case for specialization. Finally,

an elementary consideration of modern portfolio theory may suggest that growth is dimin-

ished by diversification insofar as (with the purpose of attenuating risk) it reduces expected

returns.

In contrast, several theories imply positive effects of diversity. A number of differ-

ent macro-development models feature complementarities (i.e., imperfect substitutability)

among inputs in the production function—intermediate goods, skills, tasks, or technologies,
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depending on the case—with the implication that diversity increases productivity (in the

sense of lowering unit costs). Some models (e.g., endogenous growth models with expanding

variety à la Romer (1990)) highlight the productivity gains from adding new production

inputs. Others focus on the role of balance among required inputs—e.g., Jones (2011), who

sheds light on the importance of “weak links” in the presence of strong complementarities.

There are also theories that generate dynamic advantages of diversity. Jacobs (1969)

eloquently argued that diverse economic environments promote the acquisition of new ideas

and skills. These effects may be explained by cross-product knowledge spillovers, particularly

by recombinant technological progress—the production of new ideas by combining multiple

old ideas. These forces were emphasized early on by Usher (1929), Schumpeter (1934), and

Schmookler (1966). Recombinant innovation was first incorporated in a growth model by

Weitzman (1998). Later contributions include Olsson (2000, 2005), Berliant and Fujita (2008,

2011), and Akcigit et al. (2013). Van den Bergh (2008) and Zeppini and Van den Bergh (2013)

show that even if there are increasing returns that favor specialization, diversity’s stimulus

to recombinant innovations can make it efficient in the long-run.

Other models that generate dynamic advantages emphasize diversity in inputs and skills.

Duranton and Puga (2001) build a model in which diversified cities, characterized by a broad

range of intermediate inputs and labor skills, allow an entrepreneur with a new project to

find the ideal productive process. In a model developed by Helsley and Strange (2002), the

diversity of input suppliers reduces the cost of bringing new ideas to fruition. Hausmann

and Hidalgo (2011) emphasize diversity in skills, or more broadly, capabilities: if each prod-

uct requires a set of complementary capabilities, and capability sets for different products

partially overlap, then diversity increases the return to acquiring new capabilities, insofar as

they complement previously existing ones.

Various elements of the theories described above are closely related and can be jointly

incorporated in a stylized model, as I do in Appendix C. The model features skill comple-

mentarities and cross-sectoral spillovers, and generates positive effects of diversity on both

the acquisition of new ideas and the formation of new skills. Each sector requires a number

of complementary skills. The expected level of efficiency for each skill positively depends—

through spillovers—on the variety of established skills in other sectors of the local economy.

Higher diversity reflects a wider range of skills, which increases expected returns and thus

entry into new sectors. In turn, expanding the set of active industrial sectors goes along with

the adoption of new technologies and the formation of new skills. This subsequently fosters

entry into additional activities, boosting the process of growth and structural change.

Positive effects of diversity could also arise from reduced risk and volatility. Diversifi-

cation limits the direct impact of negative product-specific shocks and also facilitates sub-
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stitution away from negatively affected products. Moreover, if agents are risk averse, being

able to enter a wide array of projects may be a precondition for carrying out risky projects

with high returns. These insights are suggested by Acemoglu and Zilibotti (1997) and Koren

and Tenreyro (2013), two important contributions characterizing the endogenous evolution

of diversification and volatility in the process of development.

A positive relationship between diversity and development might also be driven, under

some special conditions, by trade integration. While the standard theories predict that trade

induces specialization and also increases income, Imbs et al. (2012) show that at low income

levels and under indivisibilities in some sectors, enlarging market access can make minimum

scales feasible and thus induce entry into new sectors, which would increase diversity and

also income.3

Finally, diversity and development might be connected by an effect of the latter on the

former: Li (2013) shows that higher income can lead to increased variety in consumption

(which may in turn induce higher diversity in production).

In sum, there are multiple ways in which diversity can affect development, as well as

ways in which development might affect diversity or a third variable might affect both. The

theories reviewed in this section do not have a focus on agricultural diversity, but their

insights remain relevant in the context studied in this paper. In 1860 agriculture was still

the main sector of the U.S. economy. In addition, the mechanisms that I emphasize may have

been activated by agricultural diversity directly, or indirectly, through industrial diversity

induced by early agricultural diversity. The empirical analysis in section 5 and the model in

Appendix C provide a precise account of my interpretation of agricultural diversity’s effects

on development in U.S. history.

3 Data and Historical Background

The empirical analysis is based on a sample of 1,821 U.S. counties that represented over 97%

of national population in 1860. The sample excludes all Western states (most of which were

still territories by 1860 and had only started to be partitioned into counties), as well as Dakota

Territory, Kansas Territory, Nebraska Territory and Indian Territory (later Oklahoma).4 To

3Imbs et al. (2012) put together this prediction and the usual one to show that trade integration occurring

first between regions (at relatively low income levels) and subsequently between countries (at higher income

levels) can generate a country-level inverted U shape of diversification in relation to income (Imbs et al.,

2012, and the earlier contribution by Imbs and Wacziarg, 2003, empirically document this pattern with data

from 1960 onward).
4 See Figure A1 in Appendix A. Within the remaining states, 85 counties are dropped because of missing

data, many of them in Michigan and Texas. The sample includes El Paso, Texas, which is about 400 miles
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have consistent units of observation over time in spite of changes in county boundaries, I

adjust all data to conform to 1860 boundaries; the procedure is explained in Appendix A.

To measure early agricultural diversity, I use data on production of 36 items comprising

agricultural output from the 1860 Census of Agriculture, in combination with data on state-

level prices from Atack and Bateman (1987) and Craig (1993) (both available from Minnesota

Population Center, 2016). Table 1 reports the sample average and maximum percentages of

county-level agricultural production for each of these products, as well as the percentages

of counties in which each product was dominant and in which it represented over 50% of

agricultural output (average shares are weighted by counties’ agricultural output, so they

coincide with shares in agricultural production for the sample as a whole).

Table 1. Agricultural Production Data

Product % of Agri.Output % of Counties Product % of Agri.Output % of Counties

Mean 0Max Dominant >50% Mean Max Dominant >50%

Corn 23.80 098.89 43.73 11.28 Barley 0.44 10.54 0.00 0.00

Ginned cotton 16.03 094.11 20.08 13.86 Clover seed 0.30 12.93 0.00 0.00

Animals slaughtered 13.08 095.16 04.35 05.50 Rice 0.27 86.38 0.51 0.28

Hay 11.86 073.97 17.22 01.65 Dew-rotted hemp 0.26 64.86 0.55 0.55

Wheat 10.39 092.86 08.42 00.44 Cane molasses 0.25 19.58 0.00 0.00

Butter 04.22 025.36 00.66 00.00 Sorghum molasses 0.25 07.19 0.00 0.00

Oats 03.92 098.89 00.66 00.00 Honey 0.23 08.41 0.11 0.00

Irish potatoes 03.10 059.87 00.77 00.11 Maple sugar 0.22 36.26 0.00 0.00

Tobacco 02.34 057.27 02.59 01.65 Hops 0.17 19.51 0.00 0.00

Sweet potatoes 01.26 030.15 00.22 00.00 Grass seed 0.16 09.39 0.00 0.00

Orchards 01.18 024.18 00.00 00.00 Hemp (other) 0.09 22.04 0.00 0.00

Cane Sugar 01.15 088.43 00.77 00.66 Maple molasses 0.06 07.43 0.00 0.00

Wool 01.01 100.00 00.22 00.22 Flax 0.05 04.83 0.00 0.00

Rye 00.92 013.86 00.00 00.00 Flaxseed 0.04 03.35 0.00 0.00

Market gardens 00.88 094.36 00.66 00.11 Beeswax 0.02 01.03 0.00 0.00

Peas and beans 00.72 022.95 00.00 00.00 Wine 0.02 04.72 0.00 0.00

Cheese 00.70 035.70 00.22 00.00 Water-rotted hemp 0.02 07.17 0.00 0.00

Buckwheat 00.56 015.31 00.00 00.00 Silk cocoon 0.01 02.86 0.00 0.00

Notes: Based on county-level production data from the 1860 Census of Agriculture and state-level price data from

Atack and Bateman (1987) and Craig (1993). The statistics for the 36 products included in agricultural production are

for the sample of 1,821 counties considered in this paper. The first and second columns indicate the average and the

maximum share of each product in agricultural output (average shares are weighted by county-level total agricultural

production value, so that they coincide with shares in total agricultural production in the sample); the third and fourth

column indicate, for each product, the percentages of counties in which it had the largest share in agricultural output,

and in which it represented over 50% of agricultural output, respectively.

There were five products (corn, cotton, animals slaughtered, hay, wheat) representing

shares of agricultural output above 10% each, but almost all 36 products represented sizable

percentages of agricultural output in at least one county (for instance, rice represented less

away from the closest county in the sample; excluding it does not qualitatively change the results. For

convenience, El Paso is omitted from the maps (Figures 1, 3, and 6).
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than 0.3% in the sample but over 86% in Georgetown, South Carolina). This indicates that

there was considerable variation in agricultural production patterns across counties, which

allows me to identify the effects of diversity beyond the importance of specific crops.

Using these data, I calculate a measure of agricultural diversity as 1 minus a Hirschman-

Herfindahl index of the shares of each product in gross agricultural output: Ag.Diversityc =

1 −
∑

i θ
2
ic, where θic (with i = 1, 2, ..., 36) is the share of product i in county c’s agricul-

tural production (in value terms).5 Figure 1A shows the spatial distribution of agricultural

diversity in 1860: it was high in the Northeast and Midwest, but also in the Southeastern

seaboard, along the Appalachian Mountains, and in Northern Texas. Beyond regional dis-

parities, there were sizable differences across counties in each state, so I can identify the

effects of agricultural diversity relying solely on within-state variation.

In 1860, the agricultural sector employed over 55% of the labor force and produced around

45% of total output in the U.S. economy (Weiss, 1992). Within my sample of 1,821 counties,

over 80% of the population lived in rural areas. Three out of four of these counties did not

have any urban population. Rural areas had some industrial production, but the bulk of

manufacturing employment was located in major urban centers—in my sample, over 50% of

total manufacturing employment in 1860 was concentrated in 25 counties.

Between 1860 and 1920, the share of the U.S. labor force employed in agriculture halved.

The economy grew faster than ever before, both in absolute and per capita terms, making

the U.S. the biggest and most productive economy in the world. The U.S. overtook the U.K.

in terms of labor productivity in the 1890s, and subsequently widened the gap, as a result

of a larger shift of labor away from agriculture (the sector with the lowest productivity) and

faster productivity growth in non-agricultural activities (Broadberry and Irwin, 2006).

The average county-level share of population in manufacturing in my sample more than

doubled its 1860 value by 1900, but there was wide variation across counties in the advance

of the industrialization process. Small local economies had an important role in the takeoff of

this period (Meyer, 1989; Page and Walker, 1991). While the importance of large industrial

urban centers in manufacturing peaked by 1870 (their subsequent growth was led by services),

some counties with little or no manufacturing production in 1860 became thriving mid-sized

industrial localities by the early 20th century. Among the counties with zero manufacturing

production in 1860 in the sample (about 11% of the 1,821 counties), one out of three had

5 Appendix B.1 considers a number of alternative measures of agricultural diversity. The results of the

paper are not driven by the specific functional form of the Hirschman-Herfindahl index. Moreover, the results

are robust to using measures that address potential concerns about mismeasurement in the agricultural

production data (e.g., in the value of animal products and cotton, for reasons specific to the 1860 data) or

about the use of gross output data rather than value added data.
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a share of population in manufacturing above the median value in 1900. Figure 1B shows

the spatial distribution of this measure of industrialization; here again, besides the sharp

disparity between the North (particularly the Northeast) and the South, there was significant

variation within states.

The period circa 1870-1920, sometimes called the Second Industrial Revolution, was

characterized by a series of massive transformations in technologies, spanning electricity,

chemicals, steel, transportation, communications, management, and marketing (see Rosen-

berg, 1972; Chandler, 1977). Electric power and continuous-process methods, two salient

innovations of the time, were associated with the origins of the complementarity between

technology and skill that would mark the 20th century (Goldin and Katz, 1998). The share

of high-skill workers in the labor force increased, and there was a rapid expansion of primary

and secondary education (Goldin and Katz, 2009; Katz and Margo, 2014).

The technological advances of the Second Industrial Revolution would continue to fuel

growth in the following decades (David, 1990; Gordon, 2016). Innovations diffused progres-

sively across different activities and types of firms as the growing supply of capital goods

embodying the new technologies increased their profitability, and as the acquisition of new

skills and knowledge facilitated adoption. The effects on productivity were enhanced by

subsequent incremental innovations based on learning-by-doing and by the introduction of

new complementary technologies.

As measures of long-run development, I consider population density and income per

capita in 2000 (in logs). Figures 1C and 1D show their spatial distribution. Again, the

highest levels (both for population density and income per capita) are concentrated in the

Northeastern coast, but there is also considerable within-state variation. Note that while

income per capita would be the natural outcome of interest in a context without labor

flows across localities, population density may be the more meaningful outcome in a context

of relatively high labor mobility, where income differentials (unless compensated by other

factors) induce population flows.

Historical Census data on manufacturing employment and population for 1860-1940 are

drawn from Minnesota Population Center (2016) and for later periods from County Data

Books (Haines and ICPSR, 2010). I use the share of the total population employed in

the manufacturing sector as a measure of industrialization because labor force data is not

consistently available before 1940.6 Data on income per capita for 2000 come from the local

6 For the years in which labor force data can be constructed using employment micro-data from Ruggles

et al. (2010), the correlation between the share of the labor force in manufacturing and the share of population

in manufacturing is above 0.9; the empirical analysis in the following sections yields similar results using

either outcome for the years in which both are available.
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area statistics of the Bureau of Economic Analysis (2015). Full details on variable definitions

and sources are provided in Appendix A.

Figure 1. Ag.Diversity, Industrialization, and Long-run Development

a. Agricultural Diversity, 1860 b. Industrialization, 1900

c. Ln Population Density, 2000 d. Ln Income per capita, 2000

Notes: The maps display the spatial distribution of (A) agricultural diversity in 1860, (B) industrialization (the average number

of workers employed in manufacturing throughout the year over total county population) in 1900, (C) the log of population

density in 2000, and (D) the log of income per capita in 2000. See Appendix A.1 for variable definitions and sources.

4 Estimating Equation and OLS Results

This section presents the estimating equation and a preliminary exploration of the rela-

tionship between early agricultural diversity and development through OLS estimation. An
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instrumental variable strategy to identify the causal effects of agricultural diversity is pre-

sented in the next section.

The estimating equation is

yc = α + βAg.Diversityc,1860 + δs + γ
′
Xc + εc ,

where yc is a development outcome for county c (in the main regressions, income per capita,

population density, or the share of population in manufacturing, at different points in time),

δs is a state fixed effect, Xc is a vector of control variables, and εc is an error term.

Throughout the paper, I consider different specifications that sequentially expand the

set of controls to include state fixed effects, geo-climatic controls, crop-specific controls, and

socio-economic initial conditions. I discuss these subsets of control variables in detail below.

Table 2 reports OLS estimates of the coefficient on 1860 agricultural diversity in regres-

sions for three different outcome variables: the log of population density in 2000 (Panel A),

the log of income per capita in 2000 (Panel B), and the share of the population employed

in manufacturing in 1900 (Panel C). The first column displays the coefficient on agricultural

diversity when this is the only regressor, while the second column reports results from re-

gressions that also include state fixed effects. State fixed effects ensure that the estimated

coefficient on agricultural diversity does not pick up the effects of other factors that display

sharp regional differences like those displayed by agricultural diversity, e.g. between the

North and the South. The estimated coefficients are considerably lower when only within-

state variation is considered, but they are still significant, positive and sizable.

In columns (3)-(5), as I sequentially expand the set of controls, the coefficients on agri-

cultural diversity remain significant and stable in magnitude; the estimates in these columns

imply that an increase of one standard deviation in agricultural diversity (0.1234) is asso-

ciated (without a causal interpretation) with increases of about 26-29 log points (30-34%)

in 2000 population density, 3-5% in 2000 income per capita, and 4-5 percentage points in

the share of population in manufacturing in 1900. Appendix B.1 shows that the results are

robust to considering indexes of agricultural diversity with alternative functional forms and

adjustments that address potential concerns about measurement error in the agricultural

production data.

Geo-climatic controls include county area, various measures of potential agricultural pro-

ductivity, mean annual temperature, rainfall, latitude and longitude, and distance to the

ocean or the Great Lakes.7 Including geo-climatic controls is important as they may be

7As measures of agricultural productivity I use the max and the mean of 22 product-specific climate-

based (normalized) measures of potential yield provided by FAO-GAEZ. The data are explained in detail in

section 5.1 and Appendix A. I normalize each product-specific potential yield by the maximum attained in

the sample to make yields for different products comparable.
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correlated with agricultural diversity and may also have direct effects on development. Agri-

cultural productivity’s impacts on development are the subject of a large literature (see

Gollin, 2010), while proximity to waterways is a key determinant of access to markets, which

in standard trade models increases both specialization and income levels. Appendix B.2

shows that the results are robust to controlling for a wider array of geo-climatic conditions

(including additional land productivity measures, distance to the fall line, etc) as well as

higher order terms.

Crop-specific controls capture the dominance of specific agricultural products in 1860.

Since the diversity index is based on the squared values of individual shares, and some

agricultural products (wheat, corn, hay, cotton, animals slaughtered) represented large shares

of agricultural output, these shares may be strongly correlated with agricultural diversity.

Thus, the estimated coefficient for diversity could pick up the positive or negative effects of

being specialized in one of those particular products. To address this, I include dummies for

each of the five major agricultural products that take a value of 1 when the product has the

largest share in a county’s agricultural production. I also include a dummy that takes a value

of 1 when the combined share of plantation crops other than cotton (tobacco, sugarcane,

and rice) is larger than the share of any other individual crop.8 Appendix B.3 shows that

the results are robust to controlling for specialization in particular crops in different ways.

Socio-economic controls (in all cases measured in 1860) include the urbanization rate;

farm output per improved acre (in logs); the shares of the population corresponding to

slaves, foreigners, people below 15 years of age and people above 65; distance to the nearest

railroad; distance to steam-boat navigated rivers; and a measure of “market potential.”

Market potential in county c is calculated, following the classic definition from Harris (1954),

as
∑

k 6=c d
−1
c,kNk, where k is the index spanning other counties, dc,k is the distance between

county c and county k, and Nk is the population of county k (here, in 1860).9

Crop-specific controls and socio-economic controls (all of them measured in 1860) capture

initial conditions that are predetermined with respect to the outcome variables, but they

could be endogenous. They are not predetermined with respect to the regressor of interest,

and thus may be “bad controls,” as explained by Angrist and Pischke (2008). If these

variables capture mechanisms through which diversity affects outcomes, including them as

controls would mask the true effects. Therefore, I prefer the specification that includes state

8 Specialization in plantation crops is considered to be a crucial determinant of the U.S. North-South

divide (Engerman and Sokoloff, 1997, 2002), and it could also affect within-state variation in development.
9Donaldson and Hornbeck (2016) show that Harris’ ad hoc measure is similar to a first-order approxima-

tion to market access derived from an Eaton-Kortum trade model; in the latter, neighboring populations are

weighted by the inverse of trade costs elevated to the trade elasticity, for which they use a baseline value of

3.8. Measuring market potential as Marketc =
∑
k 6=c d

−3.8
c,k Nk does not qualitatively affect my findings.
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fixed effects and geo-climatic controls but not these initial conditions (Column (4) in Table

2). However, including them may be appropriate insofar as there can be correlations between

them and agricultural diversity that do not reflect causality from the latter to the former.

Thus, the robustness of the results to controlling for those variables may be considered

reassuring.

In line with the approach suggested by Bester et al. (2011) to address spatial serial

correlation, standard errors in all specifications are clustered on 60-square-mile grid squares

that completely cover the counties in the sample. These standard errors are larger than

Huber-White standard errors in all specifications, and the results are qualitatively similar

to those obtained with clustering at the level of 1970 county groups or 1940 state economic

areas or with Conley (1999) standard errors for various distance cutoffs.

Table 2. Agricultural Diversity and Long-run Development: OLS Results

(1) (2) (3) (4) (5)

Panel A. Dependent variable: Ln Population Density 2000

Ag.Diversity1860 2.994*** 2.020** 2.370*** 2.206*** 2.137***

(0.312) (0.584) (0.539) (0.521) (0.257)

R2 0.095 0.277 0.354 0.372 0.612

Panel B. Dependent variable: Ln Income per capita 2000

Ag.Diversity1860 0.547*** 0.241** 0.249*** 0.221*** 0.269***

(0.0559) (0.0899) (0.0828) (0.0816) (0.0652)

R2 0.102 0.297 0.361 0.373 0.478

Panel C. Dependent variable: Share of Population in Manufacturing 1900

Ag.Diversity1860 0.0985*** 0.0358** 0.0404*** 0.0334*** 0.0333***

(0.0108) (0.00949) (0.00919) (0.00887) (0.00825)

R2 0.087 0.439 0.461 0.468 0.618

State FE N Y Y Y Y

Geo-climatic controls N N Y Y Y

Crop-specific controls N N N Y Y

Socio-economic conditions in 1860 N N N N Y

Observations 1,821 1,821 1,821 1,821 1,821

Notes: See Appendix A.1 for variable definitions and sources. The means of the dependent variables in panels A, B, and

C are 4.37, 10.06, and 0.034, respectively. Robust standard errors clustered on 60-square-mile grid squares are reported

in parentheses. *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.

To conclude this preliminary exploration, I examine the statistical association of 1860

agricultural diversity with population density and the share of population in manufacturing
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at different points in time (I focus on these development outcomes as data are available all the

way back to 1860). Figure 2 shows estimates of the coefficient on Ag.Diversity1860, with the

corresponding 95% confidence intervals, for my preferred specification. For both development

outcomes, the estimated coefficients on 1860 agricultural diversity increase over the Second

Industrial Revolution; for the share of population in manufacturing, the association becomes

significant in the late 19th century, and for population density, in the early 20th century.

Thereafter, the statistical associations remain positive and significant.10

Figure 2. Early Agricultural Diversity and Development
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Notes: The figure displays the estimated coefficients on 1860 agricultural diversity from OLS regressions with the log of

population density and the share of population in manufacturing at different times as outcomes variables, controlling for state

fixed effects and geo-climatic conditions. Also shown are the 95% confidence intervals based on robust standard errors clustered

on 60-square-mile grid squares. See Appendix A.1 for variable definitions and sources.

5 Instrumental Variable Strategy and Results

The estimations presented in the previous section show suggestive correlations, but they do

not establish a causal relationship. The positive association between agricultural diversity

and development could be driven by omitted variables that induced higher diversity in 1860

and also improved subsequent economic performance. For example, diversity might reflect

a high propensity to adopt new ideas, or higher levels of human capital, which would also

10 I run a separate regression for each outcome in each year; the estimates are the same as those obtained

from pooling observations from all time periods and letting all regressors have time-varying effects.
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boost industrial development. Diversity in agricultural production may also reflect a more

diversified local demand driven by higher income in 1860, which could in turn be positively

correlated with long-run development.

On the other hand, if there are omitted variables that are negatively correlated with

diversity and positively associated with subsequent economic growth, the OLS estimates

would be negatively biased. For instance, diversity might partly reflect risk aversion, which

could in turn discourage investments in manufacturing if this sector was perceived as highly

risky. Diversity might also reflect the prevalence of traditional agriculture (whereby farmers

grow most of what they need for their own subsistence), which may in turn be associated

with poor economic outcomes. Market access (if not adequately captured by the controls)

could also generate a negative bias, since larger potential gains from trade would induce

both specialization and growth. Finally, measurement error in agricultural production may

introduce attenuation bias in the OLS estimates.

With the aim of identifying the causal effects of agricultural diversity on economic de-

velopment, this section introduces an instrumental variable strategy that exploits exogenous

variation in agricultural production patterns generated by climatic features. I start by ex-

plaining the construction of an instrumental variable for agricultural diversity, and then

present the IV estimation results.

5.1 Potential Agricultural Diversity

The proposed identification strategy relies on the basic insight that agricultural produc-

tion patterns are partly induced by climatic features. In particular, agricultural diversity

is influenced by the dispersion of product-specific potential yields determined by climate.

Intuitively, a county that has similar levels of productivity for many different crops is likely

to be more diversified than a county with productivity for one crop much higher than for all

others.

The FAO’s Global Agro-Ecological Zones (GAEZ) project provides measures of maxi-

mum attainable yields (in tons per hectare per year) for different crops based on high spatial

resolution climatic data and crop-specific characteristics. These measures of crop-specific

potential productivity are based on expert knowledge of climatic features affecting agricul-

tural production processes; they do not rely on a statistical analysis of production patterns

observed across the world. In addition, though based on climatic records for 1961-1990, they

provide good proxies for historical conditions (see Nunn and Qian, 2011). I use attainable

yields for rain-fed conditions and intermediate levels of inputs/technology, as these corre-

spond most closely to the context under consideration. Figure 3 displays the county-level

average values of potential yields for selected crops (wheat, corn, potato, and tobacco).
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Figure 3. Potential Yields for Selected Crops

Potential Wheat Yields Potential Corn Yields

Potential Potato Yields Potential Tobacco Yields

Notes: The maps displays county-level means of agro-climatic attainable yields from IIASA/FAO (2012) for wheat, corn, potato,

and tobacco, in tons per hectare per year, for rain-fed conditions and intermediate levels of inputs/technology. See Appendix

A.1 for variable definitions and sources.

To construct an instrumental variable based on crop-specific attainable yields from FAO-

GAEZ, I use a fractional multinomial logit (FML) framework (Sivakumar and Bhat, 2002),

which generalizes the fractional logit model (Papke and Wooldridge, 1996) to an arbitrary

number of choices (for recent discussions, see Ramalho et al., 2011; Mullahy, 2015).

In the context under consideration, the FML model is specified as a system of equations in

which the outcome variables are the shares of each agricultural product i in total agricultural

output in county c (i.e., θic, for i = 1, 2, ..., 36) and the regressors are the crop-specific
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potential yields Ac.
11

The functional form of the FML model is

θ̂ic = E[θic|Ac] =
eβ
′
iAc

1 +
∑I−1

j=1 e
β′jAc

.

By construction,
∑I

i=1 θ̂ic = 1 , i.e. the predicted shares for each county add up to 1. The

parameters are estimated by quasi-maximum-likelihood.

This econometric framework can be motivated by a simple model of optimal crop choice.

Recasting the conditional logit framework of choice behavior by McFadden (1974) in terms

of profit maximization rather than utility maximization, assume that profits obtained when

choosing crop i for a unit of farm resources k are πik = β′iAk + µik. Farmers are assumed

to be price-takers. The estimated parameters reflect the price and cost differentials among

agricultural products, as well as any other factors that affect profits for different crops. If

the error term µik is assumed to be iid with type I extreme value distribution, then choice i

is optimal (i.e. πik ≥ πi′k for all i′) with probability eβ
′
iAk

1+
∑I−1
j=1 e

β′
j
Ak

.

Once the coefficients of the FML have been estimated, they are used (in combination with

county-level product-specific productivities) to calculate predicted shares for each agricul-

tural product. In all cases, the predicted shares account for a large fraction of the variation

in actual shares. Regressing actual on predicted shares for each crop, the coefficients on the

latter are always positive and highly significant, even when controlling for state fixed effects

and geo-climatic conditions, and the partial R2’s are large (in most cases, higher than 0.3).

Figure 4 plots actual against predicted shares for selected agricultural products.

Using the predicted shares from the FML model for all agricultural products, I calculate

an index of potential agricultural diversity. This index is defined by the same formula used

for actual diversity but substituting predicted shares for actual shares, that is, Potential

Ag.Diversityc = 1−
∑

i θ̂
2
ic. As the predicted shares are good predictors of the actual shares,

the measure of potential diversity is a good predictor of actual diversity. Figure 5 shows

the scatter plot of the latter against the former. Figure 6 shows the spatial distributions

11 In the estimation of the model, the vector of potential yields includes all relevant crop-specific produc-

tivities available from FAO: alfalfa, barley, buckwheat, cane sugar, carrot, cabbage, cotton, flax, maize, oats,

onion, pasture grasses, pasture legumes, potato, pulses, rice, rye, sorghum, sweet potato, tobacco, tomato,

and wheat. Note that for some of the crops comprised in the agricultural production of U.S. counties, the

FAO does not provide measures of attainable yields. The results are very similar if I include measures of

overall land productivity in Ac to serve as proxies for these crops’ potential yields. Even without overall

productivity measures, the model can provide good predictions for the shares of these crops insofar as their

potential yields are correlated with some of the available ones and/or they display production complemen-

tarities with specific crops.
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of potential agricultural diversity and its values after partialling out state fixed effects and

geo-climatic controls, to give a sense of the variation that is used to identify the causal effects

of agricultural diversity in the IV estimation with my preferred specification.

Figure 4. Actual and Predicted Shares of Selected Crops

Wheat Share Corn Share

Predicted Wheat Share Predicted Corn Share

Potato Share Tobacco Share

Predicted Potato Share Predicted Tobacco Share

Notes: The figure displays scatter plots of the actual and predicted shares of wheat, corn, potato, and tobacco in agricultural

production (the predicted shares are obtained from the FML model).

5.2 The Effects of Agricultural Diversity on Development

I estimate the causal effect of agricultural diversity using the index of potential agricultural

diversity as an IV. Table 3 reports the results of the IV estimation using the same specifi-

cations considered in the OLS estimation, for the same development outcomes: the log of
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income per capita in 2000 (Panel A), the log of population density in 2000 (Panel B), and

the share of population in manufacturing in 1900 (Panel C). Panel D displays the results

from the first stage regressions (with Kleibergen-Paap F-statistics to assess the possibility

of weak instruments).

Figure 5. Actual and Potential Agricultural Diversity

Ag.Diversity

Potential Ag.Diversity

Notes: The figure displays a scatter plot of actual and potential agricultural

diversity (the latter is calculated with the predicted shares from the FML model).

The identifying assumption is that the measure of potential agricultural diversity, based

on the estimation of the FML model, only affects development outcomes through actual

agricultural diversity. To alleviate possible concerns about the validity of the exclusion re-

striction, recall that the FAO measures of potential yields for different crops do not rely

on a statistical analysis of observed production patterns. Moreover, note that any determi-

nants of crop choice other than the climate-based productivity measures have their effects

loaded onto the residuals of the FML model, and thus do not affect the IV estimates of

the effects of agricultural diversity. Still, potential agricultural diversity might be correlated

with geo-climatic features or socio-economic conditions with direct effects on development

outcomes, which would bias the IV estimates. Mitigating this concern, the results are robust

to controlling for a wide array of geo-climatic features (further expanded in Appendix B2 to

include flexible polynomials of land productivity measures, latitude and longitude, etc) as

well as a number of socio-economic conditions.

For all specifications, the IV estimates indicate significant positive effects of 1860 agri-

cultural diversity on all outcomes, and the IV has strong predictive power. According to

the results from my preferred specification (including state fixed effects and geo-climatic
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controls), reported in column (3), increasing agricultural diversity by one standard devia-

tion (0.1234) led to an increase of 0.46 standard deviations in the log of 2000 population

density, which amounts to 55 log points, or 73% in density levels. By comparison, Bleakley

and Lin (2012) estimate that being close to a historical portage site increased county-level

population in 2000 by about 77-94 log points (depending on the specification), and Michaels

(2011) estimates that oil abundance in the U.S. South led to about 42-102 log points higher

1990 population. Regarding the other outcomes, an increase of one standard deviation in

agricultural diversity led to increases of 0.29 standard deviations in the log of 2000 income

per capita (a 6% increase in its level), and 0.25 standard deviations (1 pp.) in the share of

population in manufacturing in 1900.

Figure 6. Potential Agricultural Diversity

Potential Ag.Diversity Potential Ag.Diversity Residuals
(partialling out state f.e. and geoclimatic controls)

Notes: The maps display the spatial distribution of potential agricultural diversity (calculated with the predicted shares

from the FML model) and its values after partialling out state fixed effects and geo-climatic controls.

The observed effects of agricultural diversity on long-run income per capita may be

smaller, or larger, than what they would be if labor was immobile across counties. Without

labor flows, productivity gains translate into differences in income per capita, with no effects

on population density (except through fertility). In contrast, with relatively high labor

mobility, like in the context of U.S. counties, income differentials induce labor flows, and

thus productivity gains arising from early agricultural diversity would induce differences

in population density. Differentials in income can only remain in equilibrium insofar as

they are compensated by differentials in living costs and amenities. As people move to
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places with higher productivity and initially higher income per capita, congestion pushes

up living costs, and may also erode some of the initial productivity differential (if there are

decreasing returns of some sort) or augment it (through agglomeration forces). In any case,

the expected effects of productivity gains on income per capita and population density go in

the same direction, but it is important to note the the magnitude of the observed effects on

income and population do not reflect only the direct impacts but also the ensuing movements

toward spatial equilibrium.

Table 3. Effects of Agricultural Diversity on Development: IV Estimates

(1) (2) (3) (4) (5)

Panel A. Dependent variable: Ln Population Density 2000

Ag.Diversity1860 4.539*** 3.641*** 4.477*** 4.276*** 4.463***

(0.619) (0.973) (1.045) (1.190) (1.142)

R2 0.069 0.261 0.329 0.349 0.589

Panel B. Dependent variable: Ln Income per capita 2000

Ag.Diversity1860 0.915*** 0.449*** 0.491*** 0.415** 0.492**

(0.0982) (0.160) (0.160) (0.187) (0.204)

R2 0.056 0.289 0.350 0.367 0.474

Panel C. Dependent variable: Share of Population in Manufacturing 1900

Ag.Diversity1860 0.169*** 0.0719*** 0.0830*** 0.0639** 0.0884***

(0.0220) (0.0219) (0.0213) (0.0251) (0.0309)

R2 0.042 0.433 0.452 0.464 0.607

Panel D. First Stage Dependent variable: Ag.Diversity1860

Potential Ag.Diversity 0.937*** 0.624*** 0.561*** 0.459*** 0.346***

(0.0517) (0.0590) (0.0632 ) (0.0676) (0.0604)

Kleibergen-Paap Wald rk F-stat 384.232 103.428 86.529 51.029 43.057

State FE N Y Y Y Y

Geo-climatic controls N N Y Y Y

Crop-specific controls N N N Y Y

Socio-economic conditions in 1860 N N N N Y

Observations 1,821 1,821 1,821 1,821 1,821

Notes: See Appendix A.1 for variable definitions and sources. The means of the dependent variables in panels A, B, and

C are 4.37, 10.06, and 0.034, respectively. Robust standard errors clustered on 60-square-mile grid squares are reported

in parentheses. *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.
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I continue to follow the approach suggested by Bester et al. (2011) to address spatial

serial correlation, clustering standard errors on 60-square-mile grid squares that completely

cover the counties in the sample. A sufficient condition for standard errors to be correct

when using a generated instrumental variable (here, potential agricultural diversity) is that

the expectation of the error term in the estimating equation conditional on the variables

used in the IV construction (here, the crop-specific potential yields) is equal to zero (see

Wooldridge, 2010). This sufficient condition is satisfied insofar as the estimating equation

adequately controls for measures of overall land productivity and climatic variables that may

have direct effects on development outcomes (Appendix B.2 shows that the results are robust

to flexibly controlling for an expanded set of land productivity measures and geo-climatic

conditions in a number of different specifications).

The IV estimates are larger than the OLS estimates. This difference may be due to a

negative bias in the OLS estimation generated by omitted variables that display correlations

of opposite signs with 1860 agricultural diversity and with subsequent economic performance

(e.g., risk aversion, the prevalence of traditional agriculture, or market access, as discussed

above). It could also be due to attenuation bias generated by measurement error.

I also examine the effects of early agricultural diversity on population density and the

share of population in manufacturing at different points in time. Figure 7 shows estimates of

these effects (with the corresponding 95% confidence intervals) for my preferred specification.

Figure 7. Effects of Agricultural Diversity on Development Outcomes
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Notes: The figure displays the estimated coefficients on 1860 agricultural diversity from IV regressions with the log of population

density and the share of population in manufacturing at different times as outcomes variables, controlling for state fixed effects

and geo-climatic conditions. Also shown are the 95% confidence intervals based on robust standard errors clustered on 60-

square-mile grid squares. See Appendix A.1 for variable definitions and sources.
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The results indicate that early agricultural diversity had positive effects on development

outcomes that emerged in the early 20th century, during the Second Industrial Revolution.12

The next section examines the mechanisms underlying these effects.

6 Channels: Diversity, Ideas, and Skills in the Second Industrial

Revolution

Having established the significant positive effects of agricultural diversity on long-run de-

velopment, I proceed to investigate the underlying mechanisms. This section puts forth the

hypothesis that these effects are explained by the presence of complementarities and cross-

sector spillovers, and empirically shows that early agricultural diversity fostered industrial

diversification, technological change, and formation of new skills during the Second Industrial

Revolution.

A number of theoretical contributions, summarized in section 2, provide relevant insights

for my proposed interpretation. If there are complementarities among production inputs,

diversity can reduce unit costs. From a dynamic perspective, variety in skills may spur the

formation of new skills, insofar as they complement previously existing ones. Moreover, in

the presence of cross-sector knowledge spillovers and combinatorial learning (the production

of new ideas through combinations of old ideas), diversity can foster technological change.

In the context of comparative development across U.S. counties, the relevance of these forces

requires significantly high costs of moving goods, skills or ideas even at a small spatial scale.

The proposed mechanisms can be captured in a formal model, as I do in Appendix

C. Featuring a combination of the ideas mentioned above, the model highlights that the

outcomes considered in this section’s empirical analysis—industrial diversification, techno-

logical change, and skills formation—are interconnected dimensions of the process of struc-

tural transformation. With a stylized representation of complementarities and cross-sector

spillovers, I show that diversity in skills (initially given by agricultural diversity) favors entry

into new activities; this brings new ideas and new skills, which fosters subsequent diversifi-

cation, boosting the process of growth and structural change.

Highlighting an important aspect of my interpretation, the model portrays growth as

driven by structural change, not only from agriculture to manufacturing, but also within

manufacturing—it is through entry into new industrial activities that the local economy

acquires new skills. In addition, the model starkly states a key assumption underlying my

explanation of the effects of agricultural diversity across U.S. counties and their long-run

12 Income per capita data are not available before the mid-20th century. Estimated effects on (log) income

per capita in 1960, 1970, 1980, and 1990 are positive, significant, and similar in magnitude to those for 2000.
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persistence: skills and spillovers are highly localized. Furthermore, the model generates an

additional testable implication: diversity, beyond increasing industrialization and industrial

diversification, favors sectors that require more skills. I examine this prediction in section

6.3.

My study of channels focuses on the 1860-1940 period, encompassing the Second In-

dustrial Revolution, over which the effects of early agricultural diversity emerged. The

technological transformations of these decades were accompanied by rapid changes in the

industrial composition and the occupational structure. There was widespread entry into

new industrial activities and rapid growth of skill-intensive sectors. Meanwhile, there was a

shift away from traditional occupations and a diversification of labor skills that included the

emergence of many new occupations.13

A collection of historical examples throughout this section illustrates the variety of skills

and technologies required by different agricultural products, their multiple input-output link-

ages with industrial activities, and the cross-sector spillovers and complementarities underly-

ing the positive effects of diversity on technological change and skill formation. Agricultural

diversity may have increased the local diversity of products, ideas and skills directly, or

indirectly, by favoring entry into various agro-processing industries. A neat example of re-

combinant innovation comes from the history of Ford Motors’ assembly line, which integrated

insights about continuous flow production from several agro-processing industries.

To empirically examine my explanation of agricultural diversity’s long-run effects, I con-

sider a set of key intermediate variables capturing the channels mentioned above. Section

6.1 shows that early agricultural diversity favored subsequent diversification across manufac-

turing activities (Appendix B.4 explores the relevance of input-output linkages). In section

6.2, I present evidence indicating positive effects of agricultural diversity on patent activ-

ity and the share of industrial workers with new skills. Finally, Section 6.3 shows that the

shares of industrial workers employed in skill- and knowledge-intensive activities were also

positively affected by early agricultural diversity, lending further support to the proposed

interpretation.

There are other channels that may explain the effects of agricultural diversity on develop-

ment. First, agricultural diversity could be associated with agricultural productivity, which

could in turn affect the industrialization process. Second, in the presence of product-specific

13Between 1880 and 1940, the county-level average number of active manufacturing sectors within my

sample increased from 22.3 to 37.9, while the county-level average number of existing occupations in man-

ufacturing increased from 22.8 to 43.3. Between 1860 and 1940, the share of carpenters, blacksmiths and

shoemakers—the thee most prominent traditional occupations—in national employment across all craftsmen

occupations declined from over 44% to under 15%.
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shocks, higher diversity in agriculture would reduce volatility in the value of farm production,

which may improve economic performance. Third, agricultural diversity may be inversely

related to land concentration, which could in turn affect local institutions (e.g., schools and

banks) through political economy mechanisms. My empirical assessment of these channels

(briefly summarized in section 6.4, and presented in detail in Appendix D), does not support

the relevance any of them.

6.1 Diversity, from Agriculture to Manufacturing

Given the presence of multiple linkages between different agricultural products and non-

agricultural products, diversity in agriculture may induce diversity in manufacturing. As

Hirschman (1981) remarked, “development is essentially the record of how one thing leads to

another, and the linkages are that record.” Loosely speaking, a wider range of (agricultural)

things at early stages of development could lead to a more diverse set of (industrial) things

later on.

Input-output linkages between agricultural products and industrial sectors in the late 19th

century U.S. are documented by Kuhlmann (1944) and Page and Walker (1991). Textile

production used cotton and wool. The manufacturing of tobacco products was a sizable

industrial activity. Flour milling, the nation’s largest industrial sector in production value

between 1850 and 1880, was the main source of demand for wheat. Distilling industries used

rye, barley, and corn to make spirits. Breweries made beer using hops and barley, sometimes

other grains too. The growing meatpacking industry and leather industries were supplied by

cattle raisers.

In turn, agro-processing industries had multiple forward and backward linkages. Grain

processing supplied bakeries, confectionery establishments, and other food industries. Meat-

packing establishments produced not only meat products but also leather, lard, candle wax,

glue, and fertilizer, which were used in other activities. In addition, different agricultural

products and agro-processing had various linkages with producers of tools and machines,

packaging supplies, storage equipment and transportation equipment.

The presence of various agricultural products may favor entry into various manufac-

turing sectors, which could in turn favor entry into other manufacturing sectors. Insofar as

linkages—including not only input-output relationships but also those generated by common

labor skills or knowledge spillovers—affect the local structure of production, early agricul-

tural diversity may be conducive to subsequent manufacturing diversity.14 Appendix B.4

shows that a number of industrial activities with known input-output connections with spe-

14 Using recent U.S. data, Ellison et al. (2010) show that input-output relationships, common labor skills,

and knowledge spillovers are all important sources of industry co-location.

25



cific agricultural products were more likely to be present the larger the importance of those

agricultural products at the local level.

To assess whether early agricultural diversity boosted diversification across industrial

activities, I use Census employment microdata to construct a measure of diversity across

59 manufacturing sectors (defined in the 1950 classification system of the Census Bureau).

For each county c and time period t, I compute the share of each sector s in total industrial

employment, ϑs,c,t, and then use the standard index to measure manufacturing diversity,

1−
∑

s ϑ
2
s,c,t.

15

Figure 8 displays IV estimates of the effects of early agricultural diversity on manufactur-

ing diversity at different points in time between 1860 and 1940, using my preferred regression

specification (controlling for state fixed effects and geo-climatic conditions).16 The time pat-

tern shows how the effects of early agricultural diversity on manufacturing diversity emerged

over the course of the Second Industrial Revolution. An increase of one standard deviation

in 1860 agricultural diversity led to an increase of 0.48 standard deviations in manufacturing

diversity in 1920, when the magnitude of the effects reached a peak.

Figure 8. Effects of Ag.Diversity on Manufacturing Diversity
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Notes: The figure displays the estimated coefficients on 1860 agricultural diversity from IV regressions with manufacturing

diversity at different times as the outcome variable, controlling for state fixed effects and geo-climatic conditions. Also shown

are the 95% confidence intervals based on robust standard errors clustered on 60-square-mile grid squares. See Appendix A.1

for variable definitions and sources. The manufacturing diversity index is constructed from complete count data for 1880, 1920,

1930, and 1940, from 1-in-100 samples for 1860, 1870, 1900, and 1910, and from a 5-in-100 sample in 1900 (in all cases, the

largest sample available from Ruggles et al., 2010).

A local economy with higher diversity has a broader availability of local production in-

puts. Thus, particularly if transport costs are high, imperfect substitutability between inputs

15 Complete count data is available for 1880, 1920, 1930, and 1940; for the other years the measure of

industrial diversity is calculated from census samples, which reduces sample sizes (there are 1,010 counties

with non-missing data in 1860, 1,159 in 1870, 1,789 in 1900, and 1,668 in 1910).
16 The results are similar for other specifications. OLS estimates also produce positive and significant

coefficients for 1900, 1920, 1930 and 1940, with lower magnitudes. The results for pre-1920 outcomes have

to be interpreted with caution. For 1860, 1870, 1900, and 1910, the lack of complete count Census data

(see previous footnote) reduces sample size and creates measurement error. Moreover, as emphasized by

Katz and Margo (2014), the IPUMS data on sector of employment before 1910 was imputed from data on

occupation, which implies an additional source of measurement error.
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may imply positive effects of agricultural and/or manufacturing diversity on productivity (in

the sense of reducing unit costs). Perhaps more relevant, though, are the dynamic implica-

tions of economic diversity for the acquisition of new skills and new ideas, to which I now

turn.

6.2 New Ideas and New Skills

Diversity can foster entry into new sectors, acquisition of new ideas and formation of new

skills. These are interconnected dimensions of the process of development in a local economy

as described by Jacobs (1969): “[t]he greater the sheer number and varieties of divisions of

labor already achieved in an economy, the greater the economy’s inherent capacity for adding

still more kinds of goods and services.” Along the same lines, Jacobs describes development

as the process of “adding new work to old work,” where the notion of “new work” includes

new skills as well as new ideas (encompassing both innovation and imitation).

The positive link between diversity and technological change can be explained by the pres-

ence of cross-sector spillovers, recombination and complementarities. A well-known historical

example of cross-product spillovers is the origination of the bow in the bow drill. Classic

examples of recombination include windmills (which combine the principles of watermills

and sails), the cotton spinning mule (which relied on the moving carriage from Hargreaves’

spinning jenny and the rollers of Arkwright’s water frame), and incandescent light bulbs

(which reinvented candles on the basis of electricity) (Desrochers, 2001; Akcigit et al., 2013).

An important case of technological complementarities from the Second Industrial Revolution

was the interdependence of improvements in power generation and transmission networks

(Rosenberg, 1979).

Historical research shows that in 19th century America, agricultural production and

its linkages were technologically dynamic and diverse. Different agricultural products were

associated with different technologies and skills in production as well as in storage, packaging,

transportation, contractual arrangements, and so on. Olmstead and Rhode (2008) offer an

impressive account of the rich paths of biological innovation characterizing wheat, corn,

cotton, tobacco, livestock, draft animals, and dairy. Two cases of storage and transportation

innovations directed to specific agricultural products—the grain elevator and the refrigerated

railroad car—became paradigmatic technologies of the 19th century (Cronon, 2009). The

first financial derivatives originated in the trading needs of grain and cotton merchants,

and equipment leasing was invented by a food processor seeking financing for capital goods

(Glaeser et al., 1992).

Production of agricultural machinery in the mid-19th century was still characterized

by small and medium establishments serving local markets, and was highly specialized by
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crop type (Pudup, 1987; Page and Walker, 1991). For example, corn, wheat, beans, and

potatoes all used different types of mechanical planters. While improvements in tools and

machines were often specific to one crop or group of crops, the enlargement of producers’

know-how presumably yielded cross-product spillovers and higher potential for later recom-

binations. The agricultural machinery sector also had technological complementarities with

other industries—the development of the plow, for instance, relied heavily on advances in

iron metallurgy (Pudup, 1987).

Agro-processing industries still accounted for a large share of GDP in the late 19th cen-

tury, and they were technologically progressive. In the 1870s and 1880s, they were among the

first industries to adopt the new production technologies of the Second Industrial Revolution

(Chandler, 1977). The diversity of ideas acquired from the application of continuous-flow

methods in different agro-processing industries was absorbed in a salient historical case of

recombination—the famed Ford Motors’ assembly line, which incorporated insights from

flour mills, meat-packing establishments, breweries and canning factories (Hounshell, 1985).

This collection of historical examples and remarks suggests that agricultural diversity may

have enhanced cross-fertilization and recombinant innovations.

In my proposed interpretation, the adoption of new ideas and the formation of new skills

are interlinked dimensions of the process of structural change fostered by initial diversity.

Following the notion of “new work” from Jacobs (1969), Lin (2011) interprets the presence

of workers in new occupations as a measure of technological change and related changes in

labor markets. One of his findings (using U.S. data for recent decades) is that new work

is more prevalent in locations with high initial levels of industrial diversity. The dynamic

effects of diversity under skill complementarities are emphasized by Hausmann and Hidalgo

(2011) and in the model proposed in Appendix C. Diversity, insofar as it reflects a wider

range of available skills, increases the return to acquiring new skills that complement the

previously existing ones.

To assess the effects of early agricultural diversity on the acquisition of new ideas, I

consider a proxy for technological dynamism over the Second Industrial Revolution: the

county-level average number of patents per capita per decade between 1860 and 1940.17 I

interpret patent activity—which has been considered by a number of recent historical studies,

including Perlman (2015), Acemoglu et al. (2016), and Akcigit et al. (2017)—as a measure

of local technological dynamism broadly defined, since it captures not only new frontier

technologies but also micro-innovations adapting technologies to local conditions as well as

unsuccessful attempts.

17I divide patents in each decade by initial population and take the average across decades. The patent

data comes from Akcigit et al., 2013 and Petralia et al., 2016.
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To assess how diversity affected the formation of new skills, I focus on skills that emerged

during the Second Industrial Revolution. Using Census employment data, I identify the

high- and middle-skill occupations (as classified by Katz and Margo, 2014) that appear in

the manufacturing sector in 1940 but were non-existent in the 1860 IPUMS Census sample,

such as electricians, tool makers, and auto mechanics (see Appendix A.1 for details). I then

calculate the share of these occupations in industrial employment in 1940, a measure of the

presence of new skills that resembles the notion of “new work” in Jacobs (1969) and Lin

(2011).

I report OLS and IV estimates for three specifications, controlling for (i) state fixed

effects, (ii) state fixed effects and geo-climatic conditions, and (iii) state fixed effects, geo-

climatic conditions, crop-specific controls, and socio-economic conditions. The estimates of

the effects of early agricultural diversity on the log of average patents per capita per decade

in 1860-1940 and on the share of manufacturing employment in new occupations in 1940 are

reported in Panel A and Panel B of Table 4, respectively.18

The results in all specifications indicate positive significant effects of agricultural diversity

on the acquisition of new ideas and new skills. According to the IV estimates in my preferred

specification (column (4)), a one standard deviation increase in early agricultural diversity

led to increases of 32% (28 log points) in patents per capita per decade and 0.6 pp. in the

share of new skills in manufacturing employment.

6.3 Knowledge- and skill-intensive industrial activities

The mechanisms emphasized above have implications about the effects of early agricultural

diversity across different industrial activities. If the positive effects of diversity are explained

by the role of knowledge spillovers and skill complementarities in the acquisition of new ideas

and new skills, then we would expect the effects of diversity to be larger in activities where

these forces are more prevalent, namely in knowledge- and skill-intensive activities.

A differentially positive association between economic diversity and high-tech or new

activities is hinted at by the urban and regional economics literature (e.g., by the em-

pirical studies of Henderson et al., 1995, Greunz, 2004, and Neffke et al., 2011, and the

theoretical contributions of Duranton and Puga, 2001, and Helsley and Strange, 2002). In

the model presented in Appendix C, the same features that generate positive effects of di-

versity on industrialization and long-run development—complementarities and cross-sector

spillovers—also generate a differentially positive impact on industrial activities with high

levels of complexity.

18 The sample in Panel A is reduced to 1,804 as 17 counties with no patents drop out. The sample in

Panel B is reduced to 1,818 as 3 counties with no manufacturing workers recorded in 1940 drop out.
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Table 4. Effects of Ag.Diversity on New Ideas and New Skills

Specification 1 Specification 2 Specification 3

OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6)

Panel A. Dependent variable: Ln (Patents per capita per decade,1860-1940)

Ag.Diversity1860 0.975*** 2.357*** 1.060*** 2.239*** 1.215*** 2.805***

(0.276) (0.699) (0.279) (0.682) (0.225) (0.919)

R2 0.581 0.570 0.605 0.598 0.701 0.691

Observations 1,804 1,804 1,804 1,804 1,804 1,804

Panel B. Dependent variable: Share of New Skills in Manufacturing Employment,1940

Ag.Diversity1860 0.0201*** 0.0535*** 0.0212*** 0.0492** 0.0199*** 0.0657**

(0.00660) (0.0182) (0.00684) (0.0196) (0.00677) (0.0306)

R2 0.140 0.126 0.149 0.140 0.182 0.164

Observations 1,818 1,818 1,818 1,818 1,818 1,818

State FE Y Y Y Y Y Y

Geo-climatic controls Y Y Y Y Y Y

Crop-specific controls N N N N Y Y

Socio-economic controls N N N N Y Y

Notes: See Appendix A.1 for variable definitions and sources. The means of the dependent variables in panels A and

B are -5.98 and 0.027, respectively. Robust standard errors clustered on 60-square-mile grid squares are reported in

parentheses. *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.

To assess whether early agricultural diversity was conducive to the development of

knowledge- and skill-intensive industrial activities, I consider the shares of each of these

two types of activities in overall manufacturing employment in 1940, in the aftermath of

the Second Industrial Revolution. I define as knowledge-intensive industries those that had

above-median percentages of engineers and scientists in total industry employment, and as

skill-intensive those that had above-median educational attainment of workers. The corre-

lation between the shares of these two types of activities across counties in the sample is

0.58.

Table 5 presents estimates of the effects of 1860 agricultural diversity on the shares of

manufacturing workers in knowledge-intensive activities (Panel A) and skill-intensive activ-

ities (Panel B) in 1940. For all specifications, the results indicate positive and significant

effects. According to my preferred specification (column (4)), increasing 1860 agricultural

diversity by one standard deviation would lead to increases in the shares of knowledge- and

skill-intensive activities in total manufacturing employment of 6.8 and 6.6 pp., respectively.
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Table 5. Effects of Ag.Diversity on Knowledge- and Skill-intensive Activities

Specification 1 Specification 2 Specification 3

OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6)

Panel A. Dependent variable: Share of Knowledge-Intensive Activities in Manufacturing,1940

Ag.Diversity1860 0.190*** 0.559*** 0.223*** 0.551*** 0.227*** 0.579**

(0.0518) (0.167) (0.0493) (0.161) (0.0532) (0.239)

R2 0.403 0.378 0.438 0.420 0.473 0.457

Observations 1,818 1,818 1,818 1,818 1,818 1,818

Panel B. Dependent variable: Share of Skill-Intensive Activities in Manufacturing,1940

Ag.Diversity1860 0.0968* 0.488*** 0.156**** 0.533*** 0.144*** 0.622**

(0.0518) (0.172) (0.0505) (0.164) (0.0550) (0.248)

R2 0.339 0.309 0.388 0.362 0.424 0.392

Observations 1,818 1,818 1,818 1,818 1,818 1,818

State FE N N Y Y Y Y

Geo-climatic controls N N Y Y Y Y

Crop-specific controls N N N N Y Y

Socio-economic controls N N N N Y Y

Notes: See Appendix A.1 for variable definitions and sources. The means of the dependent variables in panels A and

B are 0.39 and 0.38, respectively. Robust standard errors clustered on 60-square-mile grid squares are reported in

parentheses. *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.

These results show that agricultural diversity had differentially positive effects on activi-

ties with high levels of complexity, lending further support to the hypothesis that diversity’s

long-run impact is explained by the presence of complementarities and cross-sector spillovers.

6.4 Other Channels

Besides the channels examined above, there are other ones that could account for the positive

effects of agricultural diversity on development: changes in agricultural productivity (which

could in turn boost industrialization); reduced exposure to product-specific shocks (which

would decrease volatility and possibly foster economic performance); and lower land concen-

tration (which could affect local institutions). My empirical assessment of these channels is

briefly summarized in this section, and presented in detail in Appendix D.

To examine whether agricultural diversity affected development through agricultural pro-

ductivity, I estimate the effect of the agricultural diversity on land productivity, as well as
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the effect of the latter on industrialization. The estimated effects (reported in Table D.1)

are not significant for either of the two links.

Next, I examine whether agricultural diversity favored development by reducing volatility

in the value of agricultural output. I construct a measure of predicted volatility based on the

initial county-level production mix and the year-to-year evolution of national prices. Then,

I compare the estimated effects of early agricultural diversity on industrialization obtained

with and without controlling for this measure. If diversity positively affected industrialization

by reducing volatility, this control should have a negative and significant coefficient, and its

inclusion would reduce the coefficient on diversity. However, the evidence (displayed in Table

D.2) is not in line with these predictions.

Finally, I assess whether agricultural diversity affected development by shaping land

concentration and thus activating political economy mechanisms. To do this, I empirically

study the relationship between agricultural diversity and land concentration, as well as the

effects of agricultural diversity on key institutions that displayed significant variation at the

local level—schools and banks. The results (reported in Tables D.3 and D.4) do not support

the relevance of this channel.

7 Conclusion

This paper shows that early agricultural diversity had positive and persistent effects on de-

velopment across U.S. counties. My identification strategy relies on climate-based measures

of crop-specific potential yields, which I use to construct an index of potential agricultural

diversity. Using this index as an IV, I find that a one standard deviation increase in 1860

agricultural diversity led to increases in 2000 levels of population density and income per

capita of about 73% and 6%, respectively. The positive effects of early agricultural diversity

emerged during the Second Industrial Revolution, when it boosted the process of structural

change.

I advance the hypothesis that the positive effects of agricultural diversity are explained

by the presence of complementarities and cross-sector spillovers. As illustrated by a collec-

tion of historical examples from the American Second Industrial Revolution, and captured

formally in the model presented in Appendix C, agricultural diversity can foster entry into

new activities and the acquisition of new ideas and new skills. Providing support for this

interpretation, I show that early agricultural diversity led to higher levels of industrial diver-

sification, patent activity and employment in new occupations. Moreover, consistent with

an additional implication of the model, agricultural diversity positively affected the shares of

industrial workers employed in knowledge- and skill-intensive sectors. In contrast, as shown
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in Appendix D, the evidence does not support the relevance of other possible channels.

My findings add to a growing body of evidence about deeply-rooted factors that, although

no longer directly relevant, have shaped historical paths of economic growth and thus display

persistent effects on comparative development. My focus on the role of agricultural diversity

sheds new light on the role of agriculture in the process of development, and also on the

relevance of diversity’s effects on growth though the acquisition of skills and ideas. Given

that these effects cannot be captured in standard two- or three-sector models of structural

change, the paper suggests that models with finer levels of aggregation can yield new insights

about the development process.

The findings from the history of U.S. counties going back to 1860 may be relevant for un-

derstanding the contemporary growth trajectories of developing countries, though naturally

this cannot be taken for granted. To further our understanding of the role of diversity, and

before any policy implications can be firmly established, future research should attempt to

pin down as precisely as possible the mechanisms through which diversity affects development

in different contexts across space and time.
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Appendix A. Data

A.1 Definitions and Sources

Outcome variables

Population density. Population / area. Digitized U.S. Census data on population for 1860-

1940 are drawn from Minnesota Population Center (2016). Data for 1940 onwards are

drawn from digitized County Data Books compiled by the U.S. Census Bureau, available

from Haines and ICPSR (2010). For 2000 I use the data from the Bureau of Economic

Analysis (2015). The data on area is the same I use as a geo-climatic control (see below).

Income per capita. Total personal income / population. Data on personal income and

population in 2000 is obtained from the Bureau of Economic Analysis (2015).

Share of Population in Manufacturing. Average yearly number of manufacturing workers

over total population. Digitized U.S. Census data for 1860-1940 are drawn from Minnesota

Population Center (2016). Data for 1940 onwards are drawn from digitized County Data

Books compiled by the U.S. Census Bureau, available from Haines and ICPSR (2010).

Manufacturing diversity. Defined as 1 minus the Herfindahl index of manufacturing employ-

ment shares of 59 sectors in total manufacturing employment. Constructed with complete

count employment Census micro-data for 1880, 1920, 1930, and 1940, 1-in-100 samples for

1860, 1870, 1900, and 1910, and a 5-in-100 sample in 1900 (in all cases, the largest sample

available from Ruggles et al., 2010).

Patents per capita per decade, 1860-1940. County-level number of patents divided by initial

population in each decade, averaged across decades, between 1860 and 1940. I use data

kindly shared by Ufuk Akcigit, Tom Nicholas, and William Kerr for 1860-1920 and data

from Petralia et al. (2016) for 1920-1940.

Share of New Skills in Manufacturing Employment, 1940. Proportion of a county’s manufac-

turing workers in 1940 that are employed in high- and middle-skill occupations (as classified

by Katz and Margo, 2014) which had zero respondents in the 1860 Census 1-in-100 sam-

ple. Employment data for 1860 (a 1-in-100 sample) and 1940 (complete count) are drawn

from Ruggles et al. (2010). Among high- and middle-skill occupational categories with zero

respondents in the 1860 Census sample, there are 14 that are present in manufacturing in

1940 for at least one county in my sample: chemical engineers; electrical engineers; testing

technicians; purchasing agents and buyers; advertising agents and salesmen; office machine

operators; cranemen, derrickmen, and hoistmen; electricians; heat treaters, annealers, tem-

perers; airplane mechanics and repairmen; automobile mechanics and repairmen; railroad
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and car shop mechanics and repairmen; motion picture projectionists; professional nurses

(the last two with only a handful of occurrences).

Share of Skill-Intensive Activities in Manufacturing, 1940. Proportion of a county’s man-

ufacturing workers in 1940 that are employed in industrial activities with above-median

skill-intensity. A sector’s skill-intensity is the average educational attainment of all workers

employed in the sector in the complete count 1940 Census data available from Ruggles et al.

(2010).

Share of Knowledge-Intensive Activities in Manufacturing, 1940. Proportion of a county’s

manufacturing workers in 1940 that are employed in industrial activities with above-median

knowledge-intensity. A sector’s knowledge-intensity is the percentage of engineers and sci-

entists among all workers employed in the sector in the complete count 1940 Census data

available from Ruggles et al. (2010).

Farm Productivity, 1870. Farm Output / Improved Acres. Farm output is measured in value

terms using county-level data from the Census and state-level prices. Data source: digitized

U.S. Census data drawn from Minnesota Population Center (2016).

Bank density. Number of banks/Population. FDIC data from NHGIS (Minnesota Popula-

tion Center, 2016).

Share of farmland in top 10% largest farms. Share of county-level farmland corresponding

to the top 10% largest farms. Source: digitized U.S. Census data from NHGIS (Minnesota

Population Center, 2016).

School expenditures per capita, 1890. Ordinary expenditures on public common schools over

total population. Expenditures data, drawn from Rhode and Strumpf (2003), comes from

the Eleventh Census of the United States, Vol. 25, Report on Wealth, Debt, and Taxation,

Pt. II Valuation and Taxation.

Geo-climatic controls

Land productivity measures. Maximum and average of normalized attainable yields for al-

falfa, barley, buckwheat, cane sugar, carrot, cabbage, cotton, flax, maize, oats, onion, pasture

grasses, pasture legumes, potato, pulses, rice, rye, sorghum, sweet potato, tobacco, tomato,

and wheat. I normalize each product’s values dividing them by the maximum value for that

product in the sample. Measures of attainable yields were constructed by the FAO’s Global

Agro-Ecological Zones project v3.0 (IIASA/FAO, 2012) using climatic data, including pre-

cipitation, temperature, wind speed, sunshine hours and relative humidity (based on which
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they determine thermal and moisture regimes), together with crop-specific measures of cy-

cle length (i.e. days from sowing to harvest), thermal suitability, water requirements, and

growth and development parameters (harvest index, maximum leaf area index, maximum

rate of photosynthesis, etc). Combining these data, the GAEZ model determines the maxi-

mum attainable yield (measured in tons per hectare per year) for each crop in each grid cell

of 0.083x0.083 degrees. I use FAO’s measures of agro-climatic yields (based solely on climate,

not on soil conditions) for intermediate levels of inputs/technology and rain-fed conditions.

In Appendix B.2, I consider three additional measures of land productivity: the first princi-

pal component of the 22 crop-specific attainable yields from FAO-GAEZ; length of growing

period, the number of days during the year when temperature and moisture are conducive

to crop growth and development, also from FAO-GAEZ; and land suitability for cultivation,

the county-level average of an index of land suitability for cultivation (to be interpreted as

the probability that a given area is cultivated) from Ramankutty et al. (2002).

Area. Surface area in 1000’s of square miles, calculated with county shapefiles from NHGIS

(Minnesota Population Center, 2016) using GIS software.

Temperature. County-level mean annual temperature measured in Celsius degrees. Data

source: IIASA/FAO (2012).

Rainfall. County-level average annual precipitation measured in mm. Data source: IIASA/FAO

(2012).

Elevation. County-level average terrain elevation in km. Data source: IIASA/FAO (2012).

Latitude. Absolute latitudinal distance from the equator in decimal degrees, calculated from

the centroid of each county using GIS software and county shapefiles from NHGIS (Minnesota

Population Center, 2016).

Longitude. Absolute longitudinal distance from the Greenwhich meridian in decimal degrees,

calculated from the centroid of each county using GIS software and county shapefiles from

NHGIS (Minnesota Population Center, 2016).

Distance to the coastline or Great Lakes. Minimum distance to a point in the Coastline or

the Great Lakes in km, calculated from the centroid of each county using GIS software and

county shapefiles from NHGIS (Minnesota Population Center, 2016).

Distance to the fall line. Minimum distance to a point in the fall line in km, calculated

from the centroid of each county using GIS software and county shapefiles from NHGIS

(Minnesota Population Center, 2016).
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Crop-specific controls

Dummies for dominance of specific products : dummy variables for each the five major prod-

ucts (corn, cotton, animals slaughtered, hay, wheat) and one for plantation crops other than

cotton (sugar, rice, and tobacco, combined) that take a value of 1 when the product (or

group of products) has the largest share in a county’s agricultural production value. Data

sources: agricultural production data from the 1860 Census of Agriculture and state-level

prices from Atack and Bateman (1987) and Craig (1993) (both available from Minnesota

Population Center, 2016).

Socio-economic controls

Urbanization rate. Urban population / Total Population. Data source: digitized U.S. Census

data drawn from Minnesota Population Center (2016).

Farm Productivity, 1860. Farm Output / Improved Acres. Farm output is measured in value

terms using county-level data from the Census and state-level prices. Data source: digitized

U.S. Census data drawn from Minnesota Population Center (2016).

Share of slaves in the population. Slave Population / Total Population. Data source: digi-

tized U.S. Census data drawn from NHGIS (Minnesota Population Center, 2016).

Share of foreigners in the population. Foreign Population / Total Population. Data source:

digitized U.S. Census data drawn from NHGIS (Minnesota Population Center, 2016).

Share of the population below 15 years. Population below 15 years / Total Population. Data

source: digitized U.S. Census data drawn from NHGIS (Minnesota Population Center, 2016).

Share of the population 65+ years. Population 65+ years / Total Population. Data source:

digitized U.S. Census data drawn from NHGIS (Minnesota Population Center, 2016).

Distance to railroads. Minimum distance to a point in a pre-1860 railroad line digitized by

Atack (2015c) in km, calculated from the centroid of each county using GIS software and

county shapefiles from NHGIS (Minnesota Population Center, 2016).

Distance to steam-boat navigated rivers. Minimum distance to a point in a steam-boat

navigated river digitized by Atack (2015a) in km, calculated from the centroid of each county

using GIS software and county shapefiles from NHGIS (Minnesota Population Center, 2016).

Distance to canals. Minimum distance to a point in a steam-boat navigated river digitized

by Atack (2015b) in km, calculated from the centroid of each county using GIS software and

county shapefiles from NHGIS (Minnesota Population Center, 2016).
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Market Potential. Following the classic definition of Harris (1954), market potential in county

c is given by Marketc =
∑

k 6=c d
−1
c,kNk, where k is the index spanning neighboring counties,

dc,k is the distance between county c and county k, and Nk is the population of county k

(here, in 1860). Distances are calculated from the centroid of each county using GIS software

and county shapefiles from NHGIS (Minnesota Population Center, 2016). Population data

are drawn from NHGIS (Minnesota Population Center, 2016).

Agricultural output predicted price index, average rate of change and volatility

In Appendix D.2, I incorporate two additional control variables: the average and the standard

deviation of P̂ a
ct, the rate of change of P a

ct, a predicted price index for a county’s agricultural

production. This index is defined as P a
ct =

∑
i θicpit, where the θic’s reflect the county’s

agricultural production mix in 1860, and pit is the national price of product i at time t (with

pi1867 normalized to 1 for all i). After calculating the rate of change P̂ a
ct = (P a

ct−P a
ct−1)/P a

ct−1

for each year, I compute its average and standard deviation over the 1867-1900 period,

Avg.P̂ a
ct and Std.Dev.(P̂ a

ct). Annual price data from 1867 to 1900 are available for 15 products

that account for over 93.5% of total agricultural output in 1860 in my sample (animals, barley,

buckwheat, butter, cheese, cotton, corn, hay, oats, potatoes, rye, sweet potatoes, tobacco,

wheat, and wool). Only products with available price data are considered in the calculation

of P a
ct; the θic’s are computed with the restricted set of products so that they add up to

1. Prices for all products except cotton are drawn from Olmstead and Rhode (2006). For

animals I use the average of the prices of cattle and hogs; the former are available from

1867 onward (a year later than prices of other products), which sets the starting point of

my measures of P a
ct. I use the price of butter as a proxy for the price of cheese, since the

latter is only available (for Wisconsin cheddar) from 1879 onward; the correlation between

these prices from 1879 to 1900 is 0.73. For cotton I use prices in Alabama from Cooley et al.

(1977) (I am grateful to Paul Rhode for sharing a copy of this dataset).

A.2 Adjustment for Changes in County Boundaries

The counties in the sample, with their boundaries defined in 1860, are displayed in gray

in Figure A.1. Among these counties, over 70% did not experience subsequent changes in

boundaries; among the remaining ones, over two thirds have overlaps of over 80% in terms

of area with a county defined in 2000. In this sense, boundaries were relatively stable for

counties in the sample. Still, boundary changes need to be taken into account to have

consistent units of observation.
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Figure A.1. U.S. Counties in the Sample, 1860

Notes: The map shows continental U.S. counties and state boundaries in 1860. Counties in the

sample are shaded in gray. Boundary shapefiles are drawn from NHGIS (Minnesota Population

Center, 2016).

To adjust data from a period t to 1860 county boundaries, I use geographic shapefiles

of county boundaries from NHGIS (Minnesota Population Center, 2016). With the help of

GIS software, I determine the county defined in 1860 that contained each county or county

fragment defined in period t, discarding all fragments with less than 1 square mile. Then

I calculate the values of period t variables corresponding to counties defined in 1860 by

assigning values from period t variables in proportion to the area of the county defined in

period t that each county defined in 1860 represents. This procedure would be fully accurate

if the quantities measured in county-level aggregates were uniformly distributed over space.
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Appendix B. Additional Results and Robustness Checks

B.1 Alternative Measures of Agricultural Diversity

This section considers a number of alternative measures of agricultural diversity. I show that

the main results of the paper are robust to adjustments that address potential concerns about

measurement error in the agricultural production data, and that they are also robust to con-

sidering measures with different functional forms than the standard Hirschman-Herfindahl

index.

Measuring agricultural diversity with production data from the 1860 Census of Agricul-

ture is subject to some concerns. First, there is likely mismeasurement in the value of animals

produced for the market. The Census collected data on the “value of animals slaughtered.”

While no printed instructed were issued with reference to the 1860 Census schedule, the

collected data presumably refers to the value of animals slaughtered on the farm. Thus, the

value of livestock sold and slaughtered off the farm would be ignored, leading to underes-

timation. Another issue is that, according to Wright (1979), both demand and yields for

cotton were unusually high in 1859. Finally, there is the broad issue that I use gross output

rather than value added data.

I address these concerns by considering a number of adjustments and alternative mea-

sures. To address measurement error in the value of animals produced for the market, I take

advantage of the fact that the 1870 Census collected data on the “value of animals slaugh-

tered or sold for slaughter” rather than “value of animals slaughtered.” Both the 1860 and

the 1870 Census also collected data on the “value of livestock” on the farm. To construct an

alternative measure of animals produced for the market in 1860, I take the 1860 “value of

livestock” and multiply it by the ratio of 1870 aggregate “value of animals slaughtered or sold

for slaughter” to 1870 “value of livestock” for my sample of counties. Thus, I get county-level

estimates of the 1860 “value of animals slaughtered or sold for slaughter” based on the 1860

“value of livestock” on the farm and the ratio between these two variables in 1870 Census.

This measure is on average about 25% higher than the “value of animals slaughtered” in

1860, while the correlation coefficient between the two is 0.6. The correlation between my

baseline index of agricultural diversity in 1860 and the one obtained when replacing the

1860 “value of animals slaughtered” by the estimates with the “livestock adjustment” just

explained is 0.91.

To address the possibly exceptional character of cotton production value in the 1860

Census, I create an alternative measure using 1870 data and considering price and output

data for corn (the main agricultural product) as a reference. In particular, I take corn
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output in 1860 and multiply it by the ratio of cotton output to corn output in 1870, and by

the average ratio of cotton prices to corn prices between 1876 and 1900 (cotton prices are

not regularly available before 1876). Thus, I get county-level measures of the 1860 cotton

production value without using the 1860 data on cotton output or price.19 This measure

is on average about 5.5% lower than the actual 1860 cotton production value, and the

correlation coefficient between the two is 0.93. The correlation between my baseline index of

agricultural diversity in 1860 and the one obtained after performing the “cotton adjustment”

just explained is also 0.93.

Finally, I consider agricultural variety (i.e., the number of products present at the county

level) in 1860 and in 1870 as alternative measures.20 In these measures, each product is

either zero or one, which alleviates concerns about mismeasurement in the value of animals

produced for the market, or about abnormal cotton demand or yields in 1859, insofar as

these issues mostly affect the intensive margin. In any case, calculating agricultural variety

with the “livestock adjustment” or the “cotton adjustment” does not qualitatively change

the results.

Considering variety as the relevant measure of diversity provides a check on the impli-

cations of using gross output rather than value added data. There is no clear principle

indicating whether measuring agricultural diversity with gross output rather or value added

data is most appropriate. I use gross output rather than value added data simply because

the latter are not available and estimating them would require a large number of question-

able assumptions. If using value added data was appropriate, using gross output data would

generate measurement error. However, this concern does not apply when agricultural variety

is used as a measure of diversity, since the number of products with non-zero value added is

generally the same as the number of products with non-zero gross output.

Panel A of Table B.1 provides estimates OLS and IV of the effects of 1860 agricultural

diversity, captured with the alternative measures discussed above, on population density

in 2000 (in logs), for my preferred specification (controlling for state fixed effects and geo-

climatic features). To facilitate comparison, the first two columns reproduce the results using

the baseline measure of Ag.Diversity in 1860. In line with the IV strategy from the main

analysis, I construct an IV for Ag.Variety using the predicted product shares obtained from

the FML model (and considering as present all products with predicted shares above 0.05%).

19 I also considered measures of cotton output in 1860 in which I average cotton output in 1850 and 1870

and/or continue using the 1860 price or replace it with its average 1876-1900 price (instead of using the ratio

to corn prices). All these variations produce qualitatively the same results.
20 A complete set of prices for 1869/1870 is not available, so I cannot calculate Ag.Diversity in 1870,

though I can estimate it with 1870 quantities and 1860 prices. Estimating the long-run effects of diversity

using this measure produces qualitatively the same results.
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I use the same IV for Ag.Variety in 1860 and 1870. In all cases, the results confirm positive

and significant effects of early agricultural diversity on long-run outcomes.

Table B.1. Estimated Effects of Ag.Diversity Using Alternative Measures

Dependent variable: Ln Population Density, 2000

OLS IV OLS IV OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Panel A. Alternative Measures I

Ag.Diversity1860 2.370*** 4.477***

(0.539) (1.045)

Ag.Diversity1860 2.765*** 5.712***
(livestock adjustment) (0.605) (1.330)

Ag.Diversity1860 2.192*** 4.181***
(cotton adjustment) (0.547) (1.002)

Ag.Variety1860 0.0466*** 0.127***

(0.0103) (0.0396)

Ag.Variety1870 0.0510*** 0.147***

(0.0108) (0.0493)

Observations 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821

R2 0.354 0.329 0.358 0.317 0.349 0.327 0.343 0.282 0.347 0.258

Panel B. Alternative Measures II (Indexes of Specialization)

Krugman -1.034*** -2.828***
Specialization Index (0.285) (0.575)

Gini Coefficient -10.47*** -21.74***

(0.285) (0.575)

Index of Inequality in -1.674*** -4.557**
Production Structure (0.639) (1.015)

Entropy Index -4.740*** -8.542***

(1.078) (1.865)

Coefficient of -3.026*** -5.355***
Variation (0.617) (1.227)

Observations 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821

R2 0.340 0.284 0.367 0.315 0.337 0.292 0.354 0.333 0.361 0.338

State FE Y Y Y Y Y Y Y Y Y Y

Geo-climatic controls Y Y Y Y Y Y Y Y Y Y

Notes: The mean of log population density in 2000 is 4.37. Robust standard errors clustered on 60-square-mile grid squares are

reported in parentheses. *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.

I also check the robustness of the main results to adopting alternative measures of di-

versity. I consider several standard measures of specialization, for which higher values

represent lower diversity: the Krugman Index of Specialization, defined as
∑

i |θic − θi|,
where θi is the share of product i in total agricultural output in the sample; the Gini
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coefficient of product shares; an index of Inequality in Production Structure proposed by

Cuadrado-Roura et al. (1999), defined as
∑

i (θic − θi)
2; an entropy index, defined as E(α)c =

1
Nα(α−1)

∑
i

[(
θic/θ̄ic

)2 − 1
]
, where θ̄ic is the average product share in county c (which is al-

ways equal to 1/36), and α, the weight given to distances between product shares at different

parts of the distribution, is set equal to 2; and finally, the coefficient of variation of product

shares, defined as σθic/θ̄ic, where σθic is the standard deviation of product shares in county

c.

Panel B of Table B.1 provides OLS and IV estimates of the effects of 1860 agricultural

diversity (actually, specialization), captured by these alternative measures, on population

density in 2000 (in logs). The IV for each measure of specialization is constructed by replacing

the actual product shares with the predicted shares from the FML model. In all cases,

the results indicate significant negative effects of specialization, that is, positive effects of

diversity.

B.2 Additional Geo-climatic controls

This section shows that the results are robust to controlling for additional geo-climatic

features and higher-order terms. Table B.2 reports the coefficient estimates from OLS and

IV regressions of 2000 population density (in logs) on 1860 agricultural diversity obtained

when I sequentially expand the set of geo-climatic controls. Columns (1)-(2) reproduce the

main results controlling for state fixed effects and baseline geo-climatic controls.

Columns (3)-(4) report the results obtained when including cubic polynomials in several

land productivity measures as well as in temperature, rainfall, and elevation. Besides the

baseline measures of land productivity (i.e., the max and the mean of 22 product-specific

attainable yields from FAO-GAEZ), I now include: the first principal component of the

FAO-GAEZ measures; the individual FAO-GAEZ measures corresponding to products with

shares in output above 1% (corn, cotton, alfalfa, pasture grasses, pasture legumes, wheat,

oats, potato, sweet potato, tobacco, cane sugar); the length of growing period, that is,

the number of days during the year when temperature and moisture are conducive to crop

growth and development (also from FAO-GAEZ); and an index of overall land suitability for

cultivation from Ramankutty et al. (2002).

Columns (5)-(6) report the results obtained when adding cubic polynomials in distance to

steamboat navigated rivers, distance to canals, and distance to the fall line. The importance

of the latter is underscored by the contribution of Bleakley and Lin (2012). While it seems

natural to include distance to steamboat navigated rivers and distance to canals in this

robustness check, they are more appropriately considered as “socio-economic” controls, since

they are not solely determined by geography and climate.
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In all specifications, the estimated effect of 1860 agricultural diversity on (the log of)

2000 population density is positive and significant.

Table B.2. Estimated Effects of Ag.Diversity with Added Geo-climatic Controls

Dependent variable: Ln Population Density, 2000

Specification 1 Specification 2 Specification 3

OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6)

Ag.Diversity1860 2.370*** 4.477*** 1.831*** 3.828*** 1.887*** 4.035***

(0.539) (1.045) (0.474) (1.152) (0.448) (1.153)

State FE Y Y Y Y Y Y

Geo-climatic controls Y Y Y Y Y Y

Cubic polynomials in:

Land productivity measures N N Y Y Y Y

Temperature, rainfall, elevation N N Y Y Y Y

Latitude, longitude N N N N Y Y

Distances to rivers, canals, fall line N N N N Y Y

R2 0.354 0.329 0.484 0.465 0.495 0.474

Observations 1,821 1,821 1,821 1,821 1,821 1,821

Notes: The mean of log population density in 2000 is 4.37. Robust standard errors clustered on 60-square-mile grid

squares are reported in parentheses. *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the

10% level.

B.3 Agricultural Specialization Patterns and Development

The effects of particular specialization patterns have attracted considerable attention from

economic historians. Engerman and Sokoloff (1997, 2002) argue that climate and soil quality

historically affected crop choice, which in turn led to divergent paths of development; in

particular, they emphasize that specialization in cotton, sugar, rice, tobacco, and coffee

favored slave plantations and thus generated inequalities that harmed long-run performance

(see also Nunn, 2008; Bruhn and Gallego, 2012).

Other contributions highlight the effects of specialization in other crops through different

mechanisms. Goldin and Sokoloff (1984) argue that the relative productivity of women

and children in hay, wheat, and dairy was relatively low, and thus specialization in these

products lowered the costs of hiring workers for industrial firms (see also Goldin and Sokoloff,

1982). Earle and Hoffman (1980) point out that wheat, corn, and livestock had highly
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seasonal labor requirements, which also lowered labor costs for the industrial sector. Sokoloff

and Dollar (1997) also emphasize the high seasonality of grains, but they argue that the

availability of cheap seasonal labor could hinder the adoption of more efficient manufacturing

technologies. Vollrath (2011) proposes a model in which specialization in crops with high

labor elasticity (e.g., rice) reduces the positive effects of agricultural productivity growth on

industrialization.

This paper focuses on the effects of agricultural diversity beyond specific specialization

patterns. As discussed in section 4, the diversity index may be highly correlated with the

shares of dominant crops. To avoid confounding the effects of agricultural diversity with

those of specialization in specific crops, the estimating equation includes crop-specific dummy

variables for the 5 major agricultural products (corn, cotton, animals slaughtered, hay, and

wheat) and for plantation crops other than cotton (which take a value of 1 when the product,

or group of products, has the largest share in a county’s agricultural production).

The dummy variables are meant to capture the notion of dominance reflected in terms

such as “cotton counties” or “wheat counties.” This appendix shows that the results are

robust to controlling for specific specialization patterns in different ways. Table B.3 shows

OLS and IV estimates of the effects of 1860 agricultural diversity on 2000 population density

(in logs) with alternative sets of crop-specific controls.21 To facilitate comparisons, columns

(1)-(2) do not include any crop-specific controls and columns (3)-(4) include the dominance

dummies as defined in the main analysis. Columns (5)-(6) include dominance dummies that

take a value of 1 when the share for the corresponding crop (or group of crops) in the county’s

agricultural output is above 25%. Columns (7)-(8) include dominance dummies that take a

value of 1 when the share is above the 75th percentile of the distribution of that share in the

whole sample. Finally, columns (9)-(10) control for the actual shares.

The results confirm that agricultural diversity had a positive effect on long-run develop-

ment. The coefficients on crop-specific controls suggest, in line with previous contributions,

that early specialization in cotton and other plantation crops is negatively associated with

long-run development. Specialization in animal production also appears to have a negative

association with long-run development. For the purposes of this paper, the main takeaway

from this analysis is that the estimated coefficients for agricultural diversity remain consis-

tently positive and significant across specifications with different crop-specific controls.

21 Only agricultural diversity is instrumented in these IV regressions; the results are qualitatively similar if

the crop-specific controls are replaced by the corresponding values based on predicted shares from the FML

model.
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Table B.3. Effects of Agricultural Diversity Controlling for Specific Products

Dependent variable: Ln Population Density, 2000

No crop-specific controls Largest share dummies > 25% dummies > 75th percentile dummies Exact shares

OLS IV OLS IV OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Ag.Diversity1860 2.370*** 4.477*** 2.206*** 4.276*** 2.393*** 5.107*** 2.338*** 4.834*** 1.527** 4.593**

(0.539) (1.045) (0.521) (1.190) (0.606) (1.359) (0.563) (1.234) (0.635) (2.131)

Corn -0.634* -0.734* -0.165 -0.00500 -0.219** -0.277** -2.299*** -1.282

(0.353) (0.411) (0.103) (0.114) (0.106) (0.110) (0.767) (0.916)

Cotton -0.991*** -0.906** -0.422*** -0.416*** -0.532*** -0.395*** -2.357*** -1.258

(0.373) (0.385) (0.124) (0.128) (0.139) (0.141) (0.704) (0.892)

Animals Slaughtered -0.923*** -1.082*** -0.0761 -0.269** -0.366*** -0.456*** -2.470*** -3.176**

(0.329) (0.392)) (0.0825) (0.111) (0.107) (0.116) (0.799) (1.239)

Hay -0.193 0.298 0.206 0.132 -0.122 -0.0675 -0.787 -0.155

(0.380) (0.439) (0.139)) (0.153) (0.132) (0.133) (0.770) (0.898)

Wheat -0.331 (-0.473) 0.176** 0.0829 -0.0431 -0.0738 0.256 0.173

(0.349) (0.417) (0.0772) (0.0905) (0.104) (0.104) (0.632) (0.703)

Tobacco+Cane+Rice -0.965*** -0.994** -0.317*** -0.448*** -0.487*** -0.532*** -2.328*** -1.866***

(0.367) (0.407) (0.0778) (0.107) (0.108) (0.114) (0.627) (0.681)

State FE Y Y Y Y Y Y Y Y Y Y

Geo-climatic controls Y Y Y Y Y Y Y Y Y Y

Crop-specific controls N N Y Y Y Y Y Y Y Y

Observations 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821

R2 0.354 0.329 0.372 0.349 0.373 0.338 0.367 0.334 0.390 0.353

Notes: The mean of log population density in 2000 is 4.37. The crop-specific controls are constructed in different ways across specifications, as indicated at the top

of the columns (largest share dummies, > 25% dummies, etc). Robust standard errors clustered on 60-square-mile grid squares are reported in parentheses. ***

Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.
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B.4 Input-output Linkages

This section examines whether agro-processing and related industries with known input-

output connections with specific agricultural products were more likely to be present the

larger the importance of those agricultural products at the local level. To do this, I estimate

linear probability models where the outcomes are indicator variables for the presence of

specific industrial activities in county c in 1880 (the first year within the period under

consideration with available full count Census data) and the key regressors are the shares

corresponding to the relevant agricultural products in 1860.

I consider six industrial activities (and the agricultural products to which they are known

to be linked): textiles industries (linked to cotton, wool); tobacco manufactures (tobacco);

bakery, confectionery, and related products (wheat, rye, cane sugar); beverage industries

(rye, barley); meat products (animals); canning and preserving of fruits, vegetables, seafoods

(orchards, market gardens).22

Table B.4 reports the coefficient estimates from OLS and IV regressions controlling for

state fixed effects and geo-climatic features. The IV regressions use the predicted shares

obtained from the FML model for each of the relevant agricultural products.

The results suggest that there were a number of input-output linkages through which

the composition of agricultural production may have shaped industrial production patterns

at the local level. In particular, it is consistent with the idea that agricultural diversity

may have fostered manufacturing diversity by favoring entry into various agro-processing

industries (which could in turn favor entry to other manufacturing activities).

A salient exception to the relevance of input-output connections among the ones consid-

ered here is the case of cotton and textiles, for which the IV estimate is negative (though

not significant). Of course, it does not come as a surprise that the presence of cotton did not

foster the development of textiles at the local level, as it is well-known that cotton production

was concentrated in the South while textile industries were concentrated in the Northeast.

In regard to the mechanisms analyzed in the paper, this does not mean that the presence

of cotton production did not generate specific skills and knowledge that were potentially

relevant for manufacturing at the local level.

22 Textile industries comprise several industry groups in the 1950 Census classification system. I group

them together because they have a common set of relevant agricultural inputs. I combine bakery products

with confectionery and related products for the same reason. For beverage industries, corn was also a relevant

input, but I exclude it because it was mostly used for other purposes (in particular, for feeding animals).
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Table B.4. Input-output Linkages

Dependent variable: Indicator variable for

Textiles industries Tobacco manufactures Bakery, confectionery Beverage industries Meat products Canning and preserving

OLS IV OLS IV OLS IV OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Cotton 0.102 -0.0549

(0.0888) (0.144)

Wool 0.335 0.964**

(0.279) (0.421)

Tobacco 1.155*** 0.771***

(0.168) (0.290)

Wheat 0.486*** 0.127

(0.129) (0.491)

Rye 1.513*** 4.450* 0.362 6.007**

(0.630) (2.661) (0.851) (2.959)

Cane Sugar 0.344** 0.494***

(0.167) (0.187)

Barley 6.452*** 8.729

(1.691) (5.312)

Animals Slaughtered -0.0408 0.271

(0.109) (0.266)

Orchards 1.470** 9.559***

(0.676) (2.933)

Market gardens 0.915*** 0.100

(0.278) (0.485)

State FE Y Y Y Y Y Y Y Y Y Y Y Y

Geo-climatic controls Y Y Y Y Y Y Y Y Y Y Y Y

Observations 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821 1,821

R2 0.228 0.222 0.349 0.346 0.345 0.335 0.380 0.359 0.183 0.180 0.325 0.206

Notes: The outcomes are indicator variables for the presence of specific industrial activities in 1880 (as indicated for the columns) and the key regressors are the

shares corresponding to the relevant agricultural products in 1860 (as indicated for the rows). Robust standard errors clustered on 60-square-mile grid squares

are reported in parentheses. *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.
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Appendix C. A Model of Agricultural Diversity, Structural Change

and Long-run Development

The multi-sector model of growth and structural change presented here offers one possible

formal representation of the effects of agricultural diversity on development. A highlight of

this representation is that entry into new sectors and the acquisition of new skills and ideas

are interconnected dimensions of the process of structural change. The model predicts that

diversity of skills positively affects industrial variety and overall industrialization, and has

larger effects on sectors that require more skills. Moreover, initial differences in diversity

lead to differences in long-run development.

I consider a small local economy, open to trade and labor flows. Free trade implies

perfectly elastic demands for all goods. This allows me to abstract from the demand side and

focus on the production side; consumption decisions play no role in the model. Meanwhile,

under the simplest form of spatial equilibrium (with no amenities or congestion costs), free

labor mobility implies that wages are equalized across locations. National wage levels—to

which local wages are equalized—are taken as given.

These simplifying assumptions imply that productivity differentials across locations lead

to differences in population density, without affecting wages. If labor was not perfectly

mobile or if higher density generated congestion and increased living costs, then locations

with higher productivity would have not only higher population density but also higher

wages; the insights of the model about the effects of diversity on sectoral productivities,

structural change and skills formation would be the same.

The key assumption underlying the persistent nature of the effects of diversity is that,

in contrast to goods and labor, skills do not flow across locations. This stark assumption

makes the model simpler and more transparent, but the implications are qualitatively the

same if skills are assumed to be imperfectly immobile rather than completely immobile.

In the model, agricultural diversity is given by exogenous climatic conditions, and it

determines the initial variety of skills. Industrial production comprises many sectors, each

of which may be active or not, depending on expected profits. Skills required in each sector

are complementary, and there are cross-sector spillovers within the local economy. Efficiency

for each skill required in a sector depends on the set of established skills in other sectors.

In the presence of these complementarities and spillovers, higher diversity—which implies

a wider range of skills—increases expected efficiency and profits, thus favoring entry into

new sectors. In turn, expanding the range of active industrial sectors goes together with

adoption of new technologies and formation of new skills. The essential source of growth is

structural change, not only from agriculture to manufacturing, but most importantly within
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manufacturing—this is what drives the formation of new skills.

The model’s emphasis on diversity of skills, and the mechanism whereby it fosters the

acquisition of additional skills, echo Hausmann and Hidalgo (2011). The characterization of

complementarities among skills resembles Kremer (1993), while that of cross-sector spillovers

resembles Helsley and Strange (2002). Entry decisions are modelled similarly to innovation

decisions in many endogenous growth models.

C.1 The Structure of Production

Production in the local economy comprises agricultural production and industrial production.

Producers of all goods can sell as much as they want in the national market at a price equal

to one (units of each good are defined to conform to this normalization), and can hire as

much labor as they want at wage level w̄t, which is taken as given in the local economy. To

keep notation simpler, the time subindex t and the local economy subindex c are dropped

whenever it does not create confusion.

Agricultural Production

Agricultural production in a plot of land p is given by Yp = (Apxp)
1−σLσp , where σ ∈ (0, 1),

Ap is land productivity, xp is land size, and Lp is labor hired in plot p. To maximize profits

(given by Πp = Yp − w̄Lp), the owner of plot p hires L∗p =
(
σ
w̄

) 1
1−σ Apxp.

Total agricultural employment in the local economy is L∗a =
(
σ
w̄

) 1
1−σ ĀaX, where X =∑

p

xp is total land, Āa =
∑
p

xp
X
Ap is the average land productivity in the local economy. The

distribution of land ownership does not affect total agricultural employment and production.

Agricultural output comprises a number of different crops. Agricultural diversity is de-

termined by exogenous climatic features; for simplicity, it is taken as a primitive rather than

explicitly modeled as the outcome of optimal crop choice.

Manufacturing Production

There are several industrial sectors (indexed by i), each of which may be active or not.

Production in sector i is Yi = A1−α
i Lαi , where Ai reflects sectoral productivity, Li is labor

employed in sector i, and α ∈ (0, 1) reflects decreasing returns to labor (caused by limited

entrepreneurial ability or some other fixed factor).

An active producer in sector i maximizes profits (Πi = Yi − w̄Li), which determines the

optimal quantity of labor, L∗i =
(
α
w̄

) 1
1−α Ai, as well as equilibrium output, Y ∗i =

(
α
w̄

) α
1−α Ai,

and profits, Π∗i = (1 − α)
(
α
w̄

) α
1−α Ai. Sectoral productivities are determined by local skills,

as explained below.
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Productivity and Local Skills

Productivity in sector i in local economy c at time t depends on the level of technology

(Tt) and on the level of efficiency (Eict):

Aict = Tt × Eict .

The level of technology is the same across local economies (reflecting a common technol-

ogy frontier) and across sectors (for simplicity), i.e., Tict = Tt. Thus, productivity differences

across locations and sectors are driven by differences in Eict.

Efficiency levels in the different sectors of a local economy are determined by local skills.

A key assumption is that skills are not mobile across locations.23 The diversity of local skills

is crucial because of the presence of skill complementarities and cross-sector spillovers, which

are explained below.

Each sector i requires a set of specific skills indexed by ji=1, ..., Ji. Some sectors require

only one or two skills, others require several: Ji captures the level of complexity of sector i.

Sectoral skill requirements are the same in all local economies and time periods. A sector-

specific skill ji is performed with efficiency level ejict ∈ [0, ē], which may vary across local

economies and over time.

The number of established skills at time t, denoted by Ωc,t, includes all the skills required

by active industrial sectors in the local economy as well as the skills established in the

agricultural sector. The number of skills established in agriculture, ΩA,c, is assumed to be

time-invariant and strictly increasing in the initial level of agricultural diversity. The initial

condition, corresponding to a period before the onset of industrialization, is Ωc,0 = ΩA,c. I

use Ω−i,c,t to denote the number of skills in all sectors other than i (ΩA,c is counted within

Ω−i,c,t for all i). In the rest of this section and in the next one, which focus on a single local

economy, I drop the subindex c to simplify notation.

Skills within each sector are complementary. Featuring an “O-ring” property (Kremer,

1993), overall efficiency in sector i is given by

Eit =

Ji∏
j=1

ejit .

There are cross-sectoral spillovers within each local economy. Efficiency for a particular

skill is given by the distance of that skill to a previously established skill in some other sector:

23This assumption is reasonable insofar as (i) skills cannot be codified and transmitted as disembodied

knowledge, (ii) local skills are an attribute of locations rather than individual workers, i.e., hiring an indi-

vidual worker from another location is not enough to establish the expertise available in that location, and

(iii) hiring a large group of workers from another location is not possible because of coordination problems.

The implications of the model are qualitatively the same if skills are assumed to be imperfectly immobile

rather than completely immobile.
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the local economy has high (low) levels of efficiency for doing things that are close (far) to

what the economy was previously doing. More precisely, local efficiency for skill j required

by sector i is given by ejit = ē− dji , where dji is the distance between skill ji and the closest

previously established skill in a different sector.

Skills lie on a circle with radius ē/π and their positions are independent draws from a

uniform distribution on the circle. Thus, the pdf of dji is f(d) = Ω-i,t-1ē
−Ω-i,t-1(ē− d)Ω-i,t-1−1,

and E [d(ji)] = ē
1+Ω-i,t-1

. Distances between any two locations in the circle are between zero

and ē, ensuring that ejit ∈ [0, ē].

Since the draws for the distances of different skills required by a sector and the closest

ones in other sectors are independent, expected efficiency in sector i is given by

E(Eit) = E

(
Ji∏
j

ejit

)
= [E(ejit)]

Ji = ēJi
[
1− 1

1 + Ω-i,t-1

]Ji
.

Active industrial sectors

There is one potential entrant in each industrial sector per period, who is assumed to

be risk neutral. At the time of making the entry decision, the potential entrant only knows

the expected level of efficiency. The minimum distances of required skills with respect to

previously established ones become known only after paying the entry cost. Entrants produce

for one period and then retire.

Entry is costly. Adopting frontier technologies requires micro-innovations and adaptation

to the local economy. Thus, the number of active sectors in a given period is a measure of

local technological dynamism—in this model, entry into new sectors is intrinsically linked

with the acquisition of new ideas and the formation of skills. The entry cost, Ft = ψT 1−α
t ,

increases with the level of technology, reflecting that more advanced technologies are costlier

to implement.

A sector becomes active if expected profits are larger than the entry cost. This defines a

threshold in expected efficiency above which entry takes place:

E(Πit) ≥ Ft ⇐⇒ E(Eit) ≥ Ẽit =
ψ

(1− α)α
α

1−α

(
w̄t

T 1−α
t

) α
1−α

.

Assuming that gw̄t=gT 1−α , which ensures that wages and productivity grow at the same

rate in the steady state, the threshold in expected efficiency is time-invariant, i.e., Ẽit = Ẽi.

The threshold for entry into sector i can be expressed as a threshold in the number of

established skills in other sectors:

Ω̃i =
1(

ēJi
Ẽi

)1/Ji
− 1

.
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The number of active industrial sectors can then be expressed as
∑I

i=1 1[Ω-i,t-1≥Ω̃i], where

1[Ω-i,t-1≥Ω̃i] is an indicator function that takes a value of 1 when Ω-i,t-1 ≥ Ω̃i, i.e., when

sector i is active, and 0 otherwise. Sectoral expected employment is given by E(Lit) =

1[Ω-i,t-1≥Ω̃i] × E(L∗it), where E(L∗it) =
(
α
w̄

) 1
1−α E(Ai) is expected optimal employment in an

active sector.

C.2 Structural Change

This subsection explains how the diversity of a local economy affects the evolution of its

production structure. I show that entry into any given industrial sector positively depends

on the number of previously established skills in other sectors; so does the expected level

of employment in the sector once activated, and more acutely so for complex sectors. Agri-

cultural diversity, insofar as it increases the variety of local skills, positively affects entry

and employment for all industrial activities. Thus, as I also show, agricultural diversity

increases the total number of active industrial sectors and total expected employment in

manufacturing.

In this framework, there is a close connection between diversity in production and di-

versity in skills: while the number of active industrial sectors is given by
∑I

i=1 1[Ω-i,t-1≥Ω̃i],

the number of established skills in the local economy is given by
∑I

i=1 1[Ω-i,t-1≥Ω̃i]×Ji + ΩA.

This connection underlies the mechanics of endogenous structural change. The variety of

local skills—which reflects the existing variety of production activities—favors entry into

new industrial activities in the next period. In turn, increasing industrial variety implies

increasing skills variety, which favors further diversification in subsequent periods.

The following two lemmas establish that the number of previously existing skills in sectors

other than i (i.e., Ω-i,t-1) has positive effects on expected efficiency in sector i (i.e., E(Eit)),

and that the magnitude of these effects varies with sectoral levels of complexity.

Lemma 1. The elasticity of expected efficiency in sector i with respect to the number of

previously existing skills in other sectors is positive: ηE(Eit),Ω-i,t-1 ≡ ∆E(Eit)/E(Eit)
∆Ω-i,t-1/Ω-i,t-1

> 0 .

Proof. See section C.4.

The intuition behind Lemma 1 is that in a more diverse economic environment (char-

acterized by a higher number of established skills) there is a higher likelihood of finding

existing skills that are close to the ones required by any given sector.

Lemma 2 below captures the differential impact of diversity on expected efficiency in

complex sectors, which have production chains with more links and thus are more sensitive
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to the links’ average weakness.

Lemma 2. The elasticity of expected efficiency in sector i with respect to the num-

ber of previously existing skills in other sectors is increasing in the sector’s complexity:

∆ηE(Eit),Ω-i,t-1 /∆Ji > 0 .

Proof. See section C.4.

The following two propositions describe how entry into a sector and sectoral employment

levels depend on the variety of skills previously established in other sectors.

Proposition 1. (a) The number of previously established skills in sectors other than i has a

weakly positive effect on entry into sector i: ∆1[Ω-i,t-1≥Ω̃i]/∆Ω-i,t-1 ≥ 0 . (b) The elasticity of

expected employment in active sector i with respect to the number of previously established

skills in other sectors is positive: ηE(L∗
it

),Ω-i,t-1 ≡
∆E(L∗it)/E(L∗it)

∆Ω-i,t-1/Ω-i,t-1
> 0.

Proof. (a) See section C.4. (b) Since E(L∗it) is a linear function of E(Eit), we have that

ηE(L∗
it

),Ω-i,t-1 = ηE(Eit),Ω-i,t-1 . Thus, Proposition 1 follows directly from Lemma 1. �

Proposition 2. The elasticity of expected employment in active sector i with respect to the

number of previously existing skills in other sectors is increasing in the sector’s complexity:

∆ηE(L∗
it

),Ω-i,t-1 /∆Ji > 0.

Proof. Since ηE(L∗
it

),Ω-i,t-1 = ηE(Eit),Ω-i,t-1 , Proposition 2 follows directly from Lemma 2. �

Given that ∆Ω-i,t-1/∆ΩA > 0, Proposition 1 implies that agricultural diversity has pos-

itive effects on entry and expected employment for any industrial sector i (i.e., ηE(L∗
it

),ΩA ≡
∆E(L∗it)/E(L∗it)

∆ΩA/ΩA
> 0 and ∆1[Ω-i,t-1≥Ω̃i]/∆ΩA ≥ 0), as well as differentially positive effects in

complex sectors (∆ηE(L∗
it

),ΩA /∆Ji > 0). Thus, agricultural diversity, by increasing the variety

of local skills, positively affects industrial activities both in the extensive and the intensive

margin. Proposition 2 captures the differential effects of diversity in complex activities,

which motivates the empirical analysis of section 6.3.

The following proposition establishes the positive effects of agricultural diversity on the

number of active industrial sectors and total (expected) industrial employment.

Proposition 3. Consider two local economies, s and z, that in a given period t − 1 are

identical in all respects except that s has higher agricultural diversity, so ΩA,s > ΩA,z. In
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period t, economy s has a weakly higher number of active industrial sectors and a weakly

higher expected value of total industrial employment than economy z:
∑I

i=1 1[Ω-i,s,t-1≥Ω̃i] ≥∑I
i=1 1[Ω-i,z,t-1≥Ω̃i] and E

(∑I
i=1 Li,s,t

)
≥ E

(∑I
i=1 Li,z,t

)
.

Proof. See section C.4.

C.3 Long-run Development

In this subsection, I analyze the process of skills formation and structural change, and

establish the effects of initial diversity on long-run economic performance.

First, note that the collection of sector-specific thresholds can be arranged in increasing

order; this sequence can then be used to define a new index spanning industrial sectors,

q = 1, ..., I, where sectors with high q have high entry thresholds. If there are sectors with

the same entry threshold Ω̃i, the q-index assigns them contiguous integers in arbitrary order.

Arranging sectors by their entry thresholds is equivalent to arranging them by timing of

entry: sectors with high entry thresholds enter production relatively late, if at all.

The equation for the number of skills at time t can be rewritten using the q-index. This

equation, together with the initial condition (with t=0 preceding the onset of industrialization),

fully characterizes the evolution of local skills:

Ωct =
I∑
q=1

1[Ω-q,t-1≥Ω̃q]×Jq + ΩA,c

Ωc0 = ΩA,c

This characterization of the evolution of skills (which determines the evolution of sectoral

levels of employment and production) is instrumental to define the rest points and the steady

state of the local economy.

Definition 1. (Rest point) Industrial sector q = m (with m ≥ m′ for any m′ such that

Ω̃m′ = Ω̃m) is a rest point of the local economy if
∑m

q=1 Jq + ΩA,c < Ω̃m+1. In addition,

industrial sector q = I is a rest point.

When the local economy reaches a rest point, the process of structural change reaches an

end. This follows from the definition. If the economy has entered production in all sectors

with q ≤ m (with sector m having the highest arbitrarily assigned q-index value among

sectors with the same entry threshold), then the number of established skills is
∑m

q=1 Jq+ΩA.

If this is below the threshold required to enter production in sector m+1 (i.e., Ω̃m+1), then the
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process of industrial diversification cannot go beyond sector m. In addition, the process of

structural change cannot go beyond sector q = I (the one with the highest entry threshold),

since once that sector becomes active there are no inactive sectors left to enter.

A local economy may have more than one rest point, but it is the first one (the rest point

with lowest q) that matters, as it defines the steady state of the economy.

Definition 2. (Steady state) The rest point with the lowest q defines the steady state of

the local economy. The sector defining the steady state is denoted by q∗c , and the number of

skills in the steady state is Ω∗c =
∑q∗c

q=1 Jq + ΩA,c.

When the economy enters production in sector q∗c , the process of structural change con-

cludes. While the economy then continues to grow at a rate given by (exogenous) tech-

nological progress in the frontier, endogenous growth through diversification is shut down.

The steady state is characterized by a constant growth rate and a stable composition of

production.

The next proposition establishes the effects of agricultural diversity on comparative eco-

nomic performance in the long-run.

Proposition 4. Consider two local economies, s and z, that are identical in all respects

except that s has higher agricultural diversity, so ΩA,s > ΩA,z. In the steady state, economy

s has a weakly higher number of active industrial sectors and a higher number of established

skills than economy z: q∗s ≥ q∗z and Ω∗s > Ω∗z.

Proof. See section C.4.

C.4 Proofs

Proof of Lemma 1.

Using the definition of ηE(Eit),Ω-i,t-1 and equation (1), we have that

ηE(Eit),Ω-i,t-1 =

(
1+∆Ω-i,t-1/Ω-i,t-1

1+∆Ω-i,t-1/(Ω-i,t-1+1)

)Ji
− 1

∆Ω-i,t-1/Ω-i,t-1

.

Since ∆Ω-i,t-1/(Ω-i,t-1) > ∆Ω-i,t-1/(Ω-i,t-1 + 1) and Ji ≥ 1, we have
(

1+∆Ω-i,t-1/Ω-i,t-1

1+∆Ω-i,t-1/(Ω-i,t-1+1)

)Ji
> 1,

and thus ηE(Eit),Ω-i,t-1 > 0. �
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Proof of Lemma 2.

Using the expression for ηE(Eit),Ω-i,t-1 from the proof of Lemma 1, we have that

∆ηE(Eit),Ω-i,t-1

∆Ji
=

(
1+∆Ω-i,t-1/Ω-i,t-1

1+∆Ω-i,t-1/(Ω-i,t-1+1)

)Ji+∆Ji
−
(

1+∆Ω-i,t-1/Ω-i,t-1
1+∆Ω-i,t-1/(Ω-i,t-1+1)

)Ji
∆Ω-i,t-1/Ω-i,t-1

∆Ji
.

Noting that ∆Ω-i,t-1/(Ω-i,t-1) > ∆Ω-i,t-1/(Ω-i,t-1 + 1) and Ji ≥ 0, and also that ∆Ji ≥ 1, we

have that
(

1+∆Ω-i,t-1/Ω-i,t-1

1+∆Ω-i,t-1/(Ω-i,t-1+1)

)Ji+∆Ji
>
(

1+∆Ω-i,t-1/Ω-i,t-1

1+∆Ω-i,t-1/(Ω-i,t-1+1)

)Ji
, and thus

∆ηE(Eit),Ω-i,t-1

∆Ji
> 0 . �

Proof of Proposition 1(a).

For ∆Ω-i,t-1 > 0, if Ω-i,t-1 ≥ Ω̃i, then Ω-i,t-1 + ∆Ω-i,t-1 ≥ Ω̃i; thus, if 1[Ω-i,t-1≥Ω̃i] = 1, then

1[Ω-i,t-1+∆Ω-i,t-1≥Ω̃i] = 1. This implies that
∆1

[Ω-i,t-1≥Ω̃i]
∆Ω-i,t-1

=
1
[Ω-i,t-1+∆Ω-i,t-1

≥Ω̃i]
−1

[Ω-i,t-1≥Ω̃i]
∆Ω-i,t-1

≥ 0.

The inequality is strict in cases where ∆Ω-i,t-1 > Ω̃i − Ω-i,t-1 > 0. Using the same logic it is

straightforward to show that for ∆Ω-i,t-1 < 0, we have ∆1[Ω-i,t-1≥Ω̃i] ≤ 0. �

Proof of Proposition 3.

Since economies s and z are identical in all respects except that ΩA,s > ΩA,z, then for each

sector i we have that Ω-i,s,t-1 > Ω-i,z,t-1 and thus 1[Ω-i,s,t-1≥Ω̃i] ≥ 1[Ω-i,z,t-1≥Ω̃i]. This implies that∑I
i=1 1[Ω-i,s,t-1≥Ω̃i] ≥

∑I
i=1 1[Ω-i,z,t-1≥Ω̃i]. In regards to total expected industrial employment,

note first that it can be expressed as E
(∑I

i=1 Li,c,t

)
=
∑I

i=1 E (Li,c,t) =
∑I

i=1 1[Ω-i,c,t-1≥Ω̃i] ×
E
(
L∗i,c,t

)
. Next, note that each of the two factors in every term of this summation is (at

least weakly) higher in economy s: 1[Ω-i,s,t-1≥Ω̃i] ≥ 1[Ω-i,z,t-1≥Ω̃i] for all i as shown above; and

given that ηE(L∗
it

),ΩA > 0, the inequality ΩA,s > ΩA,z also implies that E
(
L∗i,s,t

)
> E

(
L∗i,z,t

)
.

Thus, we have that E
(∑I

i=1 Li,s,t

)
≥ E

(∑I
i=1 Li,z,t

)
�

Proof of Proposition 4.

If m is a rest point for economy s, this means that
∑m

q=1 Jq + ΩA,s < Ω̃m+1. And since

ΩA,z < ΩA,s, then
∑m

q=1 Jq + ΩA,z < Ω̃m+1, which means that m is a also rest point for

economy z. Since any rest point for economy s is also a rest point for economy z (which may

have additional rest points), then the sector defining the steady state of economy s (the rest

point with lower q) must be at least as high (in terms of q) as the one for economy z, i.e.

q∗s ≥ q∗z . Thus, we have that Ω∗s =
∑q∗s

q=0 Jq + ΩA,s >
∑q∗z

q=0 Jq + ΩA,z = Ω∗z �
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Appendix D. Other channels

D.1 Agricultural Productivity

The positive effect of early agricultural diversity on industrialization may have been gener-

ated, at least partly, through an effect of agricultural diversity on agricultural productivity.

Maybe agricultural diversity increased agricultural productivity, which in turn pushed labor

out of agriculture? Or maybe agricultural diversity negatively affected agricultural produc-

tivity, and this was conducive to industrialization? For agricultural productivity to be a

channel underlying the observed empirical patterns, the effect of agricultural diversity on

agricultural productivity and the effect of the latter on industrialization need to be signif-

icant and have the same sign. I empirically assess the two links below, and find that the

evidence does not support the relevance of this channel.

How would agricultural diversity affect agricultural productivity? A positive effect could

operate through economies of scope in agricultural production (Paul and Nehring, 2005;

Kim et al., 2012). Complementarities or positive externalities across products may arise

from the beneficial use of byproducts (e.g., manure from livestock used as fertilizer) or from

more efficient use of labor (e.g., if labor requirements for different crops have heterogeneous

seasonal patterns). Diversity may also help to preserve soil quality over time (Russelle

et al., 2007). Moreover, it could broaden the knowledge base and thus foster agricultural

innovation and technology adoption. On the other hand, if agricultural diversity implies

foregoing gains from specialization based on comparative advantage or scale economies, it

could have negative effects on productivity.

In turn, agricultural productivity may affect industrialization in either direction, through

various mechanisms. On the one hand, higher productivity in agriculture can release labor to

be employed in manufacturing; it also means cheaper food for workers and cheaper inputs for

firms; it creates resources for investment, which can be channeled towards industrial capital

formation; and it means higher purchasing power and thus higher demand for local manu-

facturing production (Johnston and Mellor, 1961). On the other hand, Matsuyama (1992)

demonstrates that in open economies agricultural productivity can have a negative effect on

industrial growth by shifting comparative advantage in favor of agriculture (naturally, high

transport costs would hold back this effect).

Throughout Appendix D (as in section 6), I report OLS and IV estimates for three

specifications, controlling for (i) state fixed effects, (ii) state fixed effects and geo-climatic

conditions, and (iii) state fixed effects, geo-climatic conditions, crop-specific controls, and

socio-economic conditions. Panel A of Table D.1 shows estimates of the effect of agricultural
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diversity in 1860 on farm output per improved acre (in logs) ten years later, right around the

onset of the Second Industrial Revolution. Panel B displays estimates of the effect of this

measure of agricultural productivity on the share of population employed in manufacturing

in 1900, the measure of industrialization used in the main analysis. The IV estimates of

the effects of agricultural productivity use the first principal component of the FAO-GAEZ

normalized crop-specific attainable yields as an IV (in these estimations I exclude the mea-

sures of potential land productivity from the set of geo-climatic controls). The results do

not offer support for the relevance of this channel: I do not find robust results indicating

an effect of agricultural diversity on agricultural productivity nor an effect of the latter on

industrialization.

Table D.1. Ag.Diversity, Ag.Productivity, and Industrialization

Specification 1 Specification 2 Specification 3

OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6)

Panel A. Dependent variable: Ln Farm Productivity, 1870

Ag.Diversity1860 -0.438* -0.185 -0.286 0.104 0.0261 0.275

(0.229) (0.315) (0.219) (0.363) (0.136) (0.514)

R2 0.377 0.374 0.409 0.403 0.535 0.533

Panel B. Dependent variable: Share of population in manufacturing, 1900

Ln Farm Productivity1870 0.0136*** -0.0478 0.0131*** 0.0255 -0.00191 0.00738

(0.00240) (0.0519) (0.00231) (0.0172) (0.00218) (0.0239)

R2 0.449 0.148 0.459 0.448 0.610 0.554

State FE Y Y Y Y Y Y

Geo-climatic controls N N Y Y Y Y

Crop-specific controls N N N N Y Y

Socio-economic controls N N N N Y Y

Observations 1,819 1,819 1,819 1,819 1,819 1,819

Notes: See Appendix A.1 for variable definitions and sources. In the regressions reported in Panel B, land productivity

measures are not included in the set of geo-climatic controls; the IV estimations use the first principal component of the

FAO-GAEZ normalized crop-specific attainable yields is used as IV. The sample is reduced to 1,819 as 2 counties with no

farm output in 1870 drop out. The means of the dependent variables in panels A and B are 2.56 and 0.034, respectively.

Robust standard errors clustered on 60-square-mile grid squares are reported in parentheses. *** Significant at the 1%

level; ** Significant at the 5% level; * Significant at the 10% level.
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D.2 Volatility, Risk and Local Financial Development

Positive effects of agricultural diversity could arise from reduced risk and volatility, as sug-

gested by some of the contributions reviewed in section 2 (Acemoglu and Zilibotti, 1997;

Koren and Tenreyro, 2013). Diversification dampens the direct impact of negative product-

specific shocks and also facilitates substitution away from negatively affected products. Olm-

stead and Rhode (2008) document various negative shocks affecting specific agricultural

products during the period under consideration, highlighting the potential relevance of this

mechanism. Moreover, if agents are risk averse, being able to reduce risk and volatility by

diversifying agricultural production may be a precondition for carrying out risky projects

with high returns in the manufacturing sector. Note, however, that reduced agricultural

volatility makes industrial investments comparatively less attractive, and thus an effect in

the opposite direction is also possible.

Beyond the effects mentioned above, lower levels of risk afforded by diversity could affect

local financial development. Insofar as it allows local banks to reduce risk exposure by

funding a wide array of imperfectly correlated projects, diversity may increase credit supply

(Ramcharan, 2010b). On the other hand, people in places that are well-suited to limit

volatility through diversification may have lower demand for financial services. Finally,

in addition to affecting local financial institutions (positively through supply or negatively

through demand), diversity could influence social norms: higher volatility may foster mutual

insurance arrangements and thus help to build trust (Durante and Buggle, 2016). In turn,

local financial development and trust may affect economic development through channels

other than risk management.

To assess whether agricultural diversity fostered industrialization through reduced volatil-

ity, I construct a measure of predicted volatility in the value of agricultural production

by combining the initial county-level production mix and the year-to-year evolution of na-

tional prices between 1867 and 1900. More precisely, I calculate a predicted price index

for a county’s agricultural production in year t as P a
ct =

∑
i θicpit, where the θic’s reflect

the county’s agricultural production mix in 1860, and pit is the national price of product

i in period t (with pi1867 normalized to 1 for all i). I then calculate the rate of change

P̂ a
ct = (P a

ct − P a
ct−1)/P a

ct−1 for each year, as well as its average and standard deviation over

the 1867-1900 period, Avg.P̂ a
ct and Std.Dev.(P̂ a

ct).
24

24 Annual price data from 1867 to 1900 are available for 15 products that account for over 93.5% of total

agricultural output in 1860 in my sample (see Appendix A.1 for details). Only products with available price

data are considered in the calculation of P a
ct; the θic’s are computed with the restricted set of products

so that they add up to 1. The results are qualitatively similar in a reduced sample of 1,626 counties for

which over 90% of agricultural production in each county corresponds to the 15 products with available price
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Constructed in this way, P̂ a
ct captures the predicted effect of national-level price changes

in a county’s agricultural production value given the local production mix, and Std.Dev.(P̂ a
ct)

captures the volatility of predicted agricultural production value. While county-level volatil-

ity naturally depends on the specific local production mix and the covariances of national-

level price changes, Std.Dev.(P̂ a
ct) has a strong negative association with agricultural diversity

(the correlation coefficient in the sample is -0.37).

The relevance of the volatility channel can be assessed by comparing estimates of the

effects of agricultural diversity in 1860 on industrialization in 1900 obtained with and with-

out controlling for Std.Dev.(P̂ a
ct) (together with Avg.P̂ a

ct to avoid potential omitted variable

bias). If diversity positively affected industrialization by reducing volatility, Std.Dev.(P̂ a
ct)

would have a negative and significant coefficient, and its inclusion would reduce the coeffi-

cient on agricultural diversity, possibly making it insignificant (if this channel was the only

relevant one). The results of the estimations, displayed in Table D.2, are not in line with

these predictions. The estimated effect of St.Dev.(P̂ a
ct) is not significant and the estimated

coefficient on 1860 agricultural diversity remains significant and of similar magnitude.

I can also examine whether diversity affected financial development. Table D.3 presents

estimates of the effects of agricultural diversity in 1860 on county-level bank density (the

number of banks per capita) in 1920, the measure considered by Rajan and Ramcharan

(2011) in their study of local financial development in this period. The results do no show

significant causal effects.

D.3 Land Concentration and Local Institutions

Agricultural diversity may have affected the manufacturing sector by shaping the distribution

of land ownership. If there are increasing returns to scale at the product-level (e.g., fixed costs

due to crop-specific capital or skills), then places with low potential diversity (e.g, with very

high relative productivity for a single product) may be more favorable for the development

of large-scale farms. In addition, if economies of scope (the benefits of diversification) at

the farm-level are higher for small farms (Chavas and Aliber, 1993), then places with high

potential diversity would be favorable to small farms. On the other hand, if different crops

are characterized by different optimal production scales, then diversity could be positively

associated with inequality in farm size.

In turn, the presence of large landowners may retard the emergence of human capital

promoting institutions (Galor et al., 2009) and/or hinder local financial development (Rajan

data. Results are also qualitatively similar if I consider the standard deviation of P a
ct instead of the standard

deviation of P̂ a
ct.
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and Ramcharan, 2011), thus negatively affecting the process of industrialization. Galor et al.

(2009) provide a panel data analysis at the U.S. state-level from 1880 to 1940 showing that

concentration in land ownership had a significant adverse effect on educational expenditures;

this was a period characterized by a massive expansion of secondary education, which—as

suggested by the model presented in their paper—was key for industrialization. Ramcharan

(2010a) and Vollrath (2013) provide evidence in the same direction from U.S. county-level

data for the same period.

Table D.2. Assessing the Risk and Volatility Channel

Dependent variable: Share of population in manufacturing, 1900

Specification 1 Specification 2 Specification 3

(1) (2) (3) (4) (5) (6)

Panel A. OLS estimates

Ag.Diversity1860 0.0358*** 0.0387*** 0.0404*** 0.0440*** 0.0333*** 0.0341***

(0.00949) (0.0107) (0.00919) (0.0109) (0.00825) (0.0117)

Std.Dev.(P̂ a
ct) -0.0285 0.00719 0.0238

(0.0817) (0.0808) (0.0751)

Avg.P̂ a
ct 0.484 0.263 -0.143

(0.586) (0.563) (0.638)

R2 0.439 0.440 0.461 0.461 0.618 0.618

Panel B. IV estimates

Ag.Diversity1860 0.0719*** 0.0764*** 0.0830*** 0.0890*** 0.0884*** 0.111**

(0.0219) (0.0247) (0.0213) (0.0237) (0.0309) (0.0435)

Std.Dev.(P̂ a
ct) 0.0510 0.103 0.206

(0.0897) (0.0911) (0.130)

Avg.P̂ a
ct 0.499 0.249 0.115

(0.582) (0.570) (0.661)

R2 0.433 0.434 0.452 0.453 0.607 0.604

State FE Y Y Y Y Y Y

Geo-climatic controls N N Y Y Y Y

Crop-specific controls N N N N Y Y

Socio-economic controls N N N N Y Y

Observations 1,821 1,821 1,821 1,821 1,821 1,821

Notes: Ḡpa
c,t is the annual percentage change of pa

c,t =
∑
i θ̂icpi,t, a predictor of the value of agricultural output

constructed with predicted shares for 1860 and subsequent national prices. Std.Dev.(Gpa
c,t) is its standard deviation.

See Appendix A for other variable definitions and sources. The mean of the share of population in manufacturing in 1900

is 0.034. Robust standard errors clustered on 60-square-mile grid squares are reported in parentheses. *** Significant

at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.
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Table D.3. Effects of Agricultural Diversity on Local Financial Development

Dependent variable: Bank density, 1920

Specification 1 Specification 2 Specification 3

OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6)

Ag.Diversity1860 -0.0000424 0.000173 -0.0000815* 0.0000652 -0.0000890 -0.0000143

(0.0000544) (0.000118) (0.0000490) (0.000109) (0.0000554) (0.000166)

State FE Y Y Y Y Y Y

Geo-climatic controls N N Y Y Y Y

Crop-specific controls N N N N Y Y

Socio-economic controls N N N N Y Y

Observations 1,821 1,821 1,821 1,821 1,821 1,821

R2 0.622 0.616 0.649 0.646 0.691 0.691

Notes: See Appendix A.1 for variable definitions and sources. The mean of bank density in 1920 is 0.00038. Robust

standard errors clustered on 60-square-mile grid squares are reported in parentheses. *** Significant at the 1% level;

** Significant at the 5% level; * Significant at the 10% level.

Rajan and Ramcharan (2011) argue that landed elites may hinder the development of

local banks to maintain their power. Their paper shows that in the early 20th century U.S.,

counties with higher land inequality had fewer banks per capita and less access to credit.

Even if large landowners did not obstruct financial development, high land inequality could

imply that many prospective borrowers had limited access to credit because of insufficient

collateral (e.g., Chakraborty and Ray, 2007).25

Did agricultural diversity lower land concentration? Panel A of Table D.4 shows esti-

mates of the effects of agricultural diversity in 1860 on the share of farmland corresponding

to the top 10% largest farms ten years later, around the onset of the Second Industrial Rev-

olution. The results do not indicate a significant causal effect of agricultural diversity on

land concentration.

I can also assess whether agricultural diversity affected local school expenditures and/or

financial development, the outcomes that would be influenced by the presence of powerful

landed elites according to the theories discussed above. Table D.3 (already discussed in

section D.2) shows that there were no significant effects of early agricultural diversity on bank

density in 1920. Likewise, using data on educational expenditures in 1890 from Rhode and

Strumpf (2003), I find no evidence that these were significantly affected by 1860 agricultural

25Adamopoulos (2008) also argues that land concentration can hinder industrialization insofar as landed

elites can influence policies to protect their rents. In his model, which is used to explain the divergence

between Argentina and Canada, the policy that blocks industrialization is an import tariff on intermediate

inputs required by manufacturing. Naturally, this mechanism cannot explain divergence across U.S. counties.
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diversity, as indicated by the results displayed in Panel B of Table D.4. Thus, I conclude

that the evidence does not support the relevance of this channel.

Table D.4. Effects of Ag.Diversity on Land Concentration and Public Schooling

Specification 1 Specification 2 Specification 3

OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6)

Panel A. Dependent variable: Share of farmland in the top 10% largest farms, 1870

Ag.Diversity1860 -0.00964 -0.0658 0.0379 0.0301 0.0386 -0.0157

(0.0271) (0.0812) (0.0289) (0.0884) (0.0329) (0.137)

R2 0.264 0.261 0.308 0.308 0.386 0.384

Observations 1,819 1,819 1,819 1,819 1,819 1,819

Panel B. Dependent variable: Ln School expenditures per capita, 1890

Ag.Diversity1860 0.150 -0.289 0.0796 -0.603 0.136 -0.629

(0.107) (0.400) (0.0969) (0.485) (0.118) (0.452)

R2 0.797 0.794 0.811 0.805 0.812 0.805

Observations 1,809 1,809 1,809 1,809 1,809 1,809

State FE Y Y Y Y Y Y

Geo-climatic controls N N Y Y Y Y

Crop-specific controls N N N N Y Y

Socio-economic controls N N N N Y Y

Notes: See Appendix A.1 for variable definitions and sources. The means of the dependent variables in Panels A and

B are 0.83 and 0.23, respectively. Robust standard errors clustered on 60-square-mile grid squares are reported in

parentheses. *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.
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