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1 Introduction

The Penn World Table (PWT) is one of the most frequently used datasets in economics. The original paper

introducing it (Summers and Heston 1991) has 4827 cites on Google Scholar as of April 2016. The PWT

are frequently updated (they are now in their 8th vintage), and, typically, researchers use the latest version

available in their work. However, the different versions of the PWT do not necessarily coincide in the years

in which they overlap, and the resulting differences are suffi ciently large to influence research outcomes.

Ciccone and Jarocinski (2008) find that variables found to be robust determinants of economic growth using

one vintage of the PWT no longer remain so when using the following vintage. Johnson et al. (2009) note

that countries ranked as slowest growing by one vintage may be ranked as fastest growing by the following

one. The problem is that we cannot tell which of the two datasets is wrong: as Johnson et al. (2009) note,

the differences across these versions may represent mistakes in the old version, mistakes in the new version

or mistakes in both versions. If this is the case, users face a problem in deciding whether to adopt the most

recent update of the PWT and whether to stick with the old version.

This problem is magnified further when one considers that the PWT no longer is the only source of

PPP-adjusted GDP estimates. The World Bank’s World Development Indicators (WDI) have been using

a different methodology from the PWT in order to adjust their estimates of national accounts data to

purchasing power parity for many years. Given that there are differences in the PWT and WDI estimates of

GDP per capita for the same countries and years, it is also not obvious a priori which set of estimates to use.

Similarly to the PWT, the WDI are updated every time that the International Comparisons Program (ICP)

releases a new worldwide survey of prices. Some of these revisions have attracted controversy. For example,

the 2005 PPP revision decreased estimates of Chinese GDP by 40% over the previous version, while this

change was largely undone by the subsequent (2011) PPP revision. Hence, whenever researchers wish to use

PPP-adjusted estimates of national accounts data, they need to answer several questions. First, should they

immediately update to the newest version of the PWT? Second, should they use the PWT or the WDI?

Third, if they use the WDI, what version of the WDI should they use?

One way to attempt to answer this is to examine the methodology of construction of the various datasets,

and select the one whose methods appear to have the most reasonable assumptions. For example, Johnson

et al. (2009) suggest that the WDI growth rate estimates may be subject to fewer sources of error than

those of the PWT, and may be preferable in that regard. Often, researchers just use the most recent dataset

available on the assumption that progress in dataset construction is linear, and because that dataset has the

most up-to-date coverage. However, absent a measure of GDP per capita that is independent of the different

PWT and WDI datasets, this methodology of dataset choice cannot really test that it is selecting the right

2



dataset.

In this paper, we propose a different approach. We employ a data-driven way to assess how well different

series of GDP estimates measure unobserved true income relative to each other. If we had a measurement

of GDP per capita whose measurement error was uncorrelated with the measurement errors of the different

vintages of the Penn World Tables, it would be a straightforward matter to see which vintage was better

by comparing them both to the independent measure. We follow Pinkovskiy and Sala-i-Martin (2016) and

argue that such an independent measurement can be constructed using data on satellite-recorded nighttime

lights, which were first studied by Elvidge et al. (1993) and in economics by Henderson, Storeygard and Weil

(2012) and Chen and Nordhaus (2011). While errors in different vintages of the PWT and WDI come from

errors in the underlying national accounts data (such as faulty assumptions about economic relationships like

input-output tables), or from errors in calculating indicators of purchasing power parity between different

currencies, errors in the relationship between nighttime lights and economic output come from weather and

atmospheric disturbances that affect how light is captured by the orbiting satellites.

It is important to note that our approach is much more reduced-form than traditional analyses of the

virtues and defects of different ways of constructing national income statistics. For our empirical tests to

yield valid answers, we do not need to know anything about the way that the statistics that we are comparing

were constructed, except that we can assume their measurement error to be orthogonal to the measurement

error in the nighttime lights. As long as this assumption holds, our method yields impartial assessments

on how best to combine the statistics at hand to predict unobserved true income. On the other hand, our

method does not shed light on the methodological reasons why one estimator of GDP per capita might be

better than another.

Our answer to the first question is that in general, newer versions of the Penn World Tables are not

necessarily better than their predecessors. In particular, the chain series index in PWT 7.1 appears to

have been more accurate than the closest variables to it in PWT 8.0 and PWT 8.1. This finding is not

driven by nighttime lights being a biased indicator of output across industries and is not driven by any

subsample of the data (although there is interesting regional heterogeneity in the relative quality of the two

PWT vintages). More generally, no version of the PWT appears to have been unequivocally better than its

predecessor. On our second question, we find that the current version of the WDI better predicts nighttime

lights than any of the three latest versions of the PWT. This finding, which dovetails with the conclusion

of Johnson et al. (2009), is partially explained by the fact that WDI 2011 is the first GDP database to

use the 2011 ICP in order to implement PPP adjustments. Looking at the different vintages of the World

Development Indicators, we answer our third question by noting that each successive PPP revision leads to

a version of the WDI that dominates its predecessor. In particular, the 2011 ICP is superior to the 2005 ICP
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in measuring cross-country income differences (though not necessarily growth rates), while the 2005 ICP is

likewise superior to the 1996 ICP.

Johnson et al. (2009) note that the variability in PWT growth rates increases the further one goes away

from a given version’s benchmark year (the year of the price survey used to compute the PPP adjustments),

which is consistent with each price survey being most accurate in its benchmark year and losing accuracy

subsequently as prices change. In light of this fact, Johnson et al. (2009) propose that one should interpolate

between data in successive PWT versions (or create a chained index of adjacent PWT prices) to measure

cross-country differences in any given year. We find only partial evidence for this suggestion. Instead, PWT

7.1 appears to perform well in all years even far away from 2005 (its benchmark year), while other vintages

also perform uniformly well or uniformly poorly regardless of which was their benchmark year. On the other

hand, the WDI 2011 vintage is unambiguously superior to its predecessors in all years, including long before

its benchmark year of 2011.

The rest of the paper is organized as follows. Section 2 describes the data. Section 3 explains the

empirical approach, which is very close to Pinkovskiy and Sala-i-Martin (2016). Sections 4, 5 and 6 present

the results. Section 7 concludes.

2 Data

2.1 Penn World Tables

We use vintages 6.1 through 8.1 of the Penn World Table. The current version of the Penn World Table

(version 8) and its relationship to its predecessors is described in detail in Feenstra, Inklaar and Timmer

(2015). Before version 8, the Penn World Table took national accounts data in local currency from different

countries, as well as the results of price surveys from the International Comparisons Project (ICP) in a

given benchmark year, and then assigned purchasing power parities to countries with missing survey data in

the benchmark year by predicting them with a regression.1 Then, the PWT computed PPP-adjusted GDP

away from the benchmark year by weighting together national growth rates of consumption, investment and

government spending, with the weights being the current (PPP-adjusted) price component shares.2 Starting

with vintage 8.0, the PWT begun to present measures (such as "rgdpe") that use all available price survey

1As of PWT 8.0, this imputation is no longer performed.
2This procedure was used to produce the chain-weighted estimate of real GDP per capita (the variable "rgdpch"), which

was the real GDP series endorsed by the authors of the PWT (Johnson et al. 2009). The PWT also provides an alternative
Laspeyres-index based estimate of real GDP per capita ("rgdpl"), in which consumption, investment and government spending
growth rates of GDP are weighted by benchmark year PPP-adjusted shares. In PWTs 6.3 through 7.1, the authors also provided
an estimate in constant prices that was based on national accounts domestic absorption growth rates alone ("rgdpl2").
While we focus our analysis on "rgdpch" as it is the variable endorsed by the authors of the PWT, we consider the performance

of the national growth-rate based measure in PWT8 ("rgdpna"), and we provide appendix tables showing results for "rgdpl"
and comparisons of "rgdpl" with "rgdpch."

4



years to compute GDP in constant prices away from the benchmark year, and that thus rely less on national

growth rates. Feenstra, Inklaar and Timmer (2015) argue that these measures are invariant to future price

data, and should not change over time unless the underlying national accounts data is revised, a feature that

was not present in earlier PWTs.

We use the variable "rgdpch" from Penn World Tables vintages 6.1, 6.2, 6.3, 7.0, and 7.1. This

variable is no longer available for PWT version 8; however, the variable correspondence between PWT 7.1

and PWT 8.0 indicates that "rgdpe" is the closest corresponding variable to the GDP concept of "rgdpch."

This is intuitive since both "rgdpe" and "rgdpch" are constructed using growth rates that have been modified

by price surveys, rather than using national growth rates alone. Feenstra, Inklaar and Timmer (2015) suggest

the use of "rgdpe" for "comparing living standards across countries and across years."

PWT 8.0 and 8.1 also includes a version of real GDP that uses only national growth rates to compute

GDP away from the 2005 benchmark year, called "rgdpna."3 Feenstra, Inklaar and Timmer (2015) recom-

mend using this variable to "compare growth of GDP over time in each country," as opposed to comparing

living standards across countries, stating that "if the sole object is to compare the growth performance of

economies, we would recommend using the "rgdpna" series (and this is closest to earlier versions of PWT)."

In our analysis, we will consider the performance of both "rgdpna" and "rgdpe" because we wish to as-

sess whether using national growth rates is worse or better at estimating unobserved true income than is

using earlier ICP surveys to compute constant-dollar estimates of true income. However, we will focus on

"rgdpch" and "rgdpe" because one of the key efforts of the Penn World Tables is to provide estimates of

GDP in constant prices both across space and over time, which is the specific purpose of these variables.

2.2 World Development Indicators

We use the variable "GDP per capita, constant (year of ICP) international dollars" from the 2006,

2013 and 2015 editions of the World Development Indicators. These editions correspond to the latest

measurements of GDP per capita using 1996 PPP, 2005 PPP and 2011 PPP respectively. Unlike the PWT,

the World Development Indicators do not modify national growth rates with information from the price

surveys at all, but simply use them as they appear in the national accounts. In particular, and again unlike

the PWT, the WDI take national growth rates directly from the national accounts without any further

editing, while the PWT performs some editing of the growth rates before using them (Johnson et al. 2009)

3Feenstra, Inklaar and Timmer (2016) note that this variable is conceptually similar to "rgdpl" and "rgdpl2"
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2.3 Nighttime Lights

Data on lights at night is collected by the Defense Meteorological Satellite Program Operational Lines-

can System (DMSP-OLS) satellite program and is maintained and processed by the National Oceanic and

Atmospheric Administration (NGDC 2010). Satellites orbit the Earth, sending images of every location

between 65 degrees south latitude and 65 degrees north latitude at a resolution of 30 arcseconds (approxi-

mately 1 square km at the equator) at 20:30 to 22:00 local time.4 The images are processed to remove cloud

cover, snow and ephemeral lights (such as forest fires) to produce the final product available for download

at

http://www.ngdc.noaa.gov/dmsp/downloadV4composites.html

The nighttime lights data is available from 1992 to 2013, and we use the data up to 2010 because

most series of GDP per capita represent vintages of the PWT or the WDI that were discontinued before

2010.

Each pixel (1 square kilometer) in the luminosity data is assigned a digital number (DN) representing

its luminosity. The DNs are integers that range from 0 to 63. We construct our lights proxy for aggregate

income by summing up all the digital numbers across pixels

Lightsj,t =

63∑
i=1

i ∗ (# of pixels in country j and year t with DN = i )

This formula has been used to aggregate the nighttime lights maps into lights-based indices for

each country and year in nearly the entire literature on nighttime lights in economics, including Henderson,

Storeygard and Weil (2012), Chen and Nordhaus (2011) and Michalopoulos and Papaioannou (2013, 2014).

For years with multiple satellites available, we average the logarithms of our aggregate luminosity measure,

following Henderson, Storeygard and Weil (2012).

It is very well established that lights are very strongly correlated with measures of economic activity,

such as national accounts GDP, in levels and growth rates. Henderson, Storeygard and Weil (2012) provide

these correlations, dramatic pictures of long-term differences in incomes (North vs. South Korea) as well as

short-term fluctuations (the Asian financial crisis of 1997-8) reflected in lights. Michalopoulos and Papaioan-

nou (2013, 2014) present evidence that nighttime light density in a sample of African villages is correlated

with development indicators for these villages. Table I of our paper show that there are strong regression

relationships between log nighttime lights per capita and all of the PWT and WDI vintages.

4There are one or two satellites recording nighttime lights in each year, with an old satellite being retired and a new satellite
being launched every few years. The satellites from which data is avaliable are as follows: the satellite F-10 (in orbit 1992-
1994), F-12 (1994-1999), F-14 (1997-2003), F-15 (2000-2007), F-16 (2004-2009), F-18 (2010-2013), and the VIIRS satellite (April
2012-present).
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Our paper is closest in spirit to Henderson, Storeygard and Weil (2012) and Chen and Nordhaus

(2011) in that it also considers the problem of optimally combining measures of economic activity. However,

instead of using nighttime lights as a component of such a measure, we use it as an auxiliary variable to help

uncover the correlation structure between the measures we do wish to use in our index. We also consider a

different type of predictor for true income that do either Henderson, Storeygard and Weil (2012) or Chen

and Nordhaus (2011), which allows us to make fewer assumptions on the data generating processes that we

consider.

There are also well-known problems with the relation between nighttime lights and economic devel-

opment, which we need to take into account. Pixels with DN equal to 0 or 63 are top- or bottom-censored.

The light data also are affected by overglow and blooming: light tends to travel to pixels outside of those

in which it originates, and light tends to be magnified over certain terrain types such as water and snow

cover (Doll 2008). Given that we will compute national-level estimates of aggregate lights, it is unlikely

that these sources of error will be large enough or suffi ciently correlated with important variables that they

will confound our analysis. Another problem may be that satellites age in space and are eventually retired.

Hence, they might give inconsistent readings from year to year, or new satellites may give fundamentally

different readings from old ones. While some evidence of this problem exists, we will show in Section 3 that

our calculations are supported by assumptions that allow nighttime lights to have all of the data problems

described above, so long as nighttime lights are correlated with true income.

Table I presents univariate regressions of log nighttime lights per capita on each of the 10 measures of

GDP per capita that we are considering. All regressions cluster standard errors by country, and all regressions

for a given PWT or WDI vintage are estimated on the sample of countries and years for which this vintage

is available. Each regression is run in four ways: without fixed effects (Panel I), with year fixed effects (Panel

II), with country fixed effects (Panel III) and with country and year fixed effects (Panel IV). We see that the

regression coeffi cient on each GDP measure is statistically significant at 1% and close to unity in magnitude.

For example, in row 1 and column 1 of the table, we see the coeffi cient in a regression of log nighttime lights

per capita on log PWT 6.1 GDP per capita and a constant, which is equal to 1.192 (s.e. = 0.053), and which

has an R2 of 0.77. These results suggest a very strong association between log nighttime lights per capita

and log GDP per capita. Once we include country fixed effects, the regression coeffi cients generally decline

in magnitude, but remain statistically significant at least at 10%. The exceptions are PWT 8.0 and PWT

8.1, whose coeffi cients lose statistical significance when both country and year fixed effects are included. The

weak correlation of log PWT 8.0 and 8.1 GDP per capita with log lights per capita once country and year

fixed effects are controlled for foreshadows the relatively poor quality of these measures as will be uncovered

in the later analysis.

7



2.4 Other Data

We use a number of covariates to test the crucial maintained assumption of our paper; that nighttime

lights are correlated with different vintages of the PWT or the WDI only through their joint correlation

with true income (see the introduction and Section 3 below). These covariates are log capital formation as

percent of GDP, log export share, log import share, log general government expenditure share of GDP, and

log consumption share. All these covariates are from the World Development Indicators. The covariates will

be discussed at greater length in Section 4.

3 Mathematical Framework

In this paper, we use the methodology of Pinkovskiy and Sala-i-Martin (2016) to determine which

datasets do a better job of computing unobserved true income per capita. Therefore, this section largely

parallels the exposition of that paper. As we will consider using more than two measurement variables to

predict true income per capita, we extend the approach of Pinkovskiy and Sala-i-Martin (2016) to multiple

variables. The general approach is closely related to the measurement error literature in econometrics,

including Adcock (1878), Griliches (1986), Fuller (1987), and Hausman (2001).

Our goal is to find the best unbiased linear predictor of log true income per capita y∗i,t, which is the

log total per capita value added in country i and year t that we would compute if national statistical systems

could record all income being earned and if PPPs were perfectly computed. We will assume that this true

income per capita is generated through some exogenous stochastic process that may not be stationary (if

there is economic growth, for example). We cannot observe y∗i,t directly. Instead, we can observe data on

log light intensity per capita (yLi,t) and on K different measurements of log GDP per capita (y1
i,t, y

2
i,t,...,y

K
i,t

) for a sample of countries i and years t. These data are related to log true income per capita according to

the following system of equations (partialling out constants and other covariates):

yLi,t = βLy∗i,t + εLi,t (1)

y1
i,t = β1y∗i,t + ε1

i,t (2)

...
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yKi,t = βKy∗i,t + εKi,t (3)

We can express this system of K equations in vector form as

yi,t = βy∗i,t + εi,t (4)

where

yi,t =
(
y1
i,t, y

2
i,t, ...y

K
i,t

)′
β =

(
β1, β2, ...βK

)′
εi,t =

(
ε1
i,t, ε

2
i,t, ..., ε

K
i,t

)′
In other words, each of the measured variables is a linear function of log true income per capita,

perturbed by some error.5 This framework is very similar to the one used by Henderson, Storeygard and Weil

(2012) and Chen and Nordhaus (2011), except that both of these papers used only one additional measure

of log GDP per capita and assumed that β1 = 1, which means that log GDP per capita is an unbiased proxy

for log true income per capita. Instead, we do not assume that any of our measured proxies are unbiased,

and allow them to deviate from log true income per capita along a linear trend. 6

We assume that the error terms in all three processes are mean independent of true income. That

is,

E
(
εLi,t|y∗i,t

)
= E

(
ε1
i,t|y∗i,t

)
= · · · = E

(
εKi,t|y∗i,t

)
= 0 (A1)

The critical assumption of this paper is that the error term in the lights equation (1), εLi,t, is uncor-

related with the error terms from the measurement equation (4) and following, ε1
i,t through ε

K
i,t conditional

5 In fact, we can substantially relax the functional form specification in equation 1 to read

yLi,t = fi,t
(
y∗i,t

)
+ εLi,t

so long as
cov

(
y∗i,t, fi,t

(
y∗i,t

))
6= 0

(The analogous assumption in our framework is βL 6= 0. We test and confirm both of these assumptions in Section 4).
This is a much more general framework that allows for errors in the lights data such as nonlinearity, top- and bottom-

coding, differences in the lights-to-income relationship as satellites age and are replaced, and differences in the lights-to-income
relationship across countries because of cultural attitudes to nighttime light and light pollution, as long as this heterogeneity
does not dominate the positive relation between nighttime lights and true income within our sample.

6Pinkovskiy and Sala-i-Martin (2016) find that when the measurement variables are log GDP per capita and log survey
means, it is the case that βGDP > βSurveys, with the difference between the two slope coeffi cients being significant. In the
current paper, we do not typically find that the coeffi cients on different measurements of log GDP per capita are statistically
(or economically) significantly different from each other. Nevertheless, for the sake of generality, we allow the richer model with
potentially different coeffi cients βi, since it nests the model in which all the βi’s are the same.
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on true income:

E
(
εi,tε

L
i,t|y∗i,t

)
= 0 (A2)

Assumption A2 is the key reason for the use of the lights data. This assumption has also been made

in Henderson, Storeygard and Weil (2012) and Chen and Nordhaus (2011). This is a plausible assumption

because the data generating processes of the lights data and of the different measures of GDPare largely

disjoint; lights data is collected by satellites without respect for the statistical assumptions and methods of

the underlying countries, whereas measurements of GDP are obtained primarily by using business surveys

and the government’s accounts, as well as by using price surveys, all of which depend on asking people about

their income or about the prices that they face or offer.

We are interested in finding the best unbiased linear predictor of log true income per capita (y∗i,t) in

terms of the vector yi,t,

zi,t = γ′yi,t (5)

where γ is a vector of weights on each of the GDP measurements that we are considering:

γ =
(
γ1, γ2, ...γK

)′
Hence, we want to compute the vector γ, which minimizes the mean squared error

γ∗ = arg min
γ
E
((
y∗i,t − γ′yi,t

)2)
(6)

subject to the constraint that the proxy be unbiased, that is:

E
(
(γ∗)

′
yi,t|y∗i,t

)
= y∗i,t (7)

This constraint can be reformulated as

(γ∗)
′
β = 1 (8)

Now, plugging equation (4) into the value function equation (6), we obtain

E
((
y∗i,t − γ′yi,t

)2)
= (1− γ′β)E

((
y∗i,t
)2)

+ γ′Σγ (9)
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where we define

Σ = var (εi,t) = E
(
εi,t′ε

′
i,t

)
and applying the constraint equation (8) eliminates the first term.

Therefore, our constrained optimization problem becomes

γ∗ = arg min
γ
γ′Σγ (10)

subject to

γ′β = 1 (11)

Solving this problem with traditional constrained optimization techniques, we obtain the relation

γ∗ =
1

β′Σβ
Σ−1β (12)

The population parameters β and Σ on the right hand-side of equation (12) are unknown, and we cannot

recover them without further assumptions. However, we now proceed to show that we can use the lights

data to recover a vector that is proportional to Σ−1β, and thus to γ∗. To do so, we compute the population

regression

yLi,t = b0 + b′yi,t (13)

which is the regression of log lights per capita on all our proxies of log GDP per capita as well as on a

constant. It will be easy to show that

b = αγ∗ (14)

for some unknown constant α. In other words, the vector of regression coeffi cients on the measurment

variables is proportional to the vector of optimal weights of these measurement variables in the best unbiased

linear predictor (5). This finding does not allow us to compute γ∗, but permits us to compute ratios of

the optimal weights to each other. For example, we can estimate the relative weight of GDP per capita

measurement #1, which will be given by

γ∗1
γ∗1 + γ∗2 + ...+ γ∗K

=
b1

b1 + b2 + ....+ bK

To prove the equality (14), we note that the formula for the vector of regression coeffi cients on the log

GDP per capita measures, b, is:
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bG = var (yi,t)
−1
cov

(
yLi,t, yi,t

)
(15)

Under Assumptions A1 and A2, as well as equations (1) and (4), these variances and covariances can be

expressed as follows:7

var (yi,t) = ββ′var
(
y∗i,t
)

+ Σ (16)

cov
(
yLi,t, yi,t

)
= ββLvar

(
y∗i,t
)

(17)

The expression for the inverse of var (yi,t) can be simplified using the Sherman-Morrison Formula to

var (yi,t)
−1

=
(
ββ′var

(
y∗i,t
)

+ Σ
)−1

= Σ−1 − 1

1 + β′Σβvar
(
y∗i,t
)Σ−1ββ′Σ−1var

(
y∗i,t
)

(18)

Substituting equations (18) and (17) into equation (15) leads to the formula8

b =

(
βLvar

(
y∗i,t
)

1 + β′Σβvar
(
y∗i,t
))Σ−1β (19)

Note that the regression coeffi cient b is just the vector Σ−1β multiplied by a scalar,
(

var(y∗i,t)
1+β′Σβvar(y∗i,t)

)
.

Hence,

b = (γ∗)

(
β′ΣββLvar

(
y∗i,t
)

1 + β′Σβvar
(
y∗i,t
))

so the vector of regression coeffi cients b is equal to the vector of optimal weights γ∗, multiplied by some

unknown scalar α =
β′ΣββLvar(y∗i,t)
1+β′Σβvar(y∗i,t)

.

Therefore, we can estimate the weight that should be placed on any measure of log GDP per capita

relative to the total weight on the K proxies for log true income per capita. We cannot estimate each weight

individually, or their sum, but we can estimate their ratios.

The core of our analysis in Section 4 will be running regressions similar to equation (13) presenting es-

timates of the optimal relative weights on the measurements of GDP per capita b1

b1+b2+...+bK
, b2

b1+b2+...+bK
, ..., bK

b1+b2+...+bK
,

when the elementary specifications in equations (1) and (4) —and hence, regression equation (13) —are aug-

7 In the more general model in which we assume a general functional form for the lights-true income relation (see footnote

8), equation (17) replaces the term βLvar
(
y∗i,t

)
with the term cov

(
y∗i,t, fi,t

(
y∗i,t

))
.

8 In the more general model in footnote 8, equation (19) should replace the term βLvar
(
y∗i,t

)
with the term

cov
(
y∗i,t, fi,t

(
y∗i,t

))
. The rest of the logic proceeds exactly as in the text.
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mented by covariates, when they are estimated on different samples, or when when they are estimated using

different lights measures.

4 Results 1: Is Newer Really Better?

Table IIA presents the estimates of the coeffi cients of the bivariate regressions of log nighttime lights

per capita on the variables "rgdpch" or "rgdpe" in each vintage of the PWT and on its successor. Again,

all regressions cluster standard errors by country and are run on somewhat different samples because of the

different availabilities of the vintages. If all newer vintages of the PWT were superior to their predecessors in

measuring log true income per capita, and since we have shown in Section 4 that the coeffi cients of each such

regression are proportional to the weights that each PWT and its successor would receive in a best unbiased

linear predictor of log true income per capita, we should expect the coeffi cients on each newer vintage to be

statistically significant and large, and the coeffi cients on each older vintage to be small in magnitude and

statistically insignificant. We observe that this does not happen in general. Instead, the coeffi cients on the

older vintages are routinely statistically significant and larger than the coeffi cients on the newer vintages.

Particularly striking is the comparison of PWT 7.1 and PWT 8.0 in Column 2, for which the coeffi cient on

the older (PWT 7.1) vintage is statistically significant and large regardless of which fixed effects are included,

while the coeffi cient on PWT 8.0 is small and insignificant. For example, in row 3 of column 2, in which

country fixed effects are included, the coeffi cient on PWT 7.1 is a precisely measured 0.473 (s.e.= 0.115),

while the coeffi cient on PWT 8.0 is −0.040 (s.e. = 0.095), which is essentially zero. Motivated by this

finding, we also compare the most recent vintage of the PWT, 8.1, with PWT 7.1 in Column 7. We likewise

find that the regression coeffi cient on PWT 7.1 is statistically significant and large regardless of the fixed

effects, while the coeffi cient on PWT 8.1 is uniformly small.

We can formalize these observations by considering the optimal weights on each pair of successive PWT

vintages implied by these bivariate regressions. They are presented in Table IIB. Since these weights are

quotients of regression coeffi cients, their distribution may differ substantially from normality in finite samples,

so instead of reporting asymptotic standard errors, we report boostrapped 95% confidence intervals.9 A

natural null hypothesis to consider if newer PWT vintages should indeed be better is that the newer vintage

of the PWT should receive unit weight (and the older vintage should receive zero weight). We find that this

null hypothesis is rejected for 12 out of the 28 cells of this table (7 comparisons with 4 different types of

fixed effects), or for nearly half the tests, which is very unlikely to happen by chance if the null hypothesis

9We employ 120 block-bootstrapped samples in which the bootstrap block is the country. We should note that the two
weights are functionally dependent on each other since they add up to unity. Therefore, the statistics for the second weight
in each regression can be derived from subtracting the statistics for the first weight from unity, and contain no additional
information. They are reported merely for the convenience of the reader.
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is indeed true. Moreover, we often fail to reject the null hypothesis that the old vintage should receive unit

weight. In particular, regardless of which fixed effects are included, we can always reject the null hypothesis

that the newer vintage has unit weight, we can always fail to reject the null hypothesis that the old vintage

has unit weight, and we can almost always reject the null hypothesis that the weights are equal for the

comparisons between PWT 7.1 and PWT 8.0, as well as between PWT 7.1 and PWT 8.1 (columns 2 and 7

respectively). For example, in row 1, column 2, we regress log nighttime lights per capita on log PWT 8.0

GDP per capita and log PWT 7.1 GDP per capita, as well as on a constant. We obtain that the optimal

weight on log PWT 8.0 GDP per capita is 0.13, with a confidence interval of (−0.38, 0.54), which excludes

unity. On the other hand, the optimal weight on log PWT 7.1 GDP per capita is 0.86, with a confidence

interval of (0.45, 1.3), which includes unity. In fact, for this cell, the hypothesis that we should use only the

older vintage to calculate unobserved true income per capita would be maintained.

For comparisons between the other vintages, the estimated optimal weights vary much more with whether

the regression tries to fit the log or the growth rate of output (whether or not country fixed effects are

included). For example, in the comparison between PWT 6.1 and PWT 6.2 (the case study considered in

Johnson et. al.), the point estimates suggest placing a weight of about 40% on PWT 6.1 and a weight of

about 60% on PWT 6.2 in the optimal proxy if country fixed effects are not included, and weights of 47%

and 53% respectively if country fixed effects are included. Similar ambiguity exists in the comparison of

PWT 6.3 and PWT 7 (the first vintage to use the price data from ICP 2005 for purchasing power parity

adjustments), where the results without country fixed effects suggest an even split of the weight between the

two vintages, while the results with country fixed effects suggest placing all the weight on PWT 6.3 (albeit

with large confidence intervals on the latter prediction). However, as long as the measurement error in lights

is taken as exogenous, even these ambiguous results are radically inconsistent with the hypothesis that each

PWT revision represents a clear improvement over the previous vintage, because this hypothesis predicts a

weight of unity on each successive new vintage of the PWT in a comparison with its predecessor.

Particularly provocative is the finding that PWT 7.1 appears to outperform PWT 8.1, the latest vintage

of the PWT. To illustrate this finding, we plot the partial correlation between nighttime lights and PWT

7.1 in Figure III, and the partial correlation between nighttime lights and PWT 8.1 in Figure IV, both of

the partial correlations having been taken from the bivariate regression of log nighttime lights per capita on

log GDP per capita from PWT 7.1 and log GDP per capita from PWT 8.1 without further fixed effects.

Recall that the slopes of the lines of best fit on these graphs are the regression coeffi cients.10 We see that

10All figures exclude several countries that generate outliers, namely Zimbabwe, El Salvador, Nigeria, Syria, Yemen, Maldives,
Bermuda, Equatorial Guinea, and Singapore. Using this restricted sample, the partial regression coeffi cients are 0.13 (s.e.=0.19)
on PWT 8.1 and 0.92 (s.e.=0.19) on PWT 7.1. These coeffi cients are slightly more favorable to PWT 8.1 than the coeffi cients
in Panel I, Column 7 of Table IIA.
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there is a visible partial correlation between the residuals of log nighttime lights and the residuals of PWT

7.1 log GDP per capita once PWT 8.1 log GDP per capita has been controlled for. On the other hand, once

PWT 7.1 log GDP per capita is controlled for, the correlation between the residuals of log nighttime lights

and of PWT 8.1 log GDP per capita is virtually nil. This finding is contrasted with the very robust raw

correlations of either series with log nighttime lights per capita (Figures I and II).

In tables III and IV we further subject the comparison of PWT 7.1 and PWT 8.1 to greater scrutiny

by adding control variables to test our identification assumption, varying the nighttime lights measure,

reweighting the specification, and investigating robustness to and heterogeneity across subsamples. A concern

in using nighttime lights as a measure of output is that errors in the nighttime lights may be correlated with

errors in the PWT through the component-by-component methodology of PWT construction. We recall

that the PWT separately constructs and extrapolates PPPs for consumption goods, investment goods and

government purchases. Therefore, it is possible (or at least conceivable) that mistakes in the PWT could

take the form of systematic underestimation (or overestimation) of either one of these categories. Now,

consumption, investment and government spending may have different ratios of light to economic output,

for example if investment and government spending are very light-intensive (as it might involve building

infrastructure), while consumption is not as light intensive (if it involves getting haircuts or other services). If

different PWT vintages systematically understate or overstate some of these components, this could generate

a correlation between their measurement error and that of the nighttime lights, violating Assumption A2. To

address this concern, in column 2 of Table III we re-run our baseline specifications for the optimal weights

on PWT 7.1 and PWT 8.1 while controlling for the log fractions of output constituted by consumption,

investment (gross capital formation), government spending, imports and exports. In column 3 of the same

table, we additionally include both the levels and the squares of the control variables to allow for nonlinear

associations. The optimal weight on PWT 7.1, which is close to unity in the baseline specifications, remains

larger than unity when all controls are included without country fixed effects, but declines to a statistically

significant 0.73 if country and year fixed effects are included along with the controls. However, if all the

controls are included together with their squares, the optimal weight on PWT 7.1 in the country and year

fixed effects specification rises back to 0.77. Hence, these regressions provide some evidence that PWT 7.1

remains of value even when compared to the current version of the PWT. The next three columns of Table

III (columns 4, 5 and 6) reestimate the baseline specification with different ways of parametrizing nighttime

lights: using light density in place of lights per capita, calibrating the function aggregating digital numbers

into a single index to best match GDP per capita in the OECD, and using the fraction of the population

residing in lit areas (DN > 0) instead of lights per capita. For all of these robustness checks, the optimal

weight on PWT 7.1 does not fall below 0.57, and is either statistically significantly different from zero or
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above unity in magnitude. Furthermore, we may be interested in how the two PWT vintages compare for the

more populous countries, rather than treating each country equally. Therefore, in column 7, we reestimate

our baseline specifications weighing each observation by population. Regardless of fixed effects, the optimal

weight on PWT 7.1 exceeds unity in all specifications.

Feenstra, Inklaar and Timmer (2015) show that estimates of the Balassa-Samuelson effect depend on

whether or not the sample of countries and years is restricted to the ones for which contemporaneous price

data is available, or the ones for which prices need only to be interpolated rather than extrapolated. We

present estimates of the optimal weights on PWT 7.1 and PWT 8.1 using only this sample (the benchmark-

interpolated sample) in Column 8 of Table III. Our results for the comparison of PWT 7.1 and PWT 8.1

are unchanged in regressions without fixed effects if the sample is restricted to benchmark or interpolated

ICP data. If fixed effects are included, PWT 7.1 still receives a positive weight while PWT 8.1 receives a

negative weight, but the estimates are no longer statistically significant.

In Table IV we investigate whether our counterintuitive result that PWT 7.1 is better than the more

recent PWT 8.1 is driven by specific regions of the world. Columns 2 through 6 exclude one at a time the

developed world, Asia, Latin America, post-Communist countries and Africa from the baseline regression.

The optimal weight on PWT 7.1 drops to a statistically significant 0.67 if Asia is excluded in the year fixed

effects specification, but most of the estimates of the optimal weight are close to or above unity (including

estimates when Asia is excluded but with country fixed effects). Therefore, our finding is not driven by

any specific region. However, there is substantial heterogeneity in the optimal weight on PWT 7.1 across

regions. Columns 7 through 11 present estimates of our baseline regression on each of the above regions taken

separately. Not surprisingly, PWT 7.1 receives a very high weight (224% in the no fixed effects specification)

when the regression is ran for Asia (column 8), but it also receives a greater weight than does PWT 8.1

when the regression is run only for Africa (column 11). For the regression in Latin America alone (column

9), PWT 7.1 receives a weight of 47% if country fixed effects are not included but statistically significant

weights of 61% and 107% in the country and country and year fixed effects specifications. For the regression

in the developed world, no weight estimates are significant and the standard errors explode. This suggests

that the PWT 7.1 and the PWT 8.1 largely agree (up to an affi ne transformation) on the log and growth

rate of output in the developed world, a finding that is not surprising given the better statistics of developed

countries. Only for the post-Communist countries does PWT 8.1 outperform PWT 7.1, which it does for all

four combinations of fixed effects. Therefore, users of the PWT primarily interested in the post-Communist

countries did not err if they mechanically updated the Penn World Table after vintage 7.1.
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4.1 Alternative Ways of Measuring GDP in PWT 7.1 and PWT 8.1

We have shown in the preceding section is that the variable "rgdpch" from PWT 7.1 is better correlated

with nighttime lights than is the variable "rgdpe" from PWT 8.1. However, both PWT 7.1 and PWT

8.1 present alternative measures of GDP to these variables. As we discussed in Section 2, PWT 7.1 also

provides a variable, "rgdpl2", which uses edited national accounts growth rates to compute real GDP away

from the benchmark year without incorporating any information about prices. PWT 8.1 provides a variable,

"rgdpna", which is also based on national accounts growth rates instead of price data. Feenstra, Inklaar

and Timmer (2015) describe "rgdpna" as "similar to the series ’rgdpl2’... except that (i) ’rgdpl2’used the

real growth rate of absorption from the national accounts of each country rather than the real growth rate

of GDP." Additionally, PWT 8 presented real PPP-adjusted output-based measures of economic activity

for the first time within the sequence of PWT datasets. The dataset now includes a new variable "rgdpo,"

which Feenstra, Inklaar and Timmer (2015) describe as useful for "comparing the productive capacity across

countries and across years."

We have focused our analysis on the variables "rgdpch" and "rgdpe" because the "rgdpch" variable

has been the one most widely used by the economics literature, while "rgdpe" is the closest variable in concept

to "rgdpch" out of the PWT 8 real GDP measures. Moreover, the "rgdpch" and "rgdpe" line of variables in

the PWT captures the dataset’s distinctive approach of modifying national accounts growth rates by using

information from one or more price surveys, while its "rgdpl2" and "rgdpna" line of variables does not, and is

conceptually closer to the real GDP measures in the WDI. As we mentioned in Section 2, Feenstra, Inklaar

and Timmer (2015) recommend using "rgdpna" over "rgdpe" for pure time-series comparisons of growth

rates, stating that "rgdpna" measures are closest to national accounts growth rates. However, Feenstra,

Inklaar and Timmer (2015) also suggest that the conceptual foundation for "rgdpe" is stronger than it is

for "rgdpna," as the former is expressed in prices that are constant over both time and space, while the

latter is calculated only in constant national prices. In this subsection, we explore how well these alternative

measures of economic activity explain nighttime lights.

Table V presents estimates of optimal weights on different measures of economic activity in the best

unbiased linear estimator on true income, as derived from a regression of nighttime lights on these measures.

Column 1 shows the results of the comparison between "rgdpna" from PWT 8.1 and "rgdpch" from PWT 7.1.

As in our previous analysis, for the specifications without country fixed effects, PWT 7.1 "rgdpch" receives

a much higher and statistically significant optimal weight (0.86), although we cannot reject at 5% the null

hypothesis that the weights are equal. However, when we add country fixed effects, PWT 8.1 "rgdpna" now

has the much higher optimal weight (1.91), which is statistically significantly different from 0 (as well as from
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0.5) with 95% confidence, which is consistent with Feenstra, Inklaar and Timmer (2015)’s recommendation to

use this variable to measure growth rates. Column 2 shows the results of a similar comparison between PWT

8.1 "rgdpchna" and PWT 7.1 "rgdpl2," the variable in PWT 7.1 that is conceptually closest to "rgdpna"

in using national accounts growth rates alone. The results are almost identical to Column 1; the PWT 7.1

variable receives the higher weight in specifications without country fixed effects, while the PWT 8.1 variable

receives the higher weight in specifications with fixed effects. Therefore, while the PWT 8.1 variable "rgdpe"

appears to predict nighttime lights worse than PWT 7.1 "rgdpch" does, other variables in PWT 8.1 have

improved over PWT 7.1 in predicting growth rates of nighttime lights.11

In fact, we can show that there are good reasons to prefer "rgdpna" over "rgdpe" among the PWT 8.1

variables. Column 3 presents optimal weights on "rgdpna" and "rgdpe" in a best unbiased linear predictor

of true income. Not surprisingly, "rgdpna" receives the much larger weight whenever country fixed effects

are included. However, when country fixed effects are excluded, "rgdpna" still receives the higher weight

(around 0.6), although this weight is not significantly different from 0.5 (or from 0) with 95% confidence.

Hence, the variable "rgdpna" may have better cross-sectional performance than "rgdpe," and may be better

to use for cross-sectional, as well as for pure time-series comparisons of economic activity.

Lastly, we compare the capacity of expenditure-based ("rgdpe") and output-based ("rgdpo") mea-

sures of economic activity in PWT 8.1 to explain nighttime lights. Column 4 presents the resulting optimal

weights. We see that in all specifications (with and without country fixed effects), the expenditure-based

measure "rgdpe" has the larger weight, which is statistically significantly different from 0 in all specifications,

and statistically different from 0.5 in all specifications but the country and year fixed effects one. This may

not be surprising, as nighttime lights do not measure productivity alone, but rather consumption.

5 Results 2: Is Newer Better for the WDI?

The Penn World Tables are not the only source of comprehensive panel data on PPP-adjusted GDP. The

World Development Indicators (WDI), published by the World Bank, also report PPP-adjusted GDP data,

with the panel starting a bit later than the Penn World Tables (in the late 1970s and 1980s for most

countries). Unlike the PWT, the WDI does not attempt to extrapolate PPPs to nonbenchmark years, but

computes all GDPs away from the benchmark year using domestic growth rates (Johnson et al. 2009).

Have the WDI vintages been getting better over time, or have their revisions also produced setbacks,

11The superiority of national accounts growth rate based Laspeyres indices (like "rgdpna" or "rgdpl2") over chained indices
(like "rgdpch") in predicting nighttime lights growth does not generalize to previous vintages of the PWT. Appendix Table AI
presents optimal weights on chained and Laspeyres indices for every vintage of the PWT. We observe that for multiple vintages
(though not PWT 8.1), the chained index receives a larger weight than the Laspeyres one does. (The two tend to be very
similar in the cross section, and tend to receive statistically indistinguishably different weights in analyses without country fixed
effects).
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like with the PWT? Given that the WDI, unlike the PWT, performs minimal extrapolation of PPP rates,

it is the preferred dataset to use to examine changes in the PPPs induced by different rounds of the ICP

over the last two decades. Particularly interesting in this regard is the incorporation of the results from

ICP 2005 price survey, which was the first to include China, and which led to a substantial increase in the

estimates of developing world prices (and hence, a substantial decrease to developing world PPP-adjusted

GDP). One criticism of this price survey round was that it did not use prices from rural China, which are

lower than prices in Chinese cities, and which may have contributed to the findings of higher prices. The

subsequent price survey round, ICP 2011, used prices from both urban and rural parts of China and largely

reversed this price increase. On the other hand, ICP 2005 was the first price survey round to include many

developing countries, and may have provided a better picture of the heterogeneity and interrelation of prices

in the developing world.

We present estimates of optimal weights and their bootstrapped standard errors for comparisons between

different vintages of the WDI and different vintages of the PWT in Table VI. Each cell of the table corre-

sponds to a bivariate regression of log nighttime lights per capita on the logs of the two measures specified,

with various combinations of fixed effects as controls. Column 1 compares the WDI with 2011 PPP to the

WDI with 2005 PPP. We see that WDI 2011 gets nearly full weight (and we cannot reject a weight of unity)

relative to WDI 2005 when we do not use country fixed effects (therefore, looking at cross-country income

differences as well as growth rates), but that WDI 2005 gets more weight than WDI 2011 (neither of the

weights being statistically different from zero) if country fixed effects are included. The same pattern can

be observed in the comparison of WDI 2011 with WDI 1996, and of WDI 2005 with WDI 1996 (in columns

2 and 3 respectively). Each time, the newer WDI vintage gets full or nearly full weight in the regressions

without country fixed effects, and the older WDI vintage gets a larger (or a much larger) weight in the

regressions with country fixed effects. Since the WDI does not use PPPs to calculate GDP growth rates, it

is reasonable to look only at the specifications without country fixed effects if we wish to assess the overall

impact of the PPP adjustments. Then, our result is clear: each successive wave of PPP adjustments follow-

ing ICP price surveys has, on net, been an improvement. However, the later vintages of the WDI are only

unambiguously better than their predecessors if we are interested in calculating levels of economic activity,

rather than economic growth.

6 Results 3: Should We Use the PWT or the WDI?

Johnson et al. (2009) pose the question of whether the PWT extrapolation procedure generates so much

error that it might be worthwhile to use the WDI, and answer it in the affi rmative on theoretical grounds.
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One of the contributions of our paper is that under our assumption, we can use the nighttime lights data

to determine whether it is better to use a given WDI vintage or a given PWT vintage without having to

appeal to detailed hypotheses about the likely provenance of the measurement errors. Columns 4 through

9 compare WDI 2011 and WDI 2005 with the three most recent vintages of the PWT: 7.1, 8.0 and 8.1.

We selected these vintages for comparison because they are the most recent vintages and because PWT 7.1

appeared to outperform PWT 8.0 and PWT 8.1 in the tests of Table IIB. We observe that in all these

regressions, the WDI receives a larger weight than does the PWT. Out of the 24 tests in these columns, only

2 (when comparing WDI 2005 and PWT 7.1 without fixed effects) do not reject a unit weight on the PWT,

while none of these tests reject a unit weight on the WDI. The two tests mentioned in the previous sentence

are also the only ones in which the point estimates suggest relatively equal weights for the PWT and for

the WDI (55% on the WDI and 45% on the PWT). Hence, if one has to make a choice, it is best to use

the latest vintage of the WDI rather than the latest vintage of the PWT (or any of the three last vintages

of the PWT, for that matter). Since we find that WDI 2011 (which uses the 2011 ICP) outperforms PWT

7.1 (which uses 2005 ICP) in column 4, while WDI 2005 (which also uses 2005 ICP) does not (column 7),

it is reasonable to guess that part of the explanation for the advantage of recent WDI vintages over recent

PWT vintages lies in the latest vintage of the WDI already incorporating price data from the most recent

ICP. However, it is still better to use WDI 2005 than either of the two latest vintages of the PWT, and it

is appears to be marginally better to use WDI 2005 than PWT 7.1 (although we cannot reject that using

either one is equivalent). This finding roughly confirms the intution of Johnson et al (2009) that the WDI

may be superior to the PWT.

In light of our discussion of alternative measures of economic activity in PWT 8.1, it is worth asking

whether the WDI outperforms measures of economic activity in the PWT that are based on national accounts

growth rates alone. We have seen that PWT 8.1 "rgdpna" improves over PWT 7.1 "rgdpch" in measuring

growth rates. Columns 5 and 6 of Table V present comparisons of PWT 8.1 "rgdpchna" to WDI 2011 and

WDI 2005, respectively. In all specifications, the WDI variables have a weight higher than unity (although

it is typically not statistically significantly different from 0.5, or, when country fixed effects are included,

from zero), consistent with our conclusion in the previous paragraph.

6.1 Performance of the PWT and WDI against Market Exchange Rates

The rationale for creating PPP-adjusted measures of economic activity such as the PWT and the WDI

is the idea that market exchange rates do not accurately reflect the prices of many goods (in particular,

nontradeable goods) that are important in an economy. If nighttime lights are good measures of economic
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activity, then we should see that regressing log nighttime lights per capita on log GDP per capita at PPP

and log GDP per capita at market exchange rates produces a high partial correlation of nighttime lights

with the PPP-adjusted measure and a low one with GDP per capita at market exchange rates. However,

the methodology of PPP adjustment has been best developed for cross sections, with the problem of how

best to combine very incomplete information on prices across time still being open. When comparing PPP-

adjusted growth rates with growth rates measured with market exchange rates, the noise coming from PPP

adjustment might dominate the bias coming from the use of market exchange rates rather than actual prices.

In Table VII we present optimal weights on various PPP-adjusted measures of log GDP per capita and

on log GDP per capita at market exchange rates with and without country and year fixed effects. When

country fixed effects are excluded, all PPP-adjusted measures of GDP per capita except the WDI in 1996

receive a weight of greater than 0.5 (and statistically significantly larger than 0.5 in 13 out of the 22 such

specifications). However, when country fixed effects are included (so that we are essentially looking at growth

rates), the PPP-adjusted measures from the PWT chain series receive a much lower weight than does GDP

per capita at market exchange rates. On the other hand, the PPP-adjusted measures from the WDI, and

the national accounts-based measure "rgdpna" in PWT 8.1 all receive a much higher weight than does GDP

per capita at market exchange rates (which receives a negative weight, usually less than −1, and sometimes

statistically significant). These results suggest that the approach to calculating growth rates taken by the

WDI improves over using market exchange rates, while the approach taken in all vintages of the PWT has

not.12

7 Results 4: Should We Use More than One Series?

While head-to-head comparisons of different GDP series are instructive, it is obvious that the optimal

way to compute GDP may be to combine several different GDP series into a single proxy. All of the tests

that we have done so far have essentially asked how we can best combine two GDP series to form such a

proxy. But why should we stop at using only two series?

We are not the first to suggest using multiple GDP series to form an optimal combination to measure

GDP. Johnson et al. (2009) innovatively suggest estimating GDP in a particular year using the PWT vintage

for which that year is the benchmark year (the year of the price survey underlying the GDP estimates). For

years that are not benchmark years, Johnson et al. (2009) suggest chaining the price indices of the preceding

and the succeeding benchmark year. The procedure envisioned by Johnson et al. (2009) would therefore use

12While these results are for the variables "rgdpch" and "rgdpe" in the PWT, using the Laspeyres measures "rgdpl" and
"rgdpl2" produces qualitatively similar results except for PWT 6.1, where "rgdpl" receives a weight of about 0.6
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GDP vintages unedited in their benchmark years, while interpolating between them away from benchmark

years.

Armed with the nighttime lights data, we can assess the procedure of Johnson et al. (2009). In Table

VIII, we look at the optimal combination of the latest created vintages in each benchmark year. There are

four such vintages: PWT 6.1 (for 1996), PWT 6.2 (for 2000, a partial update of the 1996 price survey),

PWT 7.1 (for 2005) and PWT 8.1 (for the multiple benchmark year approach now used for the PWT).

Given the hypothesis of Johnson et al. (2009), the optimal weight should be close to unity for each vintage

near its benchmark year, and decline for years that are far away from its benchmark year. (Alternatively,

the optimal weight should be unity for PWT 8.1 because it already implements chaining of prices across

benchmark years). We estimate optimal weights for the four PWT vintages year-by-year for most years

in our sample (including all the benchmark years). We observe that PWT 7.1 receives a fairly large and

statistically significant weight in every year that we consider, including those that are far away from its

benchmark year, 2005. PWT 6.2 also receives a large weight, but it tends not to be significantly different

from zero for many years (including 2000, its benchmark year). PWT 8.1 always receives a statistically

insignificant, or a negative weight. Finally, PWT 6.1 always receives a statistically insignificant weight that

is equal to a very small 0.17 in its benchmark year, 1996.

The logic of Johnson et al. (2009) would suggest that interpolating between the different vintages of the

WDI would also be an improvement (although this is not a suggestion made in their paper). We investigate

this hypothesis in Table IX, in which we include all the three WDI series in the regression. Each series

corresponds to its benchmark year, or the year of the price survey that was used to construct the estimates.

Notably, the estimates from PPP 2011 have already been incorporated into the WDI, so the benchmark

years to consider are 1996, 2005 and 2011 (the modification of the 1996 data in 2000 apparently not having

been incorporated into a WDI series). We see an even starker result. In all years, including those that are

far from 2011, the WDI 2011 series receives a weight that is large (never less than 0.75) and statistically

insignificantly different from unity. All the other series receive much smaller weights (never in excess of

0.25), and their confidence intervals always contain zero and never contain unity. Hence, using the latest

WDI series appears to strongly dominate using a weighted average of the preceding series.

Therefore, while Johnson et al. (2009) appear to be right in claiming that incorporating historical data

may be useful in improving present estimates, it seems that assigning relatively time-constant weights to

each series is better than assigning shifting weights that are functions of the benchmark year. In particular,

for the WDI, there is strong evidence that using the current vintage is the optimal approach. For the PWT,

a weighted average of several vintages (in particular, PWT 7.1 and PWT 6.2) may be better than any

individual vintage, but the weights should not vary over time except after PWT 6.2 is discontinued.
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8 Conclusion

In this paper, we show that if nighttime lights are an independent measure of output, they can act as an

impartial referee between two other measures of output (Pinkovskiy and Sala-i-Martin 2016). We use this

result to assess the quality of different ways of computing PPP-adjusted GDP per capita. Our investigation

yields several conclusions, both for the methodologist attempting to improve existing measures of GDP, and

for the practitioner deciding on which of the existing GDP series to use.

First, we find that the latest vintage of the PennWorld Tables (PWT8) is not the best available measure of

GDP. Instead, the updating process of the Penn World Tables has generally not involved linear improvement

of the dataset, and has in particular produced a deterioration since vintage 7.1 in measuring cross-country

differences in levels of economic activity. Moreover, the latest vintage of the World Development Indicators

better explains variations in both the level and the growth rate of nighttime lights than does PWT8.

Second, we learn that each successive price survey of the International Comparisons Programme has

generally led to better estimates of PPP-adjusted GDP per capita, including the controversial 2005 round.

In particular, successive versions of the World Development Indicators have shown steady improvement in

measuring differences in income levels across countries (however, it may be the case that older versions of

the WDI capture economic growth better than newer versions do).

Third, and more fundamentally, we show that so long as nighttime lights growth rates can be taken as

unbiased predictors of the growth rates of true income, the best way to measure growth rates of true income

is to use growth rate series based on the national accounts alone, and without the adjustments employed by

almost all the versions of the Penn World Tables. The GDP series most successful in explaining nighttime

lights growth rates (the WDI and PWT 8.1 "rgdpna") compute growth rates based on national accounts

alone, and without incorporating any information about PPPs. On the other hand, the series that goes

furthest in attempting to construct a GDP index in prices that were truly constant across space and over

time (PWT 8.1 "rgdpe") is less useful in explaining nighttime lights growth than any of the above series.

Finally, our results also provide guidance for researchers seeking a GDP series to use, for example in

investigating the determinants of cross-country income differences, or in modeling the macroeconomy. One

way to select such a series from among the most recent ones (those based on 2005 PPP or later) is to ask

whether there is a unique series that, in every head-to-head comparison against another recent series and

for every set of country and year fixed effects, either receives the larger (and statistically significant) weight

in the optimal linear combination of the two, or, if it receives the smaller weight, neither of the weights are

statistically significantly different from zero. Based on this criterion, we recommend using the WDI 2011

series. When compared in the cross section against PWT 7.1, PWT 8 (the "rgdpe" series as well as the
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"rgdpna" series), or WDI 2005, it receives a larger and statistically significant weight (which always is above

0.77). When country fixed effects are included in the comparison, WDI 2011 receives the larger weight (which

is always greater than unity) except when compared against WDI 2005, but for that comparison, none of

the weights are significant. Hence, if one seeks a single GDP series to measure both levels and growth rates

of economic activity, the best candidate appears to be WDI 2011.
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Figures13

Figure I (I)
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Figure II (II)
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13All figures exclude Zimbabwe, El Salvador, Nigeria, Syria, Yemen, Maldives, Bermuda, Equatorial Guinea and Singapore
because these countries generate outliers that interfere with the visual presentation of the data. Excluding or including these
countries does not affect the estimated weights. See footnote 8 for a more detailed description.
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Figure III (III)
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Figure IV (IV)
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