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We study a flexible dynamic savings game in continuous time, where decision mak-
ers rotate in and out of power. These agents value spending more highly while in
power creating a time-inconsistency problem. We provide a sharp characterization of
Markov equilibria. Our analysis proceeds by construction and isolates the importance
of a local disagreement index, B(c), defined as the ratio of marginal utility for those in
and out of power. If disagreement is constant the model specializes to hyperbolic dis-
counting. We also provide novel results for this case, offering a complete and simple
characterization of equilibria. For the general model we shoe that dissaving occurs
when disagreements are sufficiently high, while saving occurs when disagreements
are sufficiently low. When disagreements vary sufficiently with spending, richer dy-
namics are possible. We provide conditions for continuous equilibria and also show
that the model can be inverted for primitives that support any smooth consumption
function. Our framework applies to individuals under a behavioral interpretation or
to governments under a political-economy interpretation.

1 Introduction

Time-inconsistency problems that bias behavior towards the present may help explain a
number of phenomena and have received ample attention from economists. However,
the extent of these problems likely varies significantly according to the situation. In par-
ticular, there is no reason to expect the allure of the present over the future felt by the poor
to be comparable to that experienced by the rich. Similarly, it has been noted that govern-
ments may suffer from a similar present bias for political economy reasons, yet the degree
of this bias may be quite different for advanced countries than for developing countries.

The general point is that the strength of time-inconsistency problems may depend on the

*First version: April 2008. For useful comments and discussions we thank Fernando Alvarez, Manuel
Amador, Jinhui Bai, Abhijit Banerjee, Marco Battaglini, Satyajit Chatterjee, Hugo Hopenhayn, Roger La-
gunoff, Benjamin Moll, Patrick Rabier, Debraj Ray, Eric Young as well as seminar and conference partici-
pants. This project was inspired by conversations with Abhijit Banerjee on self-control problems with many
goods. Finally, we thank Nathan Zorzi for valuable research assistance.



level of wealth or spending. This possibility has received relatively little attention from
the literature.

This paper introduces and studies an infinite-horizon continuous-time savings game
that accommodates flexible forms of time inconsistency. Decision makers rotate in and out
of power. An agent currently in power controls consumption and savings, choosing how
much to spend subject to a borrowing constraint and a constant flow of income. Agents
currently in power retain power for a stochastic interval of time and lose it at a Poisson
rate to a successor. Once removed from power, an agent continues to care about the
future spending path chosen by other agents. However, spending is enjoyed more while
in power. This disagreement, represented by differences in the utility functions for those
in and out of power, captures a form of present bias and leads to a time-inconsistency
problem in savings choices. As a result, we approach the problem as a dynamic game
and study Markov equilibria, a widely used refinement in this literature.

Our model admits both a behavioral and political-economy interpretation. For the
behavioral one, following Strotz (1956), Laibson (1997) and many others, the model may
describe the problem of a single consumer playing an intertemporal game against future
‘selves’ (a closely related literature, initiated by Phelps and Pollak, 1968, studies paternal-
istic intergenerational growth models). The disagreement on the utility function that we
allow generates a time inconsistency problem that is similar, but strictly generalizes, hy-
perbolic discounting. For the political economy interpretation, the model describes a situ-
ation where the ruling party controls the budget and obtains private benefits from spend-
ing while in power, due to pork spending or outright transfers to ruling party members.
This relates our work to political economy models of government debt, such as Alesina
and Tabellini (1990), Amador (2002), Battaglini and Coate (2008), Azzimonti (2011) and
others.!

With few exceptions, the existing time-inconsistency literature has focused on saving
games that are effectively variants of the hyperbolic discounting setup. In our model
this amounts to the assumption of a uniform disagreement, with utility out of power
proportional to utility in power. Our analysis also applies to this special case and actually
delivers new and sharp results.

Our first contribution, however, is to provide a framework to explore disagreements
that vary with spending. To this end, we consider general differences in the utility func-

tions for those in and out of power. This may give rise to a non-uniform time-inconsistency

LA different strand of the literature models the endogenous transition of power by examining Markov
equilibria in dynamic political economy games (e.g. Timothy Besley, 1998; Acemoglu and Robinson, 2001;
Bai and Lagunoff, 2011), but abstracts from government debt or savings.



problem, where the incentives to save vary with wealth. We are especially interested in
the long-run dynamics of wealth and how this depends on the form disagreements take.

Why would disagreements vary with spending? One straightforward answer is that
there is no real reason to expect them to be constant and so the possibility that they are not
must be contemplated. For example, in the behavioral context, it is plausible that present-
biased impulses and behaviors decrease with spending. A deeper answer is offered by
Banerjee and Mullainathan (2010), who provide a foundation for disagreements based on
the notion that spending takes place over many goods, with disagreements on how to
spend across these goods.? The overall disagreement on total spending then varies with
the level of spending, except in special cases. This perspective explains a bias towards
the present, but shifts the focus from intertemporal discounting to disagreements across
different goods. For example, in a behavioral context, agents may feel drawn to con-
sume certain tempting goods today—extreme examples may include unhealthy foods,
alcohol or drugs—but do not value the consumption of these goods by future ‘selves’. If
the marginal propensity to spend on such goods falls with greater spending this implies
decreasing disagreements. A similar argument applies in political economy contexts. In-
deed, the voting model in Battaglini and Coate (2008) implies increasing disagreements
because the marginal propensity to spend on pork transfers is increasing in spending.
One of the goals of this paper is to provide a framework that can encompass a wide class
of assumptions on the form of disagreements, including increasing and decreasing dis-
agreements.

Our second contribution is both technical and substantive, providing a sharp charac-
terization of all Markov equilibria. As is well known, dynamic saving games in discrete
time may be quite ill behaved.? For example, Harris and Laibson (2001, 2002) point out
that discontinuous equilibria are relatively pervasive in these standard settings. Krusell
and Smith (2003) proved that the hyperbolic model has a continuum of local solutions
with discontinuous policy functions. Recently Chatterjee and Eyigungor (2015) show
that in discrete time all Markov equilibrium must be discontinuous (see also Morris and

Postlewaite, 1997 and Morris, 2002 for the analogs in finite horizon settings). Properties

%In a behavioral context, Banerjee and Mullainathan (2010) focus on a finite-horizon model with many
goods and additively separable utilities, with disagreements over which goods should be valued. In a
political economy context, Alesina and Tabellini (1990) consider an infinite-horizon model with a relatively
general form of disagreement in the composition of spending across different goods (see their equations 1).
However, for their analysis they specialize to corner cases and a more extreme and uniform disagreement
(see their equations 4 and 5).

3Linear equilibria exist in the absence of a borrowing constraint. Such equilibria were first studied by
Phelps and Pollak (1968) and later put to good use by many others. However, linear equilibria do not exist
in the presence of a binding borrowing constraint, a case that has been the primary focus of the literature.



such as these render these models relatively intractable and make it difficult to charac-
terize equilibria.* The literature has responded to these challenges in a number of ways.
Harris and Laibson (2001) introduce income uncertainty to derive a Generalized Euler
equation. Harris and Laibson (2013) propose a continuous-time model, focusing on a
limit with “instant gratification” and small noise in asset returns to apply the theory of
viscosity solutions. Chatterjee and Eyigungor (2015) work in a discrete-time setting but
introduce lotteries to smooth out the solution.

Despite these efforts from the hyperbolic literature, many fundamental questions re-
main open or have only received partial answers. For example, are there conditions that
ensure that the equilibrium involves saving or dissaving? Can saving and dissaving equi-
libria coexist for some parameters? For a given equilibrium, can saving and dissaving
coexist at different wealth levels? Do continuous equilibria exist, and, if so, under what
conditions? Do these models display multiple equilibria?

Our model is cast in continuous time and this turns out to be crucial to our approach
and results. We show that our continuous-time framework is relatively well behaved,
without introducing uncertainty or lotteries. Our formulation builds on Harris and Laib-
son (2013), but extends it to allow for more general disagreements. In addition, we do
not focus on the instant-gratification limit and our solution strategy is different.> Our
approach is to attack the differential equations for a Markov equilibrium head on. Due
to the presence of singularities, no off-the-shelf results exist for such equations, but we
provide a simple method to construct and characterize equilibria. Since wealth evolves
continuously over time, we build up locally towards a global equilibrium. Since our
proofs proceed by construction, we characterize equilibria sharply, delivering answers to
the questions listed above, as well as providing a straightforward procedure for compu-
tation. In fact, our characterization is exhaustive, providing a complete description of
the class of equilibria that are possible. Finally, we provide sufficient conditions for the

existence and uniqueness of a continuous equilibrium.

“Despite these difficulties the literature has obtained various results on the existence of Markov equi-
libria, allowing for potentially discontinuous policy and value functions. Bernheim et al. (2015) shows the
existence of Markov equilibrium in the standard model without uncertainty, assuming an interest rate that
is strictly greater than the discount factor. Harris and Laibson (2001) provide existence results by adding
iid. uncertainty in income in the standard quasi-hyperbolic model (Bernheim and Ray (1989) provide a
related result in an altruistic growth model with bounded transfers), while Chatterjee and Eyigungor (2015)
does the same for a model with lotteries.

°The instantaneous gratification limit is tractable and provides a good approximation in some applica-
tions. Nevertheless, it is of obvious theoretical interest to obtain a more general characterization, away from
this approximation. Moreover, in some applications, such as political economy settings, the approximation
may be inadequate, since it would represent a situation of extremely high political turnover.



Although the entire analysis and results apply to our general framework, they are of
interest even within the special hyperbolic case. For this case, we provide a novel graph-
ical analysis that delivers a complete characterization for the entire set of equilibria in a
particularly simple and visual manner. For example, we show that depending on param-
eters there can be either saving or dissaving, but never both; a continuous equilibrium
may exist and there is at most one such equilibria; whenever the equilibrium involves
savings then the equilibrium is unique. To the best of our knowledge, such results have
no counterparts in the existing literature and settle various open questions mentioned
above.

Our third contribution is to isolate the conditions for saving or dissaving and to char-
acterize the resulting dynamics for wealth. A crucial innovation of our analysis here is
our introduction a local disagreement index B(c), defined as the ratio of marginal utilities
from spending for agents in and out of power. The shape of this function summarizes
how disagreements depend on spending (denoted by c). The hyperbolic case amounts to
the special case where B(c) is constant.

Our first set of results in this regard involve cases where the disagreement index does
not vary too much and is either sufficiently high or low. Under these conditions, we
show that an equilibrium exists that features either saving or dissaving at all wealth lev-
els. Specifically, there exists a threshold 8 which depends on the interest rate and other
parameters and show that when the disagreement index B(c) lies above f then there is a
unique equilibrium with positive savings and this equilibrium is continuous; when S(c)
lies below J all equilibria must feature dissaving and there is at most one continuous
equilibrium. Although these results apply more generally, a special case of interest is the
hyperbolic case with constant (c).

As a byproduct of our analysis of the hyperbolic case we touch on the issue of local
indeterminacy. For the discrete-time quasi-hyperbolic model, Krusell and Smith (2003)
constructed a continuum of local solutions to the equilibrium conditions. We provide an
analogous result for our continuous-time setup: for any proposed steady state wealth a
local solution exists, with wealth converging to this level. However, we show that these
local constructs are not part of an equilibrium in our model.® This conclusion actually

follows as a corollary of our result showing that there exists a unique Markov equilibrium

®Indeed, the local constructs can only be interpreted as Markov equilibria for a modified saving game
that adds ad hoc constraints, forcing the agent to choose wealth below a certain bound; this bound must
be close enough to the proposed steady state. Such an ad hoc constraint is unnatural, however, and not
standard in the literature. The local constructs do not characterize a part of any equilibrium of the original
saving game, which imposes no upper bounds on wealth.



with strict savings.”

Our second set of results involve cases where the disagreement index S(c) does not
lie on one side of B but instead varies enough that it crosses this threshold. We find
that rich dynamics then emerge, with saving and dissaving coexisting at different wealth
levels. We focus on two polar opposite cases, when B(c) is decreasing and when B(c) is
increasing.

In particular, if disagreements fall with spending then we show that a poverty trap
may emerge, with dissavings below a threshold and savings above this same threshold.
Intuitively, at low wealth levels the time-inconsistency problem is relatively severe be-
cause spending takes place in the range where disagreements are high. The incentive to
consume is high because agents in power do not want to leave resources that may be
spent when they are out of power. There is a feedback loop: the incentive to dissave is re-
inforced by the anticipation that successors overspend from the point of view of those in
power. At high wealth levels the time-inconsistency problem is mitigated by the fact that
spending takes place in regions with lower disagreement, so saving emerges. Again, a
teedback loop reinforces these incentives: the incentive to save is enhanced if successors
or future selves do not overspend too much. Poverty traps cannot arise without these
feedback loops.

Banerjee and Mullainathan (2010) derive a related result. As mentioned earlier, their
paper focuses on various implications of intraperiod disagreements on how to spend
across goods. In the context of a two-period model with a single savings choice in the
tirst period, they show there may be a downward jump in consumption as a function
of wealth. This discontinuity may be interpreted as a poverty trap of sorts in their two-
period setup. There are important differences, however. Obviously, a two-period frame-
work does not permit the study of long-run wealth. In contrast, in our framework a
poverty trap involves wealth getting trapped below a threshold forever. Moreover, a dis-
continuity like theirs cannot arise in a two-period adaptation of our model. Instead, in our
setting poverty traps emerge from the strategic interactions across savings decisions over
longer horizons. In this sense, the feedback loop described in the previous paragraph is
crucial to our result, but is absent in their setup.

Our poverty trap result relies on non-uniform disagreements. Indeed, our results
show that this is not only sufficient but also necessary: no Markov equilibrium exists
featuring a poverty trap in the hyperbolic case. Poverty traps may emerge, however,
in the hyperbolic case if one drops the Markov equilibrium requirement. Working in a

"The results presented here formally apply only to our continuous-time model and should be taken
only as suggestive for the discrete-time model studied by Krusell and Smith (2003).



discrete time setting, Bernheim et al. (2015) show that subgame perfect equilibria may
feature poverty traps.® As they argue, trigger strategies may be interpreted as self pun-
ishments that provide an internal and endogenous form of self control. Poverty traps may
emerge in this context because this kind of self control is more effective for the rich, who
are far from the asset limit. Our focus on Markov equilibria abstracts from these forms of
self control and relies instead on the rich suffering less disagreements with future selves.
Thus, Bernheim et al. (2015) focus on non-uniform self control with uniform disagree-
ments; while we focus on non-uniform disagreements, without self control. Both are ob-
viously compatible with one another and could act as complements. Interestingly, these
two mechanisms have a few different implications: lower labor income or greater access
to credit make poverty traps less likely in Bernheim et al. (2015), but more likely in our
model. Such contrasting comparative statics serve to highlight the underlying differences
in the mechanisms at work.

Turning to the opposite case, if disagreements rise with spending then the problem of
time inconsistency becomes heightened at higher wealth levels. We show that an equi-
librium exists where the wealthy dissave, while the poor save. Starting from any initial
value, wealth converges to an interior steady state. Stability forces of this kind lie at the
heart of the mean-reverting result in the political economy model of Battaglini and Coate
(2008). Indeed, as we discuss in more detail in Section 5.2, their framework provides
a foundation for disagreements that increase with spending. They set up and study a
model of legislative voting, with this body determining the composition of spending. As
we discuss, they prove a representation that fits our framework.

In addition to solving for an equilibrium, given primitives, using our differential ap-
proach, we show how our model can be fruitfully inverted to solve for primitives that
support any given postulated equilibrium. We know of no parallel of this idea in the ex-
isting literature. In particular, we back out a disagreement function B(c) for any given
smooth consumption function. One advantage of this inverse perspective is that it is
extremely tractable and insightful. Another is that it may also be more appropriate, at
least conceptually, if the outside economist or econometrician observes behavior (the con-
sumption function) but has no direct evidence on disagreements and how they vary.

Finally, we show that in our continuous-time framework there is at most one con-
tinuous equilibrium and provide sufficient conditions for its existence. The potential
for a continuous equilibrium underscores, once again, that equilibria in our continuous-
time framework can be extremely well-behaved compared to discrete-time counterparts,

where no continuous equilibrium exists. We also provide conditions for the existence

8Their definition of a poverty trap is slightly different from ours, as we discuss in Section 5.1.



of discontinuous equilibria in our model. As a corollary, since both conditions turn out
to be compatible in some cases, these results prove the possibility of multiple Markov
equilibria.

2 A Dynamic Savings Game

This section introduces a continuous-time savings framework with a single consumption
good that can accommodate relatively general forms of disagreement. We then offer one

interpretation or motivation for our primitives, in a setting with many goods.

2.1 Preferences

Time is continuous with an infinite horizon, denoted by ¢t € [0, ). The flow utility ob-

tained from consumption by an agent in power is

Uy (ct),

while utility for an agent out of power is

UO(Ct).

The utility functions U; : R+ — R and Up : Ry — R are concave, increasing, continuous
and differentiable. We also assume U] (0) = oo and lim_.c U] (c) = 0.

Agents in power are removed at a constant Poisson arrival rate A > 0. To simplify the
exposition we assume power cannot be regained, but show later that this is without loss
of generality (see Section 3.3). The continuation lifetime utility at time ¢ for an agent in

power is then

[ee]

T
Vt = ]Et {/ e_psul (Ct+5)ds + e_pTWtH} = / e_(PJFA)S(Ul (Ct+s) + )\WH_S)dS (1)
0 0

where p > 0 is the discount rate and 7 the random time at which the agent currently in

power is removed.!? Here W; is the continuation lifetime utility for an agent out of power

WtE/ e P Up(ct+s)ds. )
0

9Concavity and differentiability of Uy are not crucial for the analysis but simplify the exposition for
most of the results. An earlier version of the paper focused on a case that had a convex kink in Up(c).
Theorem 8 below also relaxes the concavity assumption and assumes a concave kink in Up.
19The only uncertainty present in the model is the timing for the alteration of power, T. However, con-
sumption is deterministic and does not depend on the realization of this uncertainty because of the sym-
metry of preferences (i.e. agents stepping up to power have identical preferences to those stepping down)
and our focus on Markov strategies.



The difference between U; and Uy is a form of disagreement that creates a time-
inconsistency problem. The framework can be interpreted literally in a political economy
setting as describing the alteration of power of different rulers or legislative majorities.
Alternatively, a behavioral interpretation is that the different agents represent different
selves or states of mind within an individual.

Crucial to our analysis is the introduction of a local disagreement index, which summa-
rizes these differences, defined as the ratio of marginal utilities

/
o) = o
1
When B(c) = 1 for all c there is no disagreement and the utility functions coincide, up to a

constant. As we shall show, the function (c) summarizes the relevant difference between
the utility functions U; and Up. Throughout the paper we assume that the marginal utility

from consumption is higher while in power.

Assumption 1 (Present Bias). The utility functions Uy and Uy are such that, for some p > 0
B(c) € [B,1]  forallc > 0.

When B(c) < 1 agents prefer to consume relatively more while in power, leading to
a present-bias time-inconsistency problem. Those out of power want those in power to
exercise restraint, to consume less and save more. Likewise, those currently in power
would like to commit their successors somehow, but have no means to do so.

This simple and flexible framework allows us to capture different patterns of disagree-
ment. In particular, for some applications it is natural to assume that disagreements are
stronger at lower consumption levels, so that B(c) is increasing. Yet in other cases it may
be reasonable to suppose that disagreements grow with spending, so that B(c) is decreas-

ing.

Hyperbolic Discounting. An important special case occurs when disagreements are
constant: B(c) = B < 1 so that Up(c) = BU;(c). The model is then equivalent to the
continuous-time hyperbolic discounting model introduced by Harris and Laibson (2013),
which in turn builds on discrete-time quasi-hyperbolic counterparts in Harris and Laib-
son (2001), Laibson (1997) and Phelps and Pollak (1968). It is also common to adopt power
utility functions: Uy (c) = c¢!=7/(1 — o) for o > 0.

Harris and Laibson (2013) focus on the limit as A — oo, the so-called Instantaneous
Gratification limit. They show that tractability is gained from the fact that then V; = W;
in the limit, so that a single continuation value function suffices.

As part of our analysis, we revisit this special hyperbolic case and provide some novel

and sharp results. Indeed, we show that the equilibrium is unique in some cases, or

9



belongs to a simple class in others, and offer a tight characterization (see Section 4.3). As
we explain below, we also leverage these results for more general cases where B(c) is not
constant. Throughout, we do not focus on the instant gratification limit, but instead allow

for any finite A.

Tail Assumptions. One of the goals of our framework is to allow for relatively general
differences in utilities, extending disagreements past the hyperbolic discounting assump-
tion. It is convenient to restrict these differences to an arbitrary bounded interval and
assume that disagreements are constant outside this interval. This amounts to assuming

hyperbolic discounting in the tail.!!

Assumption 2. At high consumption levels disagreements are constant and utilities are power
functions: B(c) = B < land Uy(c) = t==c'=7 with & > 0 for all ¢ > ¢ for some ¢ > 0.
Furthermore, (1 —0)r < p.

For a few results, it is convenient to adopt the same hyperbolic assumption at the
lower tail.

Assumption 3. At low consumption levels disagreements are constant and utilities are power
functions: B(c) = B < Land Uy(c) = 25c' =% with & > 0 for all ¢ < ¢ for some & > ra.

Assumption 2 constrains preferences only above some arbitrarily high level of con-
sumption and places no restrictions on the disagreement index or utility functions below
this threshold. Assumption 3 constrains preferences only over an arbitrarily small inter-
val. In this sense, both can be viewed as relatively weak constraints.

These mild assumptions are not required for all our results, but greatly simplify the
analysis for others. We employ them in two related ways. First, when the equilibrium fea-
tures positive savings, our constructive approach is aided by pinning things down above
some asset level, and focusing on the remaining problem over a bounded interval of as-
sets (when the equilibrium features dissaving, the boundary is automatically provided at
the asset limit). As we shall see, Assumption 2 effectively provides us with a boundary
condition at some high enough level of wealth 4. Secondly, for the hyperbolic model we
prove uniqueness or show that the equilibrium belongs to a restricted class, offering a
tight characterization. Assumptions 2 and 3 allow us to leverage these results outside the
hyperbolic case.

The condition that (1 — &)r < p is a standard growth condition to ensure finite lifetime discounted
utility.

10



2.2 Budget Constraints and Borrowing Limits

The agent in power chooses consumption and assets a; subject to the budget constraint
a; = ra; + Yy — Ct. 3)

The interest rate » > 0 and income y > 0 are constant and given.

Wealth is subject to an asset or borrowing limit given by
a < a. (4)

The so-called natural borrowing constraint sets ¢ = —Z < 0 and allows borrowing against
the full present value of income. We mainly focus on tighter constraints, with a > —Z.
Whenever a; = a we require ¢; < y + ra to ensure that @ > 0. Asset limits can also
be interpreted as commitment devices. In the individual agent context, this may capture
forced savings such as social security or illiquid assets. In the political-economy context, it
may capture wealth funds with limits on discretionary spending from natural resources.

Without loss of generality we set income to zero, y = 0, and consider a positive asset
limit, 2 > 0. This is a normalization since, by a change of variables, one can transform
a problem with positive income, ¥ > 0, to one with zero income as follows. Defining
ar = a; + %, thend; = rd; —c;and @ > 4 = a+ % As a result of this transformation,
the asset limit becomes a positive lower bound on assets, 2 > 0, except in the natural

borrowing limit case where a = 0.

2.3 Many Goods, Engel Curves and Disagreements

One interesting motivation for time-inconsistency problems is to consider spending across
various goods, with disagreement on how to spend across these goods. This notion is
popular in political economy models on government spending and debt, appearing in
Persson and Svensson (1989), Alesina and Tabellini (1990), Amador (2002) and Azzimonti
(2011) among others. However, this literature typically adopts simple specifications that
imply uniform disagreements. An important exception is Battaglini and Coate (2008)
which instead derives specific non-uniform disagreements. Banerjee and Mullainathan
(2010) work in a behavioral context and consider relatively rich and flexible disagree-
ments across goods, providing a relationship between the shape of Engel curves and dis-
agreements.

We apply these ideas to our formulation. Suppose consumption takes place over two
goods, c4 and cp, and normalize prices to unity. Utilities are additively separable, with
h(ca) perceived by both those in and out of power, while g(cp) is perceived only by agents

in power (less extreme assumptions work similarly). The static subproblem of spending

11



across c4 and cp given total spending defines indirect utility functions
Ui(c) = max {h(ca)+g(cp)} and  Uo(c) = h(Calc)), ®)
cpatcp=c

where (¢4(c),¢p(c)) denotes the solution to the maximization. The next result shows that

we can generate any desired U; and U in this way, by appropriate choices of & and g.

Proposition 1. Given U; and Uy satisfying Assumption 1, there exists strictly concave functions
h and g so that (5) holds.

Proof. Appendix A.1. O
Note that Uj(c) = h'(¢4(c)) and Uy(c) = ' (¢a(c))éy(c), implying

Ble) = Eale) = 1—¢5(c),
so that a high marginal propensity to spend on cp increases disagreement, since those out
of power do not value this good. When ¢4 (c¢) is concave, so that the marginal propensity
to spend on ¢4 is decreasing, f(c) is decreasing. In this way, the shape of the Engel curve
dictates the shape of our disagreement index B(c).'?

3 Markov Equilibria

We focus on Markov equilibria with wealth as the state variable. The policy function
for consumption maximizes utility for the agent in power (1), taking as given the value
function for those out of power, W(a), satisfying (2). We provide a more technical and
detailed recursive definition of our equilibrium concept below. We also incorporate a

standard refinement from the literature.

3.1 Regular Equilibria

Our Markov equilibrium concept is defined in terms of the functions (¢é(a), V(a), W(a))

and imposes standard conditions. The following differential equations play a crucial role:
oV (a) = max{Uj (c) + V' (a) (ra —c) + A (W (a) = V (a))}, (6a)
pW (a) = Up (¢ (a)) + W' (a) (ra — ¢ (a)), (6b)

12For example, under hyperbolic discounting, Uy (c) = BU (c), the functions , ¢ in Proposition 1 become
_ c . c
h(ca) = Bl (A) and  g(cp) = (1- Bl ( . ) ,
p 1-p
which implies that ¢4 (¢) = Bcand ég(c) = (1 — B)c, i.e. constant marginal propensities to consume on both
goods.

12



where ¢ (a) denotes the solution to the maximization in (6a), which is equivalent to the
tirst-order condition

Uy (¢(a)) = V'(a), (6c)
for a > a. Equation (6a) is the Hamilton-Jacobi-Bellman equation providing a recursive
representation of the problem of maximizing (1) taking the value function W(a) as given.
The last term takes into account the probability of transitioning out of power with proba-
bility A, at which point the continuation value jumps from V(a) to W(a). Equation (6b) is
a recursive representation of condition (2), which defines W(a) given the policy function
¢(a). Finally, the implied wealth must satisfy

élt =ras — é(at). (7)

For any initial conditions, we require a solution path to this differential equation to exist
and impose appropriate transversality conditions along this path (see below).

The elements of a Markov equilibrium spelled out above are familiar enough and all
that is required when dealing with continuously differentiable V and W and continu-
ous ¢. However, we allow jumps in ¢ and W, as well as points of non-differentiability
in V or W, since there is a priori reason to exclude such non smooth behavior. Indeed,
in some cases jumps naturally arise or are even essential, as in our poverty trap equilib-
ria. Accordingly, we adapt our definition of a Markov equilibrium as a triplet of func-
tions (é(a),V(a), W(a)) with the following properties: (a) V is piecewise continuously
differentiable; (b) at all points of differentiability of V, equations (6a) and (6c) hold and
equation (6b) holds if in addition é(a) # ra; and (c) for any initial value ay > a the dif-
ferential equation 4; = ra; — ¢(a;) admits a path {at},c () that satisfies the asset limit
a; > a and implies that: W(a¢) is continuous for all + > 0, the transversality conditions
lim; oo e~ PTMIV (a4) = 0 and limy ;00 e P'W(a;) = 0 hold, and whenever &(ag) = rag we
also require that W(ap) = [~ e P'Uy(é(ar))ds.

These conditions are relatively straightforward. The only subtle issue worth high-
lighting is the smoothness requirements for V and W. The function V must be every-
where continuous because it represents the value from a continuous-time optimal control
problem with a controllable state (assets 2) and payoffs that are continuous in the control
(consumption c). Discontinuities in W do not induce discontinuities in V because ¢ (hence
@) is unrestricted for all @ > a. Although V' is continuous, by (6a) it inherits kinks at points
where W is discontinuous; at these same points ¢ must be discontinuous.

In contrast, the function W may be discontinuous, because it is not the value from a
smooth optimization. Jumps are severely limited, however. Condition (c) implies that
W(a:) = [ e PE=DUy(é(as))ds so that the value function W must be continuous and
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differentiable along the equilibrium outcome path {”t}te[o,oo)- Condition (b) then implies
that (¢, W) can only jump together to induce @ = ra — é(a) to cross zero. For example, we
may jump from dissaving @ < 0 to saving @ > 0 (a jump that is important for our poverty
trap equilibrium); or we may jump from dissaving 4 < 0 to a steady state 4 = 0 (this kind
of jump occurs in discontinuous dissaving equilibria).!® In this latter type of jump we
must have V(a) = V(a), so jump cannot occur at any point.

Finally, we impose a standard refinement form the literature. When utility is un-
bounded below it is difficult to rule out the possibility that future selves consume an
infinitesimal amount which leads to ever lower continuation values. This in turn may
induce the current self to save more and consume less. This feedback effect could poten-
tially lead to an equilibrium with vanishing consumption and utility that is unbounded
below. We have not been able to construct such an equilibrium, but it is useful to focus

away from this possibility using the following refinement.

Definition 1 (Regular equilibria). A Markov equilibrium is regular if there exists v > 0
such that é(a) > va foralla > a.

Harris and Laibson (2013) impose precisely this refinement and call equilibria not sat-

isfying it ““pathological.” In the same spirit, Bernheim et al. (2015) add the constraint
¢t > vay to the decision maker p1rob1em.14
We are able to show that all Markov equilibria are regular for an important case of

interest.

Lemma 1. If U; is bounded below and satisfies Assumption 2 with ¢ < 1 then all Markov
equilibria are regular.

From now on we limit ourselves to regular Markov equilibria and refer to such an

equilibrium simply as ‘equilibrium’, for short.

3.2 Solution Approach

The system (6) can be thought of as a differential system in (V,W). Equation (6a) can
be solved for V'(a) at any asset a given any pair of values (V(a), W(a)) satisfying (o +

13A symmetric case occurs with savings, jumping from a steady state 4 = 0 to saving @ > 0. We can
rule out, however, a jump from saving @ > 0 to dissaving @ < 0, since such a stable steady state requires
continuity of W and hence ¢.

14Adding a constraint in the decision maker problem is not exactly the same as focusing on equilibria
satisfying these constraints. However, both approaches prevent situations where utility goes to —oo.
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AV (a) —AW(a) — Uy(ra) > 0. Indeed, there are two solutions or roots, one root asso-
ciated with saving ¢(a) < ra and one root associated with dissaving ¢(a) > ra; the roots
coincide if and only if (0 + A)V(a) — AW(a) — U; (ra) = 0 implying é(a) = ra.
Define the values of constant wealth by
V(a) = p_h(ra) + A o(ra) and W(a) = M. (8)
ptA p ptA p P
The value for those not in power, W, is the present value of utility from consuming

ra forever using Uy. For those in power the value V is a weighted average using Uj
and Up. These functions play an important role in our analysis, since the equilibrium
value functions (V, W) must coincide with (V, W) at steady states. Indeed, note that
(p+A)V(a) — AW(a) — Uy(ra) = 0 whenever (V,W) = (V,W), so that é(a) = ra is the
unique root.

Our method for characterizing equilibria is to construct solutions to the differential
system (6) by attacking these equations directly. Thus, we do not appeal to general exis-
tence or uniqueness results for the system (6). Indeed, we are unaware of any off-the-shelf
results of this form for such equations for finite A.1>/10

One technical challenge is that the differential system (6) features a singularity at
steady states. As a result, we cannot apply standard existence theorems for regular
ODEs.'7 Thus, we must provide our own existence result. The following lemma proves
the existence around singular points when 8 < B, which will turn out to be the relevant

case.

Lemma 2. Suppose B(rag) < B. Then the differential system (6) with initial condition

(V(ao), W(ao)) = (V(ao), W(ao))

admits a solution over the interval [ag, ag + w)] for some w > 0, with (i) V (a) > V (a) fora > ap;

15This may seem surprising at first. After all, (6a) is a Hamilton-Jacobi-Bellman for V given W, and for
which various existence results may apply (at least for a regular enough class of W functions). However,
the main difficulty is not with solving (6a) for V given W. The problem lies in solving the system (6) jointly
for both V and W (a fixed point). In particular, (6b) is reminiscent of a Hamilton-Jacobi-Bellman equation,
but it is not since é(a) does not maximize the right hand side (6b), it instead maximizes (6a).

1®Harris and Laibson (2013) apply general existence results, using viscosity theory, in the hyperbolic
instantaneous-gratification limitas A — oo. They show that, under some conditions, (6) is then equivalent to
the condition for the value function of a time-consistent consumer with modified utility, implying existence
and uniqueness.

7First, the differential system (6) seen as an ODE is not Lipschitz continuous around steady states.
Second and more seriously, W’ () is not even determined at steady state points. When we rewrite system (6)
as a differential algebraic equation (DAE), the steady states correspond to critical singular points. However,
the DAE at this point does not satisfy the sufficient conditions provided in the literature, for example in
Rabier and Rheinboldt (2002), for the existence and uniqueness of solutions around singular points of DAEs,
except for the case A = 0.
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and (ii) ¢ (a) > ra for a > ag, lim,,, ¢(a) = rag and lim, |, ¢'(a) = 0.
Proof. Appendix C. O

Fortunately, with this lemma in hand, our constructive method is relatively straight-
forward and also provides an immediate characterization. We construct equilibria by
solving the ODEs starting at the bottom and working up, when dissaving; or by starting
at the top and working down, with saving; or by combining these procedures. In more
detail, the construction involves the following: (i) imposing boundary conditions that
serve as initial conditions; (ii) solving the ODEs with a saving or dissaving root over an
interval of wealth; (iii) decide whether to engineer a jump in W. The great advantage of
this approach is that (ii) is local in nature. Also, (iii) is aided by the fact that V must be
continuous. Finally, the boundary conditions required for (i) are naturally supplied at the
asset limit or at high enough level of wealth, appealing to Assumption 2.

3.3 Recovery of Power

We now justify our focus on a situation where agents do not return to power. Consider
a situation where power can be recovered at Poisson rate A, > 0. The differential system

(6) becomes
pV (a) = max{U (c) + V' (a) (ra —c) + A (W (a) = V (a))},
pW (a) = Up (¢ (a)) + W' (a) (ra — ¢ (a)) + Ar (V (a) — W (a)).

The last term in the second equation captures the value from returning to power. Al-
though this creates a difference with system 6, our next result establishes that the two
settings are observationally equivalent.

Proposition 2. Consider an economy with utilities and Poisson rates (Uy, Uy, A, A,) with pos-
itive recovery probability A, > 0. Equilibria for this economy coincide with equilibria for an
economy with utilities and Poisson rates (Uy, Uy, A, 0) with no possible recovery of power, where
A=A+ A and Uy (c) = ﬁl]g (c) + ﬁul (¢).

Proof. The pair (V, W) satisfies the differential system with power recovery above for
(Uy, Up, A, Ay) if and only if the pair (V, W) with W = 5 j‘ArW + Af}\r V satisfies the dif-
ferential system without power recovery (6a)-(6b) for (Uy, Uy, A,0) with A = A + A, and
Uo (c) = 535 Uo (c) + 35U (o). O

Intuitively, the possibility of recovering power makes an agent more invested in con-

sumption after being ousted from power, which is similar to placing a higher value on
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consumption while out of power. In a political economy setting, Amador (2002) and Azz-
imonti (2011) assume that there are no benefits from consuming out of power, Uy = 0.
Then with A, = 0 there is no time-inconsistency problem, only greater discounting,
at rate p + A > p. Thus, they assume that the agent returns to power with positive
probability, A, > 0. Proposition 2 shows that this is equivalent to a model without re-
covery of power but with a positive utility for those out of power: Uy = BU; where
B=A/(A+A,) € (0,1),i.e. ahyperbolic model.

3.4 Generalized Euler Equation

To economize on space we omit the calculations, but we have shown that

d

T . .
giti(er) = (o —r)i(er) + A /0 e~ Jo AT 0y ) (1= Blers))E (ars)ds

+ /\e_foT* (p+)x—r+5’(ﬂt+z))dzu{ (raT*) (1 — IB(raT*)) ,

where T* denotes the moment wealth reaches a steady state, i.e. é(ar+) = rars; if T* = oo
the last term is zero. This is an adaptation of the Generalized Euler equation, derived by
Harris and Laibson (2001) in the context of the discrete-time quasi-hyperbolic model, to
our continuous-time model. When A = 0 or B(c) = 1 this reduces to the standard Euler
equation. However, when A > 0, B(c) < 1 and ¢(a) > 0 the second and third terms on
the right side are positive, acting in the same direction as higher p.

4 Dissaving and Saving

In this section we construct and characterize equilibria focusing on situations where the
disagreement index B(c) is relatively stable, implying global savings or dissavings.
When r < p a time-consistent agent (A = 0 or f(c) = 1) dissaves and time incon-
sistency (i.e. A > 0 and B(c) < 1) only reinforces this conclusion. When r > p a time
consistent agent saves, but time inconsistency may overturn this conclusion. What turns

out to be crucial is the value of our local disagreement index B(c) relative to a cutoff

defined by
p=P(1_T=P
p=" (1 T ) . 9)

Note that 8 < 1 if and only if » > p. Moreover, whenever 3 > 0 then j is decreasing in r

and increasing in p, and increasing (decreasing) in A if r > p (if r < p).
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We will show that when B(c) < B the agent dissaves and when B(c) > B the agent
saves. To anticipate this key role played by B relative to j it is useful to cover some
special cases. We first state a very simple result showing that in the borderline case g = 3

an equilibrium exists with zero savings.

Theorem 1 (Zero Savings). Assume that B(c) = f forall ¢ > ra. Then, (V,W) = (V, W) and
¢(a) = rais an equilibrium.

Proof. Appendix D. O

Next we present a result on linear equilibria for the hyperbolic case that extends the
characterization offered already in Harris and Laibson (2013, Appendix F). The result

requires no asset limit and power utility functions.

Theorem 2 (Linear Equilibria). Suppose

Blo)=p<1,  Ulc)

Then if (1 — o)r < p there exists a unique linear equilibrium ¢(a) = pa with saving P < r when
B > B and dissaving > r when B < B. When B > B the result holds even if a > 0.

- 1
C1-0

¢l and a=0.

Proof. Appendix D. O

These linear equilibria are similar to the well-known linear equilibria employed in
discrete-time quasi-hyperbolic settings, such as Phelps and Pollak (1968), Laibson (1996)
and others. An important difference is that Theorem 2 states that in continuous time linear
equilibria are always unique, echoing Harris and Laibson (2013, Appendix F). Crucially,
we show that the sign of the saving rate ¢ — r depends on f versus . When the interest
rate is low enough or disagreements are high enough, 8 < j, the agent dissaves. When
the interest rate is high enough or disagreements are low enough, 8 > j, the agent saves.

The linear equilibrium breaks down if B(c) is not constant, if utility functions are not
power functions, or in the presence of a non-trivial borrowing constraint. Although linear
equilibria are special, the condition for savings and dissavings turn out to hinge on j

versus 3 more generally.

4.1 Dissaving

Our first result constructs an equilibrium with dissaving, when B(c) < B. Indeed, we
show that all equilibria must have this property.
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Theorem 3 (Dissaving). Suppose Assumptions 1 and 2 hold and B(c) < P for all ¢ > ra.
Then there exists an equilibrium with dissavings, ¢(a) > ra for a > a, and V(a) > V(a) in
a neighborhood of a steady state. Moreover, all equilibria satisfy these properties. If in addition
Assumption 3 holds then there is at most one continuous equilibrium and this equilibrium features

strict dissavings, ¢(a) > ra forall a > a.
Proof. Appendix E. O

When r < p dissaving is guaranteed, even in a time consistent situation. When
r > p dissaving occurs if the time-inconsistency problem created by disagreements is
sufficiently strong, so that 8 < 8. Whenever 3 > 0 then § is decreasing in r and increas-
ing in p and A (given r > p). Thus, lower r, higher p, higher A and lower g all promote
dissaving.

Our constructive proof solves the differential system (6) starting at a with initial con-
ditions V(a) = V(a) and W(a) = W(a), employing Lemma 2. We move up using the root
for V'(a) associated with dissaving. There are two possibilities. First, in some cases the
solution may be continued indefinitely as a — oo, providing a continuous equilibrium;
Assumption 3 then ensures that there is only one such solution. Alternatively, the solu-
tion to the differential system may reach a point where ¢(a) = ra and V(a) < V(a). Past
this point there is no root associated with dissaving. An equilibrium must then involve
ajump in W and ¢ at the asset point where V crosses V from above. The system is then
restarted at this point, by setting (V, W) = (V, W) again and continuing as before. Note
that in this construction jumps only occur at steady states.

As this discussion makes clear, both continuous and discontinuous equilibria are pos-
sible and they may even coexist in some cases. We postpone a more detailed discussion
regarding these possibilities until Section 7, where we provide sufficient conditions for
the existence of continuous equilibria.

The existence portion of Theorem 3 only requires Assumption 1 and B(c) < . As-
sumption 2 is invoked to prove that all equilibria have the same property; this leverages
our tight characterization of the hyperbolic case contained in Section 4.3. Assumption 3
is used to provide a unique local solution immediately above 4, which then implies that

there is at most one continuous equilibrium.

Commitment Devices. Time inconsistency problems generally create a demand for com-
mitment devices. In our setting, a simple form of commitment can be captured by raising
the asset limit. This amounts to removing liquidity from the hands of those in power.

Amador et al. (2006) argue that such minimum savings policies are optimal within a re-
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lated class of models. Here we simply explore whether they would be adopted by those
in power. The most extreme form of such a commitment device sets the new asset limit at
the present asset level, effectively imposing a budget balance rule to hold assets constant.
Such a commitment is desirable to those in power if V(a) < V(a).

Is such a commitment device desirable for the agents in power in our model? Theorem
3 shows that V(a) > V(a) near steady states. Moreover, the proof shows that there always
exists an equilibrium (possibly discontinuous) with the property that V(a) > V(a) for all
a > a. Thus, when this inequality holds, the agent in power never willingly ties himself
to the mast, so to speak, to adopt a budget balance commitment. This is not obvious,
since by adopting a commitment device today the agent trades off lower consumption
today with greater commitment in the future. Although our model has this somewhat
surprising feature, that an equilibrium with this property always exists, in some cases a
continuous equilibrium exists and features V(a) < V(a) for large enough assets. In such
cases, the agent in power would like to commit to a balanced budget rule immediately to
raise utility to V(a). We conclude that immediate commitment to a balanced budget may
arise in some cases, but only when wealth is sufficiently high.

Even if V(a) > V(a), so that the current decision maker would not impose upon itself
a budget balance rule, whenever r > p one can show that W(a) < W(a) away from
steady states. This implies that agents out of power would like to bind those in power to
a budget balance rule to hold assets constant.!® Equivalently, the agent in power would
like to commit its successors to such a rule. There are two ways the agent in power can
achieve something similar. First, it may commit to a budget-balance rule that only comes
into effect in the future, after a grace period. Second, it may commit immediately to an
asset limit that is below the current asset level, so that this constraint binds in the future
but not immediately.

4.2 Saving

We now consider the opposite case, where disagreement is low enough and g > 8. We
show that this ensures positive savings. Indeed, we establish that there is a unique equi-

librium.

Theorem 4 (Saving). Suppose that B(¢) > B and that Assumption 1 and 2 hold. Then there
exists a unique equilibrium for all a > a for some 4 € [0, £).

Indeed, there exists a > < and a unique consumption function é(a) fora > 4 with the property
that ¢ is the unique equilibrium for any a > 4 and é(a) = a for a > a, with  given by Theorem

8When r < p then W > W is possible since some dissaving is desirable even for a time-consistent agent.
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2. The equilibrium features strict savings ¢(a) < ra and ¢'(a) > 0 for a > a. Finally, if B(c) is

)
weakly increasing then either & = 0 or B(ra) < B.
Proof. Appendix F. O

Just as with Theorem 3, the proof of this result is constructive and works by solving
the differential system (6). We start the differential system at 2 with initial conditions for
(V(a),W(a)) provided by the linear solution described in Theorem 2. Assumption 2 en-
sures that this is a valid boundary condition. We then solve downwards using the higher
root for V' (a), which is associated with positive savings. Positive savings imply that a
will be reached from below, justifying its use as a boundary condition for the differential
system. This construction comes to a stop when we reach zero or reach a point 4 where
¢(a) = rd; in this latter case we actually show that (V (), W(a)) = (V(a), W(a)). By lever-
aging the hyperbolic results in Section 4.3, we show that this construction is the unique
equilibrium.

The last statement in the theorem implies that if B(c) is increasing and always above
B then & = 0. This leaves open the possibility that if 8(c) is decreasing but always above
B then @ > 0. We have been unable to develop such an example, but conjecture it may be
possible. Intuitively, wealth accumulation may be discouraged if disagreements rise with

spending, i.e. B(c) decreasing.!’

4.3 Hyperbolic Discounting with Power Utility

This subsection explores the hyperbolic discounting case B(c) = B with power utility:

Ui(c) =u(c) and  Up(c) = Bu(c),

1 .
u(c) = T o¢ 7.
The differential system (6) can then be written as
pV(a) = u(é(a)) +u'(é(a)) (ra—é(a)) + A (W(a) — V(a)), (10a)
W(a) = Bu (&(a)) + W'(a) (ra — &(a)), (10b)
V’( ) =u'(¢(a)). (10¢)

In accordance with our general approach, one can use equation (10a) to solve for ¢é(a)
at any asset a given any pair of values (V(a), W(a)) at this asset level satisfying (p +

PIf 4 > 0and a < 4 then equilibria can be constructed by restarting the system, analogously to the
construction in Theorem 3, to continue the solution for 2 < 4. Theorem 8 actually involves a similar con-
struction: solving for an interval where saving takes place to the left of a steady state under the condition
that g > B.
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A)V(a) — AW(a) — u(ra) > 0. Equation (10a) has one root satisfying é(a) < ra and one
root satisfying ¢(a) > ra; the roots coincide if and only if (0 +A)V(a) —AW(a) —u (ra) =
0. Selecting a root for é(a) and plugging it into equations (10b)—(10c) gives a differential
system in V and W. One can solve for (V, W), then back out the implied ¢.

However, an equivalent way to proceed, which turns out to be particularly useful in
this hyperbolic context, is to change variables and solve for (¢, W), backing out V when

needed. Indeed, differentiating the last equation and using the first equation gives

0 = iy ga ey (0 A~ e ABEIEENE ) e
W/(a) = +—gres (pW(a) = pu (é(a)) (11b)

Given a solution to (11) for ¢ and W one can back out V using equation (10a).
Next we exploit homogeneity to transform this non-autonomous differential system

(11) into an autonomous one. Define the functions (¢, w, v) by
é(a) = ac(x),

W(a) =al™"

V(a)

w(x)

at~(x)

where x = loga. Define the constants 3, @ analogously by V(a) = a'~70 and W(a) =
a'~%®. Here c represents the consumption rate and r — ¢ represents the savings rate.
Homogeneity has been widely exploited in the literature to study linear equilibria, when
¢, w and v are constant. In contrast, we allow the functions (c, w, v) to be non constant, so
our renormalization is simply a change of variables: any (¢, W, V') can be represented by
(¢, w,v) and vice versa.
Rewriting system (11) in terms of (¢, w) one observes that assets a drops out and we
obtain the autonomous system
¢(x) = Ac(x) (pw(x) — Bu(c(x)) / 1 fﬁ) —c(x), (12a)
o (r—c(x)) r—c(x)  w(e(x)) p
pw(x) — Bu(c(x)) _ (1 _ (T)w(x). (12b)

r—c(x)

w'(x) =

Likewise condition (10a) gives v as a function of (c, w),

1 /
v(x) = Py 5 (ule(x)) + 1 (c(x)) (r — c(x)) — Aw(x)), (12¢)

The differential system (12) can be used to sharply characterize equilibria. Just as with

the original system, there is a singularity at ¢ = r that requires some care. However,

because of the reduced dimension of the system we are able to prove the uniqueness of a
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Figure 1: Phase diagrams for § < B and r > p. The equilibrium path shown in green
tfeatures dissavings. The left panel displays a case with a continuous equilibrium. In the
right panel no continuous equilibrium exists. A discontinuous equilibrium exists in both
cases, starting at (¢, w) = (r, @) and resetting when reaching point A.

solution when B < f in the neighborhood of ¢ = r despite the singularity. Moreover, the
autonomous system is more tractable and its dynamics can be grasped graphically, as we
now demonstrate. Taken together our results will provide a complete characterization of
equilibria in hyperbolic models. Current results provide existence of equilibria in some

cases, but do not fully characterize the set of Markov equilibria.

The case with 3 < . For this case we show that all regular equilibria involve dissaving.
We are also able to provide a complete and simple characterization. Figure 1 depicts two
phase diagrams (both for the case with r > p; the case with r < p is similar). The loci
where ¢ = 0 and @w = 0 are shown in solid blue; the dashed line shows the loci where
v =70, which peaks at (c,w) = (r, @). This point turns out to be critical in our construction,
serving as a boundary condition at 4 = a. There is a steady state withc > rand w < @
corresponding to the linear equilibrium with no asset limit, a = 0, from Theorem 2. There
are no other steady states. The system is singular atc = 7, so (¢, w) = (r, @) is not a steady
state despite the apparent intersection of the loci for ¢ = 0 and @ = 0.

The green path in the left panel represents the unique continuous equilibrium. Start-
ing from the asset limit @ = a with initial conditions (¢, w) = (r, @) this path is the unique
solution to the differential system and spans all @ > a. The right panel depicts a situa-
tion where no continuous equilibrium exists. The key difference is that the path leaving
(c,w) = (r, @) reaches ¢ = r with w < W at some finite asset level 2 > a. This is incom-
patible with an equilibrium. A discontinuous equilibrium can be constructed by starting

at (c,w) = (r, @), following the path to point A where v = 7, and then restarting at (r, @),
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and repeating this indefinitely. Similar arguments imply that a discontinuous equilibria
exists in the left panel, in addition to the continuous equilibrium.

In both panels, there are no other equilibrium paths. If ¢ < r the dynamical system
either leads to ¢ — 0 with w diverging, which is incompatible with the regular equilib-
rium refinement, or else it reaches ¢ = r with w > @ at some finite asset level, which is
incompatible with a steady state, which requires w = @. Since ¢ > r in the neighborhood
of a, an equilibrium requires w = @, v = 7, and, thus, c = r. Despite the singularity, we
prove that there is a unique solution starting from this point.?

These results are summarized in the next theorem.

Theorem 5. Consider the hyperbolic case, with B(c) = B and Uy(c) = u(c) = L=c17,

Suppose B < B and assume a > 0. Then equilibria exist and must involve dissaving. More
specifically,

(a) there exists a unique solution (c,w) to the autonomous differential system (12) (with as-
sociated v) with initial condition ¢(0) = r, w(0) = @. This solution can be defined over the
interval (0,%) with ¢(x) > r for x € (0,%) and either X = oo or limy_zc(x) = r. Let
X ={x € (0,%) | v(x) = 7}, let x = inf X with the convention that x = oo if X is empty
(which requires ¥ = o). Finally, x > 0 and v(x) > @ forall x € (0, x).

(b) the consumption function é(a) forms an equilibrium if and only if

é(a) = ac(loga —loga,)  Va € [an, ay+1)

with ag = a and for eachn = 1,2,... (i) if X < oo then log(azil) € X, or (ii) if ¥ = oo then
an

an-1

either log(-2-) € X or a, = oo.

Proof. Appendix G. L

According to this theorem the set of regular equilibria is limited to paths generated by
the unique solution to our autonomous differential system (12). Moreover, properties of
this unique solution reveal important properties of the equilibria set. A few implications
follow immediately. First, for an interval around the asset limit, given by [a, ae*), the
consumption function must be continuous and coincide across all equilibria. Second,
there is at most one continuous regular equilibrium, which exists if and only if ¥ = cc.
Third, discontinuous equilibria exists if and only if X is nonempty. Jumps occur at steady
state asset levels and they restart the normalized consumption function.

20To simplify the exposition in the text we ignored jumps in (c, w) except for those used in the right panel
of Figure 1. Our equilibrium definition allows for jumps in ¢(a) and w(a) anywhere, as long as v(a) remains
continuous and r — c(a) switching signs. The complete proof in Appendix G takes all possible jumps into
account. However, they do not end up affecting the set of equilibria.
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Equilibria in our continuous-time hyperbolic model are relatively well behaved, es-
pecially compared to their counterparts in the discrete-time quasi-hyperbolic model. Al-
though, no complete characterization of equilibria has been offered in the literature, the
equilibrium must be discontinuous, including jumps outside steady states (Chatterjee and
Eyigungor, 2015), in addition to jumps at steady states. In contrast, in our continuous-
time model, a continuous and differentiable equilibrium is possible here and equilibria
are always piecewise differentiable. In this sense, jumps are minimized by formulating
the model in continuous time. Section 7 provides sufficient conditions to ensure the ex-
istence of continuous equilibria in the more general model; providing conditions for the
hyperbolic model as a special case.

We also note that the equilibrium may be unique. This may occur for a continuous
equilibrium, if ¥ = co and X is empty, which is necessarily true for B near 1, or for A near 0.
The unique equilibrium may also be discontinuous equilibrium, if ¥ < co and X contains
a single point. Multiple equilibria are also possible, if X has more than one element or
if ¥ = oo and X is non-empty. When this is the case there exists a countable number of
equilibria, determined by the choice in positioning jumps. Numerically, however, we find
that a more typical configuration has X empty or X containing a single point.

This theorem requires a strictly positive asset limit, 2 > 0, however similar construc-
tions work when a = 0. As is well known, when a = 0 there exists a linear equilibrium
with a constant dissaving rate. However, we argue that this is not necessarily the unique
equilibrium. Indeed, whenever X is non-empty there exists a continuum of equilibria.
For any a¢ € [1,¢*) use a two-sided periodic construction similar to that in Theorem 5, so
that

¢(a) = ac(loga —loga,)  Va € [an, ay+1)
forn = ...,-2,1,0,1,2,... and log(a';—:l) = x. Since this equilibrium is indexed by
the arbitrary steady state ag there is a continuum of such equilibria. These equilibria are
discontinuous, but for some parameters there exists a continuum of continuous equilibria.
These equilibria feature cyclical patterns for the consumption rate.?! For all these reasons,
the degree of multiplicity of equilibria is greater when 4 = 0 than when a > 0. We
conclude that imposing a positive asset limit, rather than opening the door to multiple

21This occurs when the dynamical system features a limit cycle around the interior steady state. In these
cases the limit cycle and any other path inside the limit cycle serves as a possible equilibrium, starting at
any asset limit 2y and solving backwards and forwards along the path. Thus, each arc provides a continuum
of solutions and there are a continuum of arcs.

A limit cycle occurs for a wide set of parameters. Indeed, by the Hopf Bifurcation Theorem a limit cycle is
guaranteed to exist in a neighborhood of the parameter space where the interior steady state switches from
being locally stable to locally unstable, with complex eigenvalues. Numerically we find that such cycles are
supercritical, i.e. unstable in the direction of increasing assets.
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Figure 2: Phase diagrams for § € (8, f) B). The unique equilibrium features savings at a
constant savings rate, denoted by point A.

equilibria, contributes to restricting the set of equilibria.

The case with 3 > B. For this case we show that a single equilibrium exists. Figure 2
depicts the phase diagram. The unique equilibrium is the steady state labeled A, corre-
sponding to the linear equilibrium with a constant consumption rate. As shown in the
figure, there is a stable arm path from the neighborhood of this steady state to ¢ = r and
w = w; we discuss this path below. For now, note that starting from any other point with
c < rleads to either ¢ — 0 or hitting ¢ = r and w > @ at some finite asset level. Both are
incompatible with an equilibrium.

Turning to paths with ¢ > r, note that the lowest asset level featuring dissavings re-
quires (c,w) = (r,@) to be compatible with a steady state. Unlike the case with 8 < j,
starting from this point either there are no solutions or there are a continuum of solu-
tions.?> In the latter case all paths eventually hit ¢ = r with w < @ at a finite asset
level. These paths are incompatible with an equilibrium since they enter the ¢ < r region
(outside the stable arm path).

Finally, we discuss the stable arm path with ¢ < r converging to (c,w) = (r,@).
Starting anywhere on this stable arm, the path reaches ¢ = r at some finite asset level.
The path continues into the ¢ > r region, but all such paths reach ¢ = r and w < @ at
some finite asset level and, thus, are incompatible with an equilibrium.

We conclude that the interior steady state is the unique equilibrium. This characteri-

zation holds both for a > 0 and a = 0. These results are summarized in the next theorem.

2When B > % B the loci for ¢ = 0 slopes upward at ¢ = r and there are no solutions starting from
(c,w) = (r, ).
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Theorem 6. Consider the hyperbolic case, with B(c) = B and Uy(c) = u(c) = L-c'77,
Suppose B > B and a > 0. Then there exists a unique equilibrium. The consumption function is

linear with strictly positive savings: ¢(a) = paand P < r.
Proof. Appendix G. O

The existing literature has noted and used the existence of the linear equilibrium with
positive savings. However, whether other equilibria exist has remained an open ques-
tion. Our result settles this elusive question for the continuous-time hyperbolic setting.
The analysis relies on the properties of our differential system (12), which has not been
previously studied. In particular, the result rests on the instability of the steady state,
which is not an obvious property. If, instead, the interior steady state had paths converg-
ing towards it, then all such paths would constitute a regular equilibrium when a > 0.
Indeed, when B < f and a = 0 the steady state with dissaving ¢ > r may be locally stable
or unstable and a continuum of equilibria exist in some cases (see discussion above). By
symmetry, the same would be true for f > J for the dissaving steady state ¢ < r if we
considered B > 1. Thus, uniqueness subtly depends on B < 1 and is not inherent to
time-inconsistency models.

Finally, consider momentarily a variant of the saving game which incorporates an
ad hoc finite asset limit: we add the constraint a4 € [a,d] on the decision maker. One
can then show that the unique equilibrium lies on the stable path emanating from the
interior steady state and leading to (r,@). The initial point (c(a),w(a)) is determined
by the requirement that at the end point (c(a), w(a)) = (r,@). As the ad hoc bound a
is increased, then (c(a), w(a)) gets closer to the interior steady state and as & — co then
(c(a), w(a)) must converge to the steady state. Interestingly, these conclusions hold for
Markov equilibria without the regularity refinement. We conclude that the game with an
ad hoc upper asset limit converges to the unique equilibrium of the game without any
asset limit. Indeed, taking a limit of games with 2 — oo provides an alternative to the

introduction of the regularity refinement.

Local Indeterminacy. The paths going through (r, @) in Figure 2 are worth further dis-
cussion, since they are the continuous-time analogs of the construction in Krusell and
Smith (2003). For any arbitrary a* > a we canset (c(a*), w(a*)) = (r,@) and let (c(a), w(a))
be given locally by any of the paths solving the differential system. The asset level a* is
then a stable steady state. Since a* was arbitrary this delivers a form of indeterminacy.
Indeed, since there are many paths to the right side leaving (r, @) there is a further di-

mension of indeterminacy. These constructions satisfies all the local requirements for an

27



equilibrium. However, we already know that, as a corollary to Theorem 6, they cannot be
part of a global equilibrium. Indeed, the next proposition shows that these constructions

cannot even be extended past some finite interval.?3

Proposition 3. Consider the hyperbolic case, with B(c) = B and Uy(c) = u(c) = =c' 7.
Suppose B € (B,,Bf)) and any a > 0.

For any a* > a there exists a continuum of local solutions to the differential system (6); each
solution (¢,V,W) is defined over a maximal interval [a,d] that is bounded, a < oo, with the
property that the dynamics for wealth are contained within this interval (i.e. it is self-referential).
Moreover, for each solution, a* is the unique and stable steady state within the interval [a,a]:
é(a*) =ra*, é(a) <raforac |a,a*)andé(a) > rafora € (a*,al.

These local constructions are not part of an equilibrium. Indeed, there is no equilibrium with
an interior steady state.

Proof. Appendix G. O

The fact that local solutions that propose an interior and stable steady state cannot
be part of an equilibrium, the very last statement in the proposition, is a direct corollary
of Theorem 6, which rules out dissaving at any asset level. (We thus employ the term
"local solution” or local construct’ to emphasize the distinction with an equilibrium.)
The proposition shows that a continuum of local solutions can be defined, each over a
bounded interval containing an interior and stable steady state. Moreover, this interval
is self referential, in the sense that the dynamics for wealth pointing “inward”, towards
the steady state. However, the proposition also states that none of these solutions can be
extended in the same way to cover a wider interval. These results are not corollaries of
Theorem 6.

2In both the discrete- and continuous-time model there are two dimensions of indeterminacy. First, and
most fundamentally, there are a continuum of steady states. Second, in discrete time, given a steady state
level, Krusell and Smith (2003) provide a continuum of constructions in the neighborhood to the left of the
steady state, but a single construction in the neighborhood to the right of the steady state. In continuous
time our results actually indicate that there is no indeterminacy to the left. This can be easily reconciled
with the aforementioned indeterminacy in discrete time. For a given steady state a*, one can show that all
the paths {a;} in Krusell and Smith (2003) solve the same difference equation a;,1 = h(a;), for a unique and
continuous function h; this implies a; = h(ag) for t = 0,1, ... Each path satisfying this difference equation is
sustained by a policy function defined as a step function with jumps placed along the path {a;} (i.e. for any
x < x* in the neighborhood of x*, the policy function is defined as g(a) = hf(x) for alla € [h'~!(x), hf(x))
fort = 0,1,...). Thus, although there are many policy functions, one for each initial condition, all of them
are generated by the same function k. Moreover, the natural limit in continuous time of such a construction
cannot be expected to feature jumps or indeterminacy.
For our continuous time model, we find a continuum of local solutions to the right that has not been
reported in a discrete time setting. We conjecture, however, that this indeterminacy to the right of the
steady state is also present in the discrete-time setting.
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In greater detail, the extension fails as follows. To the left of the steady state a* the path
is unique and actually can be defined for all a € [a,a*); indeed, even if 2 = 0. However,
to the right of the steady state there exists a continuum of solutions starting from (7, @)
but all of these paths reach ¢ = r and w < @ at some finite asset level 2 > a* (the figure
illustrates the outermost of these paths). Such solutions over the finite range [a, 4] can
only be interpreted as an equilibrium if we now modify the saving game to incorporate
a constraint on saving choices of agents, forcing them to keep wealth within the interval
la,a]. Formally, one must change the problem faced by the agent in power, adding this
ad hoc constraint. Then, since the interval is self referential, these new constraints on the
agent’s optimization problem turn out not to bind. With the game modified this way, the
local solution becomes an equilibrium. Needless to say, ad hoc constraints of this kind are
unnatural and nonstandard in the literature, making this interpretation impractical.

As discussed already, any of these paths are incompatible with an equilibrium in the
sense that if one attempted to extend them indefinitely, for all 4 > 3, then they would
violate some equilibrium condition. However, what happens if we attempt to extend the
local solution over a larger, but bounded, interval?

The answer is that none of these paths can be extended anywhere past a. At this point
one can show that the agent in power is actually indifferent between following the pre-
scribed path with dissavings versus holding assets constant while in power (of course,
doing so is not an equilibrium, since it would require w = @ but we have w < @). More
intuitively, this signals that although dissaving by future selves may make the current self
dissave, a strategic complementarity, it cannot do so indefinitely. At some high enough
asset level the current self will prefer to hold wealth constant or actually save, even if
tuture selves plan to dissave. The problem, it turns out, is that if the agent strictly prefers
to save, the equilibrium will unravel.

More formally, past 2 the path enters the ¢ < r region. If we attempt to define the
solution using this path over some bounded interval [g, 4] with @ > 4 but close 4, then the
solution will satisfy the differential system (6). However, this construct will no longer be
self-referential: the dynamics for wealth now point “outward”: at a = a the agent wishes
to strictly save. The solution over such an interval then lacks any economic interpreta-

tion.2425

24This is not to say that a self-referential solution does not exist, just that it cannot be the extension of the
original construct. Indeed, we can show that for any bounded interval a solution with saving exists, with
wealth converging to the upper bound and then remaining there. This solution has the interpretation of
being an equilibrium with an ad hoc bound on assets that binds.

BKrusell and Smith (2003) considers weakly concave saving technologies. The standard case in the
hyperbolic discounting literature assumes that the decision maker faces a given market rate of interest, as
we have assumed here, which is equivalent to a linear savings technology. Our discussion, showing that
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5 Non-Uniform Disagreement

We now turn to situations where disagreement varies sufficiently so that B(c) lies on both
sides of j3, preventing the conditions for global saving or dissaving. We focus on two
polar cases. In the first case, disagreements decrease with spending. We show how this
creates conditions for a poverty trap: dissaving at lower wealth levels coexisting with
positive savings at high wealth levels. In the second case, disagreements increase with
spending. We show that this creates conditions for convergence of wealth to an interior

steady state.

5.1 Decreasing Disagreement: Poverty Traps

We start with the case where f(c) is increasing and lies on both sides of 3. Note that,

given Assumption 1, this requires r > p.
Assumption 4. The disagreement index B(c) is nonconstant, weakly increasing and crosses .

On the one hand, since B(c) > B for high ¢, Theorem 4 suggests an equilibrium with
savings as long as the asset limit is high enough, so that 2 > 4. On the other hand, since
B(c) < B for all ¢ < ra, dissaving seems like a natural outcome for lower wealth levels,
as in Theorem 3. This suggests the possibility of a poverty trap, with saving above a
cutoff and dissaving below this same cutoff. When wealth is low, consumption is low, so
disagreements are high; this leads to dissaving which perpetuates the time-inconsistency
problem. When wealth is high, consumption is high, so disagreements are low. This leads
to saving and the time-inconsistency problem is partly overcome. Indeed, an additional
incentive to save is the anticipation of reaching wealth levels where disagreements are
low and time-inconsistency problems are partly overcome.

The next result formalizes these ideas by combining the constructions underlying The-
orems 3 and 4. The cutoff must be set at a point where the agent in power is indifferent

between following the saving path versus the dissaving path.

Theorem 7 (Poverty Trap). Suppose Assumptions 1, 2, and 4 hold. Then there exists a equi-
librium with strict savings for a > a* and dissaving for a < a* for some cutoff a* < oo, i.e.

¢(a) < rafora > a*and é(a) > rafora < a*. Moreover, all equilibria share these properties.

Proof. Appendix H. O

the analog of their local construction cannot be extended globally, is limited to this linear case. We have
verified numerically that global indeterminacy is possible with sufficiently concave savings technologies.
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Figure 3: Equilibrium consumption functions ¢é(ra) versus ra for three different interest
rates. The left panel shows a low interest rate implying dissavings. The center panel
shows an intermediate interest rate implying a poverty trap. The right panel shows a
high interest rate leading to savings.

This result still leaves open the possibility that a* = a, so that there is no region with
dissaving. Intuitively, this may occur if the incentives to save are very great, e.g. the
region over which B(c) < B is small, 8 — B(c) is small, or both. The next result provides
sufficient conditions for a* to be interior.

Proposition 4. Suppose Assumptions 1, 2, and 4 hold. Then there exists 7 > r > panda > 0
such that for all v € (r,7) the cutoff a* defined in Theorem 7 is interior: a < a* < oo.

Proof. Appendix H. O

This result requires a low enough interest rate, but high enough to induce savings at
the top, to make the benefit from saving relatively small and, thus, ensure dissavings at
the bottom. Indeed, r is set to that when r = r then B(¢) = B = B, which ensures that
savings is an equilibrium at the top. Then 7 is set close enough to r to ensure that the
utility value from saving is not too high, so that V is close to V. This then implies that
dissavings dominates savings at low wealth levels, since dissaving gives V > V for a
near 4.

Example 1. We now illustrate the possibility of savings, dissavings and poverty traps. Let
the utility for the agent in power be
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for & > 0 and let the disagreement be

{ B(tx (%)7+1—u¢> ifc<g,
ple) = - oo

B ifc >c.
with a, B < 1and 7 > 0. Under this specification B(c) is increasing for ¢ < ¢ and constant
for ¢ > ¢; the implied Uy is concave as long as ya < . We use the following parameters:
p=0050=%1pB=1La=32y=21=005c=5anda=17.

Figure 3 depicts the consumption policy functions é(a) (solid line) against ra (dotted
line) for three values for the interest rate. The left panel sets ¥ = 0.05, the center panel
sets ¥ = 0.55 and the right panel r = 0.56. In the left panel B(c) < B so that Theorem
3 applies and ¢é(a) > ra so the agent dissaves and wealth declines 4 < 0, reaching a
in finite time. In the right panel B(c) > J so that Theorem 4 applies and é(a) < ra
so the agent is saving and wealth rises without bound, @ > 0 and a; — co. For high
enough wealth the consumption function coincides with the linear equilibrium provided
by Theorem 2 providing the boundary condition for our construction. The center panel
illustrates Theorem 7 and shows that a poverty trap emerges with ¢ (a) > ra fora < a*
and ¢ (a) < ra fora > a*, where a* ~ 18.37.

Comparative Statics on Poverty Traps. We now discuss a few interesting comparative
statics. First, suppose we lower the asset limit. This may be due to better access to credit
which loosens the borrowing constraint (recall the connection in Section 2). We argue that
this may worsen the incentives to save and prompts the agent to dissave over a greater
range of asset levels. To see this, suppose initially that 2 > 4 where 4 is defined by Theo-
rem 4. An equilibrium with positive savings then exists, where wealth and consumption
rise over time starting from any initial wealth level 2 > a. Next, suppose a is lowered and
that at its new level 4 < 4, so that, according to Theorem 7, an equilibrium exists where
the agent dissaves below a cutoff a* > 4. Then for wealth in the intermediate region [4,a*)
the equilibrium switches from saving to dissaving when the asset limit is reduced. Thus,
when the borrowing constraint is loosened it may prompt an agent that was previously
saving to dissave.

Next, consider an increase in labor income y and suppose that, for the sake of the
present discussion, the borrowing limit is proportional to income. Recall that, for conve-
nience, we work with the change of variables outlined in Section 2 that allows us to set
income to zero without loss of generality. According to this transformation, an increase
in y amounts to an upward adjustment in the asset limit, together with a parallel upward
shift in the initial transformed wealth level. As just argued, the asset limit and the cutoff
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a* may move in opposite directions. When this is the case an increase in income decreases
the chances of being in a poverty trap, i.e. a < a*. Indeed, a large enough increase in y
ensures a > i leaving global savings as the only equilibrium. We conclude that labor in-
come may help prevent poverty traps in wealth. Conversely, being poor in terms of labor

income makes accumulating wealth difficult.

Related Literature on Poverty Traps. Banerjee and Mullainathan (2010) study models
with disagreements over many goods, which imply nonuniform disagreements over total
spending, as discussed in our Section 2.3. They derive a result with decreasing disagree-
ments that can be related to our poverty trap result. They work in a two-period model,
with a single saving decision in the first period, and show the possibility of a downward
discontinuity in the consumption function (i.e. an upward discontinuity in saving). Our
poverty trap result also features a discontinuity of this kind at the threshold a*.

There are some differences between their results and ours. First, since their model only
has two periods, this prevents them from studying the long-run dynamics for wealth; in-
deed, it is unclear whether their upward discontinuity produces a switch in savings from
negative to positive. In contrast, in our poverty trap equilibrium, we show that wealth
declines and remains trapped forever below the threshold. Second, discontinuities in the
consumption function are due to non-convexities in the optimization problem. However,
such a discontinuity never arises in a two-period version of our model. Indeed, if we max-
imize Uj(ag — a1) + e PUp(e"ay) with respect to a; then the solution is continuous, since
we assume Uy and Uy to be strictly concave. In contrast, their result implicitly hinges on
making Uy sufficiently convex. We conclude that for our result it is crucial to include a
longer horizon with future selves that also engage in savings choices. Unlike Banerjee
and Mullainathan (2010), poverty traps arise from the strategic interactions across differ-
ent selves over longer horizons.

Our construction of equilibria with a poverty trap relied on nonuniform disagree-
ments. Indeed, we also proved a converse: if 5(c) is constant then poverty traps cannot
arise as part of an equilibrium. However, poverty traps may emerge with uniform dis-
agreements if one relaxes the equilibrium requirement from Markov to subgame perfec-
tion, as shown by Bernheim et al. (2015). Poverty traps are sustained by trigger strategies
that punish deviations with overconsumption. Such punishments are not as effective near
the asset limit, so savings can only be sustained for high enough wealth levels.

There are various differences between their result and ours. The first two are mostly
of a technical nature. First, their main result provides conditions for the existence of two

thresholds which need not coincide: below the first threshold there is dissaving and above
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the second savings becomes possible. Second, they require an endogenous condition on
the equilibrium set; in contrast, our results establish conditions on parameters for poverty
trap equilibria with a single threshold. These theoretical differences notwithstanding, in
practice, the numerical analysis in Bernheim et al. (2015) for a wide range of parameters
reveals that the condition they require is met and their two thresholds coincide.? More
substantively, poverty traps are driven by different and complementary mechanisms in
the two frameworks. These differences are highlighted by differences in comparative stat-
ics. Bernheim et al. (2015) show that loosening the borrowing constraint makes poverty
traps less likely, since trigger punishments then become more severe. In addition, one
can show that higher labor income, fixing wealth, raises the chances of being in a poverty
trap in their setting. These predictions contrast with those of our model discussed above.

5.2 Increasing Disagreement: Convergence

We now consider the reverse situation, where disagreements are high for high spend-
ing and low for low spending. It is natural to expect the time-inconsistency problem
to be aggravated at higher wealth levels, providing a force for dissaving at high wealth
and saving at low wealth levels. These forces may imply the convergence of wealth to a
unique interior steady state.

We now provide one such result. To simplify, we assume a downward jump in B(c),
but later confirm that similar conclusions are obtained with continuous disagreements.

Assumption 5. There exists c* > 0 such that B(c) > B for ¢ < c* and B(c) < B for c > c*.
Furthermore, B(c) is continuous except for a jump at c* satisfying

lim p(c) > B > lim B(0).

This assumption requires B(c) to single cross 3 from above with a jump, but does not
require B(c) to be decreasing.

26In more detail, the main result in Bernheim et al. (2015) is as follows. Suppose parameters are such that
the subgame perfect equilibrium set satisfies the following (“non-uniformity”): there exists some asset level
with strict dissavings for all equilibria (i.e. self-control fails) and, in addition, there exists another asset level
with strict savings for some equilibrium (i.e. self-control is possible). Then there exists a; and a4 such that:
for low wealth a < a; all equilibria feature strict dissaving with assets reaching the asset limit; for 2 > a
there is at least one equilibrium with strict saving with assets rising without bound. In other words, they
show that if self control fails somewhere and if self control is possible somewhere, then the former occurs
at the bottom (with assets reaching the limit) and the latter occurs at the top (with assets accumulating
indefinitely).

Bernheim et al. (2015) report that it is not possible to provide conditions on primitives to ensure the
non-uniformity condition required for their main result. However, they perform convincing numerical
simulations showing that this condition holds for intermediate values of j; they also provide sufficient
conditions for a simplified model that only allows two savings choices and has assets lying on a fixed grid.
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We now construct an equilibrium with a stable steady state at a* = %, with saving

below a* and dissaving above a*.

Theorem 8 (Convergence). Suppose Assumptions 1 and 5 hold. Then there exists an asset limit
a > 0 and an equilibrium with a stable steady state at a* = % > a,ie ¢(a*) =ra*, é(a) <ra
fora < a*and é(a) > raa > a*. If, in addition B(c) is non-decreasing for ¢ < c*, then a = 0.

Proof. Appendix L. O

Intuitively, high wealth is associated with higher consumption, so lower B(c) leads to
dissaving. At low wealth levels consumption is low, so higher (c) leads to positive sav-
ings. This variation in disagreements provide a force for convergence, despite a constant

interest rate.?’

Convergence in the Literature. Battaglini and Coate (2008) study a political economy
model of debt and obtain a similar form of convergence.?® They study a legislative voting
game, where in each period, the legislature determines spending on two items, a valuable
public goods and group-specific “pork” transfers. As they show, the outcome each period
can be represented as a maximization over the two spending items and the continuation
value from future debt. Spending on both item is only a function of total spending, just
as in the many-good interpretation of our framework provided in Section 2.3.% In their
model, pork spending hits corners when spending is low. As a result, in their model time-
inconsistency is strongest when debt is low, wealth is high, because group-specific pork
transfers are then strictly positive (the “business-as-usual” regime); conversely, there is no
time-inconsistency when debt is high, wealth is low, and group-specific pork transfers are
absent (the “responsible policymaking” regime). In terms of our notation, this maps into

a specification where B(c) takes on two values, § = 1 above some ¢ and B < 1 elsewhere.

Observational Non-Equivalence. Both the existence of equilibria with a poverty trap
and the convergence to an interior steady state illustrate behavior that is patently not
observationally equivalent to any time consistent consumer with additive utility and ex-

ponential discounting. A time-consistent agent would either save or dissave at all wealth

2’We conjecture that a similar result is obtained for continuous B(c) as long as the function is sufficiently
decreasing. Indeed, this is consistent with Example 2 below.

2Their model includes shocks, but their main result is a form of mean reversion that renders the dy-
namics of debt ergodic, similar to the forces implying convergence of wealth in our deterministic setup.

2ISee their equation (18), which shows that spending on each item is determined, once one conditions
on current and future debt.

35



levels, depending on the sign of r — p. Morris and Postlewaite (1997) constructs an exam-
ple where observational equivalence fails, based on discontinuities in the consumption
function, since discontinuities are never optimal for time-consistent agents with concave
utility. Our results provide counterexamples to observational equivalence without rely-
ing on discontinuities in the policy function. This is most obvious in the convergence

case, since no discontinuity in the consumption policy function is involved.

6 Inverting Consumption Functions to Disagreements

We now explore the model from a different angle, inverting it to solve for the disagree-
ment index B(c) given an equilibrium policy function for consumption é(a). It turns
out that, for sufficiently smooth consumption functions, this inverse mapping is very
tractable, indeed providing a closed form. This allows us to reveal the model from a
different angle.
Define the local curvature
_ =U{(c)c

o(c) = Wz (13)

which is strictly positive, since Uy is strictly increasing and strictly concave. We then have

the following result.

Theorem 9. Suppose ¢(a) is an equilibrium consumption function that is strictly monotone (in-
creasing or decreasing) and twice differentiable within an interval (a1,a;). Let {(c) denote the
local inverse of ¢(a) over the interval (¢(ay),E(ap)). Then

Blc) = /\ig,{fxlél +a (C’)z +oc” (r@T—c>2

2
+o(2+ 20+ A =317 rch + (40— (rCC C) } (14)
wherea; = (p+A—r)anday = (p—1)(p+ A —7).
Proof. Appendix J. O
We discuss two applications of this result.
Necessary Conditions.  This result can be used to derive necessary conditions on the

disagreement index B(c) for certain properties to emerge in equilibrium. We next state a

few examples.

36



First, suppose the equilibrium features dissaving for high enough wealth levels, so
that ra — ¢é(a) < 0. Suppose further that ¢’(a) and and ¢”(a)a converge as a — oo with
lim, 0 ¢’(a) > r. In addition, suppose U is such that ¢ and ¢’c converge as ¢ — oo.
Then it follows that B(c) — B < B. This is a converse of sorts to Theorem 3. Similarly,
suppose the equilibrium features saving for high enough wealth levels, then it must be
that B(c) — B > B.

Next, suppose that r > p and the equilibrium features an interior steady state @ with
¢(a) = rd that is locally stable, so that ¢'(@) > r. Then at this steady state

B(ra) > B.
If, in addition, ¢” (@) < 0, i.e. the marginal propensity to consume falls with wealth, then
p'(rd) <0,

This is consistent with our convergence result, Theorem 8, which featured decreasing
B(c), although that result assumed a discontinuous jump, whereas the present character-
ization features a smooth B(c). Moreover, whether or not ¢” (@) < 0, if 4 is globally stable
with dissaving for all @ > d then B(c) < B as ¢ — oo, as discussed above. Since at the
steady state B(ri) > B, we conclude that 8 must cross 3 from above at some point. In this
sense, decreasing f that crosses 3 is necessary for convergence of wealth to an interior
steady state.

Constructing Equilibria. This result can be used to construct smooth equilibria, by pos-
tulating any monotone and twice differentiable consumption function and backing out
the required disagreement index (c). We only need to check that the disagreement in-
dex obtained from equation (14) satisfies f(c) > 0. The next example illustrates this
procedure.

Example 2. Assume Uj(c) = i—_‘; and p + A > r. Consider a linear consumption function
é(a) =ri+¥(a—a)with?¥ > rand @ > 0. This impliesd = —¥(a — d) so thatd is a
stable steady state. Equation (14) then implies that f is quadraticin 2,

) =Bo+ B (T 1)+ (T 1)

c

with coefficients By = (p_r+q2ép+A_r), Bi = F (A+20+2¥Y—-3r) (Y —r) and B, =
o0 +1)7 (Y- r)?. One confirms that

_ . ~ 1
B(rda) = Bo > B and B'(rd) = _,Blﬁ < 0.
Figure 4 depicts an equilibrium with ¥ = 0.10 and @ = 10 and the implied B(c) using
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Figure 4: A linear consumption function é(a) with a stable interior steady state (top panel)
and the implied disagreement index B(c) (bottom panel).

parameters p = 0.05, & = 0.8, A = 0.05 and r = 0.07. The upper panel shows the linear
consumption function, while the lower panel shows the implied disagreement function
B(c) that sustains this linear policy function as an equilibrium. Equation (14) produces a
B(c) that is everywhere decreasing with lim. . f(c) > 0 so that the condition (c) > 0

is met in this case.

7 Continuous Dissaving Equilibria

This last section takes a closer look at the dissaving case and provides sufficient condi-
tions for the continuous equilibrium to exist (recall that, under mild conditions, there is
at most one continuous equilibrium). As the Introduction explained, standard hyperbolic
discrete-time models are somewhat ill behaved. Equilibria display a plethora of disconti-
nuities, which can be challenging to work with. The literature has explored a few ways to
overcome these issues and the objections they raise, especially by adding uncertainty.3
Although there are obvious benetfits to including uncertainty, doing so creates its own

challenges and somewhat removes the focus from the time-inconsistency problem. Our

30Harris and Laibson (2001) introduce uncertain income in a discrete time model and provide a gener-
alized Euler equation and existence results, allowing for jumps; they also show that continuous equilibria
exist when r < p if the time-inconsistency problem is not too severe so that  ~ 1. Harris and Laib-
son (2013) introduced a continuous-time model allowing for uncertainty in asset returns and studied the
instantaneous-gratification limit, A — oo.
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results indicate that casting the model in continuous time, following Harris and Laib-
son (2013), already affords substantial benefits even without uncertainty. In particular,
equilibria are relatively well behaved. For instance, Section 4.3 provided a complete char-
acterization for the hyperbolic case, showing that equilibria are either continuous or have
limited jumps, only at interior steady states. Continuous time minimizes the discontinu-
ities relative to discrete time.

We now investigate conditions for continuity of dissaving equilibria, allowing for
nonuniform disagreements but assuming B(c) < B as in Section 4.1.3! Our first result
provides a simple yet powerful result: the continuous equilibrium exists for interest rates

below the discount rate.

Theorem 10 (Continuity I). Suppose Assumptions 1 holds and that r < p (implying B < P).
Then there exists a continuous equilibrium with dissaving, ¢(a) > ra for a > a, and an increasing
consumption function, with ¢'(a) > 0.

Proof. Appendix K. O

Recall that discontinuities are limited, with jumps only occurring at interior steady
states. When r < p the forces for strict dissaving are sufficiently strong, even without the
time-inconsistency problem, to prevent such steady states.

When r > p strict dissaving can be guaranteed if the time-inconsistency problem is
strong enough. Our next result provides sufficient conditions for this to be the case. De-

fine 7 = inf,>,; =, so that r > 7 implies B(c) > f for some c for all large enough A; we

ple)

require ¥ < 7 and a condition on preferences.

Theorem 11 (Continuity II). Suppose Assumption 2 holds, r € [p,7) and

in 1—0(c)
e B

Then a continuous equilibrium exists for A large enough or r close enough to p. This equilibrium

>1, (15)

features strict dissaving, ¢(a) > ra for a > a, and an increasing consumption function, ¢’ (a) > 0.

When r = p these conclusions hold for any A.
Proof. Appendix K. O

This result requires the curvature of the utility function to be low relative to disagree-
ments, so that 1 — o(c) > B(c). In particular, since B(c) > 0 this requires c(c) < 1. The

31Equilibria with savings, B > j, are naturally continuous, as we have already shown. Poverty traps
may feature a discontinuity at the threshold separating dissaving from saving, but such a discontinuity is
inherent to the economics of the situation. All other discontinuities we have encountered are associated
with a dissaving equilibrium or a region with dissaving.
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conditions of the proposition ensure that (c) < B, providing conditions for dissaving.
Low o(c) then assures strict dissaving by heightening the strategic complementarity, so
that substitution effects dominate income effects, and greater dissaving by future selves
leads to greater dissaving by current selves.

These results on the existence of continuous equilibria can be contrasted with the
discrete-time results in Chatterjee and Eyigungor (2015, Theorems 3 and 4). They show
that in the hyperbolic case with r < p and power utility functions, a continuous equilib-
rium does not exist. In contrast, we obtain continuity for r < p for any f(c) and utility
functions; for r > p we obtain continuity under some preference restrictions.32-33

Finally, we provide sufficient conditions for the existence of discontinuous equilibria.
The result relies on showing that eventually V(a) < V(a) for any solution to the differen-

tial system (6).

Theorem 12 (Discontinuity). Suppose Assumptions 1-2 hold and r € (p, 7). Then there exists

an equilibrium with dissaving and a discontinuous policy function ¢(a) for all large enough A.

Proof. Appendix K. O

When r > p the conditions in Theorems 11 and 12 are compatible. As a corollary,
multiple equilibria are possible, with continuous and discontinuous equilibria coexisting.
To the best of our knowledge, this is the first result on multiplicity in the context of time-
inconsistent saving games.

When multiple equilibria of this sort exist, which one is more reasonable, the continu-
ous or discontinuous one? Is there a reasonable selection criterion? One possibility is to
introduce small amounts of uncertainty in income, returns or preferences. What happens
when small noise is introduced in cases where continuous equilibria do not exist? Does
the equilibrium become continuous or does it remain discontinuous? Or may an equilib-
rium even fail to exist? All these questions deserve further investigation, but are beyond

the scope of the current paper.

32To understand the difference between continuous and discrete time in this regard note that Chatterjee
and Eyigungor (2015) rule out continuous equilibria by observing that there exists an interval of assets
near the debt limit where the decision maker chooses to go to the debt limit (the policy function is flat).
However, this is no longer true in continuous time because, since wealth moves continuously, it always
takes a positive amount of time to reach the debt limit.

3In the hyperbolic discounting case with power utility functions condition (15) is the opposite of the
condition imposed by Harris and Laibson (2013) to guarantee the existence of an equilibrium in the instan-
taneous gratification limit A — oo. Indeed, when U (c) = il_;; and Uy (¢) = BUj (c), Harris and Laibson
(2013) require 1 — B < 7. Consistent with this observation, numerically we find that under condition (15)
the continuous equilibrium identified by our theorem diverges with é(a) — oo as A — oo for any a > a.
Intuitively, strategic complementarities are strong and when A increases they are amplified. This suggests
that it may be reasonable to consider the limit of A — oo while simultaneously raising (c) to obtain a finite
limit for consumption.
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8 Conclusion

We put forth a continuous-time saving game that allows for flexible forms of disagree-
ment. We provided a general method for constructing equilibria and use it to provide
sharp characterizations.

We find that equilibria in our continuous-time framework are well behaved relative
to standard discrete-time settings. For example, a unique continuous equilibrium exists
under a wide range of conditions, even without the introduction of uncertainty. For the
special hyperbolic case, we provided a simple graphical analysis and delivered results
that address a number of open questions. Away from the hyperbolic case we found con-
ditions for global saving or dissaving. We also showed that when disagreements vary
sufficiently richer wealth dynamics are possible. When disagreements fall with spending
poverty traps emerge; conversely, when disagreements rise with spending, the equilib-

rium may involve convergence to an interior wealth level.
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Appendix

A General Properties

A.1 Proof of Proposition 1

We show existence and uniqueness at the same time. By the Envelope Theorem
Ui () = H(ea(c)) = '(¢s(c)).

Moreover,
Up(c) = h'(ealc))éy(c)-

. Cu/(a) .
¢alc) :/0 U({)(c”)dc'

which is strictly increasing in ¢ since U, U; > 0. Furthermore,

Therefore, ¢/, (¢) = % Thus

(1 o)
Cg(c) =c—Cxlc) = 1— =29 dc,
which is also increasing in ¢ because 1 — gégg > 0 by Assumption 1. So h(c4) and g(cp)
1

are uniquely determined (up to constants) by
W (Ea(c)) = Ui(e)
and
§/(E5(c)) = U (c). A
h and g are increasing because ', g’ > 0 and are concave because d and ¢ are increasing
in ¢ and U] is decreasing in c.

A.2 Roots of Hamilton-Jacobi-Bellman Equations

Write the HJB equation (6a) as
(0+A)V(a)—AW (a) = H (V'(a),a), (16)

where
H(p,a) =sup{U; (c)+p(ra—c)}. (17)

The next lemma characterizes the function H.
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Lemma 3. For any a, the function H (-,a) defined by (17) is continuous, strictly convex and
continuously differentiable for p > 0; has a unique interior minimum at p = U'(ra); satisfies
limy o H (p,a) = 00 and H(0,a) = limy, .o H(p,a) = Uy (o).

Proof. For any p > 0 a maximum is attained on the right hand side of (17) uniquely by
the first-order condition Uj (¢) = p. This implies that H(a, -) differentiable with derivative
Hy(p,a) = ra— (U;)~!(p). This derivative is continuous and strictly increasing. Thus,
H(p,a) is strictly convex in p. Since Hy,(Uj(ra),a) = 0 then p = Uj(ra) is the unique
minimum. Since H(a, -) is strictly convex it follows that lim, . H (p,a) = co.

Finally, by definition H (0,4) = sup, U; (¢) = lim; 0 Uj (c). This also coincides with
lim,_,o H (p, a) since

;ig}) H(p,a) = lim (Ur(c) + Ui(c)(ra—c)) < lim Uj(c),

C— 00
. . _1 _1 .
;{%H(P,a) leg(l)(ul(r’ ?) + p(ra—p~2)) = lim Uy (c). O

This has immediate implications for the possible solutions to equation (16).

Lemma 4. Consider solutions p = V'(a) to equation (16), if
Casel. (o +A)V (a) — AW (a) < Uy (ra), then no solution exists;
Case 2. (p+ A)V(a) — AW(a) = Uy (ra), then the unique solution is given by p = Uj(ra);
Case 3. Uy (ra) < (p+A) V (a) — AW (a) < Uj(00), then exactly two solutions p1 and p;
exist and 0 < p; < Uj (ra) < pa;
Case 4. Uy(0) < (p+A) V (a) — AW (a), then a unique solution exists and Uj (ra) < p.

Given Lemma 4, we define the following subsets of R3:

E={(a,V,W)|la>0and (p+A)V—AW > U;(ra) },
Eo={(a,V,W)|a>0and Uj(0) > (0+A) V=AW > Uy(ra) },
Es={(a,V,W)|la>0and (0+A)V — AW = Uj(ra) }

Lastly E = EUE;, and Ey = Ey U E;. Notice that E; corresponds to the set of singular
points of the differential (6) as an implicit ODE.

Using Lemma 4 we now rewrite system (6) as explicit ODEs. There are two systems
to consider, depending on whether we consider the high or lower root.

Definition 2. Let R; (2, V, W) denote the lower root p = V'(a) of equation (16). By Lemma
4, R; is well-defined over Ey and is continuous in a,V,W. Let S; (a,V, W) denote the
associated solution to W’ in equation (6b), so that
Uo(é(a)) —pW

é(a) —ra
with é(a) = (U{)_1 (V'(a)) = (U{)_1 (Ry(a,V,W)) > ra, defined over Ej. By the Implicit
Function Theorem, R; and S; are continuously differentiable in a, V, W over Ej.

Sl (a, V, W) =

Using R; and S;, system (6) can be represented as an explicit ODE
V'(a)\ _ (R;(a,V,W) (18)
Wi(a)) \S(a,V,W) )"
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This ODE is regular around (a,V,W) € Ej. Around any regular point we can apply
standard extension results (for example, Picard-Lindel6f theorem or Cauchy-Lipschitz
theorem; see Hartman (2002) for a comprehensive exposition) to show that, the ODE (18)
admits a unique solution (V, W) defined over a neighborhood of a, (2 —€,a+€), and
is twice continuously differentiable (because R; and S; are continuously differentiable),
such that (V(a), W(a)) = (v, w) .3*
The next definition is analogous, but using the higher root of equation (16).

Definition 3. Let R, (a, V, W) be the higher root for p = V'(a) of equation (16). By Lemma

4, Ry, is well-defined over E and is continuous ina, V, W. Let S, (a, V, W) be the associated
value W’ in equation (6b), so that

Sy (a,V, W) = me _ugéag 7))

where ¢é(a) = (LI{)_1 (V'(a)) = (U{)_1 (Ry(a,V,W)) < ra, defined over E. By the Im-
plicit Function Theorem, R, and S, are continuously differentiable in (a, V, W) over E.

Using Rj and Sy, system (6) can be represented as an explicit ODE
V'(a)\ _ (Ry(a,V,W) (19)
Wi(a))  \S,(a,V,W))"
This ODE is regular around any (a,V,W) € E. Just as with (18), standard extension
results apply whenever (a, V, W) is regular.

A.3 Useful Observations

The following general properties of the solutions to system (6) is also important for their
characterization.

Lemma 5. Assume that V, W and ¢ constitutes a solution to the system (6). If V and W are
continuously differentiable and V is twice differentiable at a, then

(p+A—1)V'(a) — AW (a) = V" (a) (ra — ¢ (a)) (20)
and if é(a) # ra:
o V@ 1 (prA=n)V(@) - AW @)
OTWe@) T we@) e )

Proof. Differentiating (6a) with respect to a, we obtain

(o +A) V' (a) = AW (a) = Uy (é(a))é'(a) + V' (a)(r — &'(a)) + V" (a) (ra —C(a)) .
Combining this with (6¢) and rearranging yield (20). Now differentiating (6¢c) with respect

toa,
uy'(¢(a))e'(a) = vV'(a),
or equivalently &' (a) = u‘/{;/ (( ))) which together with (20) yields (21). O

34For any solution x(a) to an ODE x/(a) = F(x(a)). If F is continuously differentiable then x is twice
continuously differentiable, and x”/(a) = VF(x) - x' = VF(x) - F(x).
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_ Lastly, we will also use the follow result to connect the comparison between B(.) and
B to the comparison between the slopes of V and Uj.

Lemma 6. Fora > 0, B(ra) < B if and only if

V'(a) < U} (ra). (22)
And B(ra) = B ifand only if V'(a) = U] (ra).
Proof. Using the definition (8) for V, we have

Ar

(p+A)p

— r
V(a)_p+A

The condition that A(ra) < B is equivalent to

Uj(ra) + Uj(ra).

r r
——Uj(ra) + ————Uy(ra) < Uj(ra).
Ui () + o Uy(ra) < Ui ()
The result then follows. Likewise, for the case with B(ra) = . O

A.4 Proof of Lemmal

Since o < 1, the utility function Uj is bounded from below and Assumption 2 is satisfied,
we can find constants u, iy, 7i; such that

Cl—a

u < Up(c), Ur(c) < Hor—

+ iTy.
This implies that the commitment solution is bounded above by

al—a

Vsp(a) < 0o + 01

—_

— 0

for some 7, 7.
From the HJB for V, (6a), we have

V(a) = Uy(é(a)) + Uy(é(a))(ra — é(a)) + AW(a) < (o + A)Vep(a).

In addition, W(a) =[5~ e P Uy (c¢)dt > % and Uy (é(a)) > u.
Consequently, there exist v; > 0 and v such that

al—a
Uj(é(a))(ra—éa)) < 081 — v] (23)
foralla > a.
We first choose a such that
1-0o
ui(¢)(ra—c) > vél — + 0}

and
al—o

* *
'Z)Om > 'Ul

3 Vsp(a) is defined by maxyc, 43 fo~ e P (1 — e M)Ui(cr) + e MUp(ct)) s.t. a = ras — ¢ and ag = a.
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foralla > a.
We then choose v; sufficiently small so that
%
1—0

v (r—vp) >2

We now show by contradiction that é(a) > vqa for all 2 > a. Indeed, if é(a) < ¢ then

1-0

Uj(&(a)) (ra — &(a)) = Uj(&)(ra — &) > vj-— + ]

which contradicts (23). Therefore é(a) > ¢ for alla > a. In this case, U] (é(a)) = (é(a)) 7.
If é(a) < v1a, then

al—o al—o
Uy (é(a))(ra—é(a)) > vy (r—vy)a' =7 > 2031 — > 081 —+ 0]

which also contradicts (23). So
é(a) >via Va>a
Because of the Inada condition on U , there exists % > € > 0 such that
/ 1 * Al *
Ul(e)irg > v, T
We show that é(a) > € for all a € [a,a]. Assume by contradiction that ¢(a) < e for some

a€ [aal
=1—0

1
ui(é(a))(ra—é(a)) > U{(e)zrg > USE + 07,
which contradicts (23). So
é(a) > € Va € [a,a
From the two inequalities for ¢ and let v = min (vy, ), it is immediate that é(a) > va

foralla > a. Q.E.D. !

B A Single-Crossing Property

The following simple result on the comparison between two functions plays a crucial role
in the characterization of the solutions to system (6). Although this result is very simple,
we do not know of any reference, so include it here for completeness.>

Lemma 7. Let f and g be two continuously differentiable functions defined over [a,a]. Consider
the subset satisfying the requirements that (1) f(a) > g(a); and (2) if f(a) = g(a) for some
a € [a,a] then f'(a) > ¢'(a). Then f(a) > g(a) forall a € (a,al.

Proof. First, observe that, if f(a) = g(a), by property 2. f'(a) > ¢'(a), therefore f(a) >
¢(a) in a neighborhood to the right of a. If f(a) > g(a), we obtain the same result
by continuity. Now, we prove the lemma by contradiction. Assume that, there exists
i € [a,a] such that f(d) < g(@). By the Intermediate Value Theorem, we can assume that

3%6See Cao (2014) for an earlier application of this result in the context of two-agent dynamic games.
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f(a) = g(a), without loss of generality. Now let a* = inf{a € [a,a]: f(a) = g(a)}. By
continuity f(a*) = g(a*). Moreover, a* > a because f(a) > g(a) in the right neighbor-
hood of a. By property 2), f'(a*) > ¢'(a*). Together with f(a*) = g(a*), this implies,
f(a) < g(a) in a neighborhood to the left of a*. Therefore by the Intermediate Value The-
orem, there exists a** € (a,a") such that f(a**) = g(a**). This contradicts the definition
of a* which is the infimum. O

We also use a few variations of this lemma.

Variation 1. if 1)f (@) > ¢(a), and 2) if f(a) = g¢(a), for some a < 4, then f'(a) < ¢'(a),
we have f(a) > g(a) foralla € [a,73].

Variation 2. We can also relax condition 2, by the condition that if f(a) = g(a) then
f'(@) > ¢'(d@) in a neighborhood to the left of a. Indeed, in the proof above, if f(a*) =
¢(a*) and f'(a) > ¢'(a@) in the left neighborhood of a*, then for a in the left neighborhood
of a*,

fla)=f(a") = [ f'(a)da

<gla’)— [ g(a)da = g(a).
We can then proceed as in the remaining of the proof. This variation is useful when f’ or

¢’ are not well-defined at some 4.

C Local Existence

C.1 Proof of Lemma 2

For any € > 0 sufficiently small, indeed satisfying

)\ 7
consider the solution (V,, W¢) to the ODE (18) satisfying the initial condition
(Ve (a0) , We(a0)) = (V(ao), W(ap) —€) . (24)

Given that (18) is regular around ag, we can apply standard ODE existence results to show
that (Ve, We) exists and is unique over some interval [ag, a9 + we] that depends on €. We
will use (Ve, We), together with the supporting results, Lemmas 8-11 in Subsection C.2, to
construct the equilibrium described in Lemma 2 as follows:

First, Lemma 8 shows that there exists an w > 0 and & > 0 such thatfor 0 < € < ésuch
that (Ve, We) are defined over [ag, a9 + w]. Second, Lemma 10 shows that for 0 < € < ¢,
the slopes of V. and W, are uniformly bounded over [ag, a9 + w]. Finally, using these
two results and applying the Dominated Convergence Theorem, we show that (V, We)
converges to (V, W) for a subsequence ey — 0 and (V, W) is a solution to system (6).
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We now describe this last step in detail. Lemma 8 shows that there exist w > 0 and € >
0 such that: for any e < € the solution (V. (a), We (a)) are defined over [ag, a9 + w] and
that V¢ (a) > V (a) for all a € (agp, a9 + w]. Lemma 10 implies that for all a € [ag, a9 + w],

0 < W, (a) < Ug (ra) + £ U (ra),
0<Vl(a) <Uj(ra).

Because the derivatives V/ and W/ are uniformly bounded, the families of functions { V. }
and {W,} defined over [ag, ap + w]| are uniformly bounded and equicontinuous. By the
Arzela-Ascoli theorem, there exists a sequence €y such that (V¢ (a), We, (a)) converges
uniformly to continuous functions (V, W). We now show that this candidate (V, W) is a
solution to (6).

Because (V,, W) is a solution to the ODE (18), for any two points a; < a3 in the interval
[ap, a9 + w),

az

Ve (11) = Vey (02) = [ Ri (0, Vey, (a), Wey () .

a1

Since R; is continuous
lim Ry (2, Vey (a), Wey (@) = Ry (a,V(a), W(a)
)

Moreover, by Lemma 10, R; (a, Ve, (a), We, (a)) is uniformly bounded over [a7, a3]: 0 <
Ri(a, Vey (@), Wey (a)) = V¢, (a) < Uj(ra) < Uj(rag). Therefore, by the Dominated
Convergence Theorem,

a az

lim RmmwNmywww»mhifgmRmeNmywww»m
00

N—o0
ay a
ap

:/kmmvmxww»dm

a
Thus,

Vi(ar) = V(a) = lim (Ve (a1) — Vey (a2))

az

= lim [ Ry (a, Vey (a), Wey (@) da
ap

_ / R, (a,V (a), W (a)) da. (25)

Because R; is continuousin a, V, W and V, W are continuous in 4, the last equality implies
that V'(a) = Ry(a,V(a),W(a)) for all a € [ap, a9 + w] (with V' standing for the right
derivative of V ata = ag) .
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Similarly, for any two points a1 < a; in the interval [ag, a9 + w)],

Wey (1) = Wey (22) = [ 51 (0, Vey, (a), Wey () da

a1

By choosing w sufficiently small, the last property in Lemma 8 applies for each a €
(ag, a0 + w]. We show that, (a,V(a),W(a)) € Ey for each a € (ag, ap + w| and

]\l]grlo Sy (a,Vey (a) ,Wey (a)) = Sy (a,V(a), W(a)). (26)

Indeed, from the definition of V¢, We,,, (0 + A) Ve, (@) — AWe, (a) > Uy (ra). Therefore, by
pointwise convergence, (o + A)V(a) — AW(a) > Uj(ra). We show by contradiction that
(p+A)V(a) — AW(a) > Uj(ra). Assume to the contrary that (o +A)V(a) — AW(a) =
Uy (ra). From the last property of Lemma 8, V¢, (a) > V(a) + 7, for ey < €,. There-
fore, by pointwise convergence, V(a) > V(a) + -y,. This, together with the contradiction
assumption, implies that

W(a) < W(a) — P j{ A’ya.

In addition, by the continuity of R; and by pointwise convergence,

A -1 -1
Cen (@) = (U1)  (Ri(a, Vey(a), Wey(a))) = (U1) — (Ri(a, V(a), W(a))) = ra
as N — oo. Consequently, there exists 6 € (0,1) such that for N sufficiently high,

S;(a, Vey, (a), Wey (a)) = PWey (2) — Up(éey()) _ pW(a) PN (1 — §)y, — Up(ra)

ra — Cey (a) ra — Cey (a)
W(a) — LetA) (1 5 —
| W)~ 2 gy, — Ura) _
ra—ra
as N — oo, which contradicts the boundedness of S;(a, Ve, (a), We,, (2)) shown in Lemma

10. Therefore, we have shown by contradiction that (o + A)V(a) — AW(a) > U;(ra). By
the continuity of S; in E(, we obtain the limit (26).

Since 0 < Sj (a, Vey, (a), Wey, (a)) < U (ra) + §U; (ra) < Uj (raq) + §U; (ray), by the
Dominated Convergence Theorem, we can take the limit and conclude that

W (ar) =W (a2) = [51(a,V (a), W (@) da 7)

In addition, R;, S; are continuous over Ey, therefore (25) and (27) imply that (V, W) is
a solution to ODE (18) over (ag, ap + wo|; this immediately implies that (6) holds for all
a € (ap,ap + wp).

Next we show that (6) holds ata = ag. We showed that V'(ay) = R; (ag, V (ag) , W (a0)),
so equation (6a) holds at a = ag. Since (V(ag), W(ap)) = Umn_se0(Vey (a0), Wey (a0)) =
(V(ag), W(ap)) this implies that V'(ag) = Uj(rag). Since V'(ag) = Uj(rap), this gives
¢(ap) = rap, and so equation (6b) holds.

Having established the existence of (V, W), we turn to showing Properties 1) and 2).

Property 1: Notice that the right derivative of V at ag, V'(a9) = R; (ao, V(a9), W(ap)) =
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U;(rag) > V'(ag), by Lemma 6. Together with V(ag) = V(ag), we have V(a) > V(a) in
a neighborhood to the right of aq. Restricting w so that a9 + w lies in this neighborhood,
we obtain the first property in Lemma 2.

Property 2: Because é(a) = (LI{)_1 (V'(a)) and lim, |, V'(a) = limg, 4, R;(a, V(a), W(a)) =
Uj(rag), limg 4, é(a) = ra.
By (21) in Lemma 5,
¢ (a) = 1 (p+A—=r)V'(a)— AW (a)
- uy(é(a)) ra—¢(a) '
From the derivation (30) in Lemma 10,

W'(a) = lim W.(a) < lim (Up(ra) + S Ui (ra) — £ V()

)
and V’(a) = lim¢_,o V/(a). Therefore
1 limeso (20 + A —r)V/(a) — AUy(ra) — pU;(ra))
(@) 2 = A :
Uy (é(a)) ra—¢(a)
Because ¢(a) — rag as a — ag, lim,_,,, (ra — é(a)) = 0. Moreover,
lim  ((20+A—1)V.(a) — AUy(ra) — pUy(ra)) = (o + A —r) Uy (rag) — Aly(rag) > 0,

(a,€)—(ag,0)

Al
C

where the last inequality comes from the fact that

Uj(rap) _ B(ray) < 0 <A—|—p—r> cAtp—r

Uj (rao) A - A
ifr > pand
Uy (rag) p+A—T
U{(T’ao) :B(HIO) S 1< A ’

if r < p. As a result, lim,_,4,¢'(a) = +oo. We have established the second property in
Lemma 2.

C.2 Supporting Results for Lemma 2

The proof of Lemma 2 given above draws on the following results.

The first lemma below shows that there exists w > 0 and € such that for each € € (0,€),
the solution (V, W,) to ODE (18) are defined over [ag, a9 + w] and Ve(a) > V(a). The
proof of this lemma uses Lemma 9 that follow.

Lemma 8. There exist w > 0 and € > 0 such that for every € € (0,€), (Ve (a), We (a))
constructed in the proof of Lemma 2 is defined on [ag, ag + w]. Moreover, Ve(a) > V(a) for all
a € (ag, a0 + w] . Lastly, there exists wy < w such that for each a € (ag, ag + wy|, there exist
€a,Ya > 0 such that Ve(a) > V(a) + vy, forall 0 < € < &,.

Proof. Let & = 1(Uy(c0) — Uy(rag)) > 0. For 0 < € < &, let [ag, d¢) denote the (right)

51



maximal interval of existence for (Ve, We).%” Lemma 9 shows that if 4 < co then
(ﬁez Ve(ﬁe)/ We(ﬁe)) € E;.

In addition, Ve (dc) < V ().
Because R; is continuous,

liil’(l)Rl (ao, Vg(a()), We(a())) =R (ao,V(ao),W(ao)) = U{(T’ao) > V/(ao),

where the last inequality is an application of Lemma 6 at ag. Therefore, there exists &, > 0,
such that V/(ag) = R; (ag, Ve(ag), We(ag)) > V' (ag) for 0 < € < &. In this case, Vc(a) >
V (a) in some neighborhood to the right of ag.

For 0 < € < min (é1, &), let

dc = sup {a € (ag,dc) : Ve(a') > V(a') foralla’ € (ag,a)} .

Because V.(a) > V(a) in some neighborhood to the right of ag, as shown above, ae > ag.

We show by contradiction that there exist w > 0 and 0 < é < min(é, &), such that
de > ap+ w for all e < €. Assume that this is not true, then there exists a sequence ey — 0
such that limy_,« de,, = 4.

Because Vg, is continuous, Ve, (@ey) > V(e ) (otherwise, Ve, (a) < V(a) in the some
neighborhood to the left of dc,, which contradicts the definition of ac). If Ve, (dey) >
V(dey), then @y, < de,, because if @, < oo then Ve, (dey) < V (de,) as shown in Lemma
9. This also contradicts the definition of e, because Ve (a) is defined and is strictly
greater than V (a) in a neighborhood of ac,,. Therefore Vg, (ﬁ V) =V (dey).

By the Mean Value Theorem, there exists af,, € (a0, dey ] S uch that

Ven (aGN) — Vey (a0) .y (a* ) _ v (deN) - V(ao)
ey — a SNV T g —a
EN 0 EN 0
and by the definition of V,, We:
Vey (acy) = Ry (acy, Vey (acy) , Wey (acy))
By the monotonicity of Ve and We shown in Lemma 10,
V(a0) < Vey (azy) <V (aey),

(28)

and

Wey (a0) = W (a0) — en < Wey (ag,) -
Moreover, from the upper bound on W/ shown in Lemma 10 (using Ve, (a) > V(a) for
a € (ap,dey) ):

Wey (aZ,) <Wey (a0) + <U6 (rag) + %U{ (mo)> (ag, —ao) .

Besides, by the contradiction assumption, limy .« ¢, = imy—; @y, = ao. Therefore, by

37The definition of the maximal interval of existence is standard in the ODE literature. See, for example,
Hartman (2002).
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the Squeeze Principle, using the four inequalities above, we obtain

]\l]irr;o Vey (at,) =V (ao)

lim We, (az,) = W (ao) .

N—oo

Thus, together with the continuity of R; and (28), we obtain
Lim Ry (ag, Ve (ag), We (ag)) = Ry (a0, V (a0) , W (a0)) = U (rao)

V(aey) =V -
= lim (aiN) (a0) _ V' (ag) .
N—c0 ey — 40

This leads to the desired contradiction because Lemma 6 for a = a¢ implies that V/(ao) <
Uj (rag).

Finally, we show the last property by contradiction. Assume that it does not hold.
Then there exists a sequence ay — ag such that for each N, there exists a sequence ex yr —
0 such that V¢, ,, (an) — V(an). By choosing M sufficiently high, we have 0 < ennm < &
and
1

ﬁ.
By the Mean Value Theorem, there exists iy € [ag, an] such that
Ve (an) — V(an) _ Venm (an) — Venu (ao) + VSN,M (a0) — V(an)

anN —ap anN —ap
i =/,

VGN,M (aN) - V(aN)
anN — ap

Therefore
— 1

Ve/NM(~ M) -V (ﬁN,M) < N (29)

However,

Ve (@) = Ry (an,m, Vey p (AN,M), Wey i (AN,Mm))
and by Lemma 10, as N,M — oo Ve, (Anm) — V(ag) and Wey,, (dn,m) — W(ap).
Therefore by the continuity of R;,

Vem(@Nm) = Ry (a0, V(ag), W(ag)) = Uj(rao).

Because dn p — ag

V' (anm) — V' (ag).
Combining the last two limits with (29), we have Uj(rap) = \_//(ao), which contradicts
condition (22) for a = ap that Uj(rag) > V/(ao). Therefore by contradiction, the last
property holds. ]

Lemma 9. Consider the (right) maximal interval of existence, [ 0,@) for the solution (Ve, W)
to the ODE (18) with the initial condition (24) and 0 < € < (U (o0 ) Uy (rag)). If a < oo,
then lim,y; Ve(a) = V(a@) and limgy; We(a) = We (@) and (4, V (@), We(d)) € Es. In addition,
Ve (@) <V (a).

Proof. By Lemma 10, V{(a), W/(a) > 0. Therefore, the limits lim,; Ve(a) = Ve(d) and
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limgy; We(a) = We(d) exist. In addition, since V{(a) = Uj(Ce(a)) < Uj(ra), Ve(d) <
Ve(ao) + [ Uf(ra)da < co and We(a) < EHVD=th(D o5 By Hartman (2002, The-
orem 3.1), (4,Ve(d), We(@)) must lie in the boundary of E, i.e. Case 1: (p+A) Ve (a) —
AWe (@) = Uj(o0) or Case 2: (p+ A) Ve (@) — AWe (@) = Uy (rd). We first rule out Case 1
by showing that (o + A) Ve (@) — AWe (a) < Uj (o).

If Uy (00) = oo, this is obvious. Now if Uj (o) < co. Let a(t) denote the solution to the
ODE, a(0) = @ and 4 — ra(t) — éc(a(t)) where éc(a) = ()" (Ri(a, Ve(a), We(a)) >
ra. Consider the derivative:

d (e%PH)fve(a(t)))
dt

=~ PV (o + A Ve(a(t)) + V(a(t)) (ra(t) — ee(a(t))))
—e~ (U (2c(a(t))) + AWe(a(t))),

where the second equality comes from the fact that V, is the solution of ODE (18). Let T
denote the time at which a(t) reaches ag (T can be +c0), then

Ve(a) = /OT”P“)f(ul(@e(a(t))) + AW (a(t)))dt + e~ PNV (ag).

Notice that, by Lemma 10, We(a) is strictly increasing in a and 4; is strictly decreasing in
t because éc(a(t)) > ra(t). Therefore We(a(t)) < We(a(0)) = We(d). This implies

T
V() =< / e~ OEVE (U (00) + AW, (@) )dt + e~ PNV (ag)
0

A —
Uﬂ“ﬂ'%ﬁiFX(l_e@+Aﬂ>m@@)+f@+MTVOM)

p+A
By the definition of V (a),

1 A —
V(ag) = : +/\U1(ra0) + mw(aO) =

Uy (rag) + pi (We(ap) +€)

1
p+A +A

A
ot /\Ul(oo) + mwe(ao)/

since € < 1(Uj(o0) — Uy (rap)). Thus
1

<

Ve(a) < (1= 0T) Ui (09) + 2 (1 — = T )W (3) 4 e~ 0+ TV (ag)

p+A o+ A
1 A
_ o~ (p+A)T o —(MT -
<(l-e )p+AU1(oo)+—p+/\(1 e YW, (a)
—(p+M)T =\ — ~
+e (p+Au1(°°)+—p+AW€(a)> p+/\u1(o°)+—p+AW€(a)’

Therefore (p + A)Ve(d) < Uy (o0) + AW (@) which is equivalent to the desired inequality.
As we have ruled out Case 1, we must be in Case 2, i.e. (4, V(d), W(d)) € Es.

Next, we show by contradiction that V. () < V (). Assume to the contrary that
Ve (@) > V (a) . Then We (a) > W () because (p+ A) V (a) — AW (a) = Uy (ra).
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Since R; is continuous over Eg, lim,; V/(a) = U} (rd) and lim,; éc(a) = rd. Therefore
U

lim W.(a) = lim UO(éeA(a)) — pWe(a) O(rﬁ)N_ PYVG(&) _
ald atd Ce(a) —ra rd — ri

7

which contradicts the property that W, > 0 established in Lemma 10. So by contradiction,
We () < W (@), and Ve (@) < V (d). O

The following lemma establishes the bounds on the derivative of V. and W that are
important to apply the Dominated Convergence Theorem in Lemma 2. To prove this
result, we use Lemma 11.

Lemma 10. Consider the solution (Ve, We) to ODE (18) with the initial condition (24) defined
over some interval [ag,d]. We have 0 < V{(a) < Uj (ra) and 0 < W, (a) for all a € [ag, .
Moreover, if Ve (a) > V (a), W, (a) < U} (ra) + §U] (ra).

Proof. Since ¢¢ (a) > ra and V! (a) = U] (Cc (a)), we have 0 < V/ (a) < Uj (ra) due to the
concavity of Uy. If r > p, from Lemma 11, W (a) < W (a). Therefore,

W (a) = Uo(ce(()))—PWe(ﬂ)>U( () PW():O
Ce (a) —ra c(a)—ra '

If r < p, Lemma 11 immediately implies that W/ (a) > 0.
To show the upper bound on W (a) when V (a) > V (a), we use the facts that

(p+A) Ve (a) = AWe (a) = U (Ce () + Ve (a) (ra — e (a))
and
(0 +A)V (a) — AW (a) = Uy (ra).
By subtracting the two equalities side by side and rearranging,
A (W (a) = We (a)) = = (p+A) (Ve( ) =V (a))
+Un (€ (@) — Un (ra) + Ve (a) (ra — e (a))
< Uy (¢ (a)) — Uy (ra) + V. (a) (ra — ¢ (a)) .
)-

(
where the last inequality comes from V; (a) > V (a). It follows that
w/ (a) = Up (Ce (a)) — pWe (a) U (Ce () — (m)+p(W(a)—W€ (”))

Ce(a) —ra Ce(a) —ra

Up (@ (a)) — Up (ra) + & (U ( () — Uy (ra) + V2 (a) (ra — & (a))
- Ce(a) —ra
_ Uo (@ (@) = Uo (ra) + 7 (Us (e (a)) ~ Un (ra)) _ Py (a)
Ce (a) —ra A
< (C;j‘gﬂ “thim) , ot (C;fffli —I0) () + P (ra), (30
where the last inequality comes from the concavity of U; and Uy and ¢.(a) > ra. O

Lemma 11. Consider the solution (Ve, We) to ODE (18) with the initial condition (24) defined
over some interval [ag, a|. We have
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1) Ifr > p, We(a) < W (a)Va > ay.
2)Ifr < p, We (a) < Ug (Ee(a)) Ya > ay.

Proof. 1) r > p: We use Lemma 7 to show property 1). We just need to verify conditions
1) and 2) in Lemma 7. First by definition, We(ag) < W(ap), so condition 1) Lemma 7 is
satisfied. For condition 2) in Lemma 7, we show that if W, (a) = W (a), for some Va > aj
then W.(a) < W (a). Indeed,

e (a) — U0 (B (0)) = pWe(a) _ Uo G () oW (o)
€ Ce(a) —ra Ce (a) —ra
_ o (cge(»(lii = ) < U (ra),

where the last inequality comes from the fact that Uy is strictly concave and ¢, (a) > ra.
On the other hand, we also have

W (a) = (—:U{) (ra) > U} (ra),

because r > p. Therefore, W' (a) > W/ (a).
2) r < p: We also use Lemma 7 to show property 2). By the definition of V,, We:
We(ag) = Up(rag) — e < Up(rag) < Up(ée(ap)).

So condition 1) in Lemma 7 is satisfied. Now we show that condition 2) in Lemma 7 is also
satisfied, i.e. if at some a > ag, We(a) = Uy(ée(a)), we show that W.(a) < L (U} (éc(a))).

Indeed,
U (¢e (a)) — pWe (a)

We (a) = Ce (a) —ra

= 0.

Moreover, ,
5 (Uo(éc(a)) = Ug(ée(a))éc(a).

By (21), in addition to W/ (a) = 0,
1 (p+A—r)V.(a) — AW/ (a)

) = Ty ra— te(a)
_ 1 (p+tA-nl(el) _,

“WE@) G
Therefore W.(a) = 0 < 4 (U} (¢c(a))).

D Proof of Theorem 1 and Theorem 2

Proof of Theorem 1. Once we verify the differential system (6) all the equilibrium condi-
tions in Subsection 3.1 are met. By Lemma 6, we have V'(a) = Uj(ra), therefore é(a) = ra
and equations (6) are satisfied by the definitions of V and W. O
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Proof of Theorem 2. Assume ¢ # 1; the case with ¢ = 1 is similar. To proceed, we guess

1-0 1-0c

a
1—0

a

V(a) =17 1o

W(a) =w

and find 9, @ to verify that V, W satisfy (6).3® To show the uniqueness of the linear equi-
librium, notice that in any linear equilibrium, V, W must have the functional form above.
Given the conjectured functional form, the first-order condition (6a) implies

¢(a) = ya,
. Plugging this back into (6a) gives

(0+A)D @’ ! ((m“’)}f) o + (5a~7) (ra - (z7a“’)'1f> + Awla_ =

where p =0

1—(7:1—(7

__v (z?a"’)_l%a + (0a™%) ra+ Aw e )
1—0 1

. 1-0 . .
Canceling the 4— terms and rearranging we obtain
g T—o gmng

(A+A)5 =057 + Aw, (31)
where A is defined by
A=p—r(l—0)>0, (32)
where the inequality comes from the restriction that value functions V, W are finite.
From the second equation in system (6) we have

1-0
) + (wa™7) (m — (oa77)
o _ P (33)

al—a

] o1 -
ol =g (070

Canceling the ”{1_—_; terms gives

S
S

Combining equations (31) and (33), we obtain

5-—1
A+A:0'Z77%+AIB ﬁv . 17
A+(1—0)o 7

a single equation in 9. Define 1 = 0. We then have a quadratic equation in :

P () = Qop* + Q1 + Qo =0, (34)

Blfor=1
V(a) =A, + . (1 + /\B) loga
p+A P

W(a) =Ay + ﬁloga.
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with
Q=1-0)c
Q=(c+B-1)A+A(20-1)
Qo=—-(A+A)A.
If c < 1then Q, > 0and Qp < 0. This implies that there exists a unique strictly

positive ¥ that is the solution to (34). The implied consumption rule yields finite utility.
If o > 1 we have that Q, < 0. This implies that

A . A
P (0_1) :——1A2+ ((c+B—1)A+A(20—-1)) —1—(A+A)A
E A
= > 0.
-1 -1
Therefore, there exists two solutions 0 < 1 < ‘% < 1, such that P(y) = 0. To know
which root corresponds to a solution to (6), we observe that ¢; = a; so a; = (¥ — ¢)a;
or ay = el ¥tay. Thus V o [e Ple(l=0)=P)tgs — I’ e(=8+¢(e=1)tdt For V to finite, we
require ¢ < ﬁ. So only the smaller root to (34), ¢, yields finite value functions, and
corresponds to a solution to (6).
Lastly, the derivations above directly imply the uniqueness of the linear equilibrium.
Now, we turn to the second part of the theorem. Given that é(a) = ya, é(a) < raif and
only if ¢ < r. For ¢ < 1 we have r > OsothatO <P < rifandonlyifP( ) > P(y) = 0.
For ¢ > 1, because p > 0, r < &= ;( 1 ) = . Given that P(-2;) > 0 and P(y;) = 0,
r > ¢ if and only if P(r) > P(y) = 0. Thus, we need to estabhsh that P (r) > 0. This is

equivalent to
Pl1-=P) 3
g > . (1 T ) B.

Similarly, é(a) > ra,ie. ¢ > rifand onlyif f < B. O

E Proofs for Dissaving Equilibria

E.1 Proof of Theorem 3

Proof of Theorem 3 (Existence). We prove the existence of an equilibrium by construction.
Lemma 2 shows that starting from a¢p = a, ODE (18) with the boundary condition

(V(ao), W(ao)) = (V(ag), W(ao))

admits a solution defined over [4,a 4+ w) for some w > 0. Let (Vj, W) denote this solu-
tion. In addition, let [2, a*) be the right maximal interval of existence for this solution. It is
immediate thata* > g+ w. If a* = oo, we have found a (continuous) Markov equilibrium,
with (V, W) = (V(), W()).

If a* < oo, following the steps in the proof of Lemma 9, we can show that

lim Vy(a) < V(a*).
ata*
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Moreover, as shown in Lemma 2, Vy(a) > V(a) in a neighborhood to the right of a. Thus,
by the Intermediate Value Theorem, there exists a; € (g, a*| such that Vy(a1) = V(ay).
Starting from a;, we apply Lemma 2 again with 4; standing for ap and construct the a

solution (V3, W;) to ODE (18) with the boundary condition

(Vi(a1), Wi(a1)) = (V(a1), W(a1)).
Following this procedure, we obtain a sequence agp = a4 < a; < ... with lim,, e a1, = +00
and a sequence of value functions (V;,, W,,) defined over [ay,a,11] with the boundary
condition

(Va(an), Wa(an)) = (V(an), W(an)).
The divergence of {a;} is shown in Lemma 12 below.

We define the value and consumption functions (V, W, ¢) over the whole interval

[a,00) as
(V(a),W(a),¢) = (Vu(a), Wy(a),én(a)) fora € [ay, a,41) .

We verify that this construction satisfies all the conditions in Subsection 3.1 for an
equilibrium. Conditions (a)-(e) are satisfied by the construction of (V,W). Condition
(f) on the existence of a; is satisfied because by construction ¢(a) is differentiable and
¢(a) > ra outside steady-states {a,}. Indeed, if a(0) = a, then a(t) = a, forallt > 0
satisfies ODE (7) for all + > 0. If a(0) € (a,,a,+1), the solution a(t) to ODE (7) with the
initial condition a(t) = a(0) exists and is unique over a small interval [0, €] because ¢é(a) is
continuously differentiable over (ay,a,+1). In addition, because é(a) > ra, a(t) is strictly
decreasing in t. Let [0, T) denote the right maximal interval of existence for a(t) to ODE
(7). If T = oo, we obtain the existence of a(t) to ODE (7) over the whole time interval
[0,00). If T < o0 (Indeed, we can show that this is always the case in the equilibrium that
we just constructed), by Hartman (2002, Theorem 3.1), a(T) = a,. Defining a(t) = a, for
all t > T, we also obtain the existence of a(t) to ODE (7) over the whole time interval
[0, 00). Finally, the limits lim;_e e~ (PNt (g,) and lim;_,; e P'W (a;) are both equal to 0
because 4; < 0, V and W are increasing over [a,,a,1) and a; > ay. O

Proof of Theorem 3 (Characterization). Under Assumption 2, we show that there cannot be
strict saving at any asset level.

We use Lemma 14 to show this result. In order to apply the lemma, we need to rule
out the possibility that for some @, é(a) < ra for all 2 > 4. Assume by contradiction that
this is the case. Let # = max (@, £). Then for alla > 4, ¢ < é(a) < ra. Therefore, the equi-
librium consumption always stay in the homogenous portion of the utility function above
a. Therefore, (V(a),W(a),é(a)) is an equilibrium for the homogenous system (11) over
4, 00). However, Theorem 5 implies that ¢(a) > ra for all a > a, which is a contradiction.

Lemma 14 then implies that there cannot be strict saving at any asset level.

Now, under Assumption 3, we show that there is at most one continuous equilib-
rium with strict dissavings. Indeed, Lemma 21 for the homogenous system (12) (with
o = ) shows that there exists a unique solution to (6) with dissavings determined
over a neighborhood [g,a + €] to the right of a. Outside this neighborhood the solu-
tion to to (6) with dissavings is uniquely determined since the ODE (18) is regular over
E={(V,W,a): (p+A)V =AW — U;(ra) > 0}. O
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E.2 Supporting Results for the Proof of Theorem 3

Lemma 12. If the sequence {a,} constructed in Theorem 3 has an infinite number of elements
then

lim a, = +o0.

n—o00
Proof. The result is shown by contradiction. Assume that the sequence is infinite and
is bounded above. By construction {a,} is strictly increasing, thus the sequence con-
verges to some a®. We assume by contradiction that 4 is finite. By construction, V;, (a,) =
V (ay), W (ay) = W (a,) and V,, (a,21) = V (a,41) and V,,(a) > V(a) for a € (ay, a,11).
We can then apply Lemma 10 to show that 0 < V; (a) < Uj(ra) and 0 < W), (a) <
Uy (ra) + & Uj (ra). By the Mean Value Theorem, there exists a}; € [ay, a,,11] such that

Vi (an1) — Vi (an) 14 (ani1) — 14 (an).

V) (a) = =
(%) Ap1 — n fpt1 — n
Since {a,} converges to a*°,
lim V, (a}) = V' (a®). (35)
n—oo

On the other hand V}, (a;;) = R, (a, Vy (), Wy (ay,)). Since V (a,) < Vi, (ay,) <V (ay41)
and W (a,) < Wy (a}) < W (a},) + (Uj (ran) + §U; (ran)) (ay+1 — a,) and R; is continu-
ous, by the Squeeze Principle,

lim V; (a}) = lim Ry (a}, Vs (a}), W (a7))

n—o00

= lim R; (a%,V (a®), W (a®))

1—00
= Uj (ra®). (36)
The desired contradiction follows from the fact that (35) and (36) cannot happen at the
same time given that Vv (a*®) < Uj(ra*) by condition (22) at a = a®. O
Lemma 13. Ifat a = 4, ¢(a) < ra in some neighborhood to the left of d and ¢(a) > ri then
¢(@) =raand V(a) < V(ﬁ)
Similarly, if ¢(a) > ra in some neighborhood to the right of @ and ¢(d) < rd then ¢(d) = ri

and V(a) < V(a).

Proof. Case 1: ¢(a) < ra in some neighborhood to the left of 4 and ¢é(a) > ra.

By the definition of an equilibrium, there exists a solution {4;} to the ODE: d—f =
rd; — ¢(4;) with the initial condition 4y = 4. Since c( ) < ra 1n the left neighborhood of 4,
we have 4; > i for all t > 0. Therefore rd — ¢(d) = ¢(d) = ra.

Now we show that V(d) < V(a). Indeed, if there ex1sts a sequence {a,} such that
a, > danday, | dand é(a,) > ra,, then d; < a, forall t,nso 4; = i forallt > 0. Therefore,
by the equilibrium definition in Subsection 3.1, W(4) = W(a) and hence, V(a) = V(a),
which is < V() as desired.

Otherwise, ¢(a) < ra in some neighborhood to the right of 4, therefore d; is non-
decreasing.

In this case, if 4y = d for all t > 0, then V(a) = V(a).
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Otherwise, there exists T such that 41 > 4. Therefore, (V, W, ¢) are continuous over
@, 4r]. Assume by contradiction that V(d) > V(d), then W(a) > W(a). As a | 4, we have
W’(a) _ pW(a)=U"(é(a))

ae@) v T since é(a) —ra — Owhena | 4.

Now

((o+A)V(a) —AW(a) — Uy (ra))
(p+A)V'(a) — AW'(a) — rUj(ra)

= (p+A)Uy(é(a)) — AW'(a) — Uy (ra)

Asa — d,¢(a) — ri, therefore ata =

&=

dd_a ((o+A)V(a) = AW(a) — Uy (ra)) = —oo,

which contradicts the property that (o + A)V(a) — AW(a) — Uy(ra) > 0 for a > 4 and
(p+A)V(a) — AW(a) — Uy (ra) = 0.

Case 2: ¢(a) > ra in some neighborhood to the right of @ and é(4) < ra. Similar to the
proof of Case 1, we have é(d) = ri and V(a) < V(a). O

Lemma 14. Assume that B(c) < B for all c. There cannot be strict saving at any asset level if for
any a, there exists a’ > a such that ¢(a") > ra’.

Proof. Suppose by contradiction that, at a = 4, é(id) < rd. Letd = sup{a > d : é(b) <
rbforb € [i,a]}. Let {a;};-, denote the solution of the ODE 4; = ra; — é(a;) with the
initial condition ap = & (a; exists by the equilibrium definition in Subsection 3.1). Since
d‘z(;) ) = i — é(d) > 0,ar > dfort > 0. Also by the equilibrium definition (W, ¢) is
continuous on path 4;, thus in a neighborhood to the right of 4. Therefore, é(a) > ra in
the neighborhood, which implies @ > . Because there exists a’ > i such that é(a’) > rd/,
a < oo.

Now, going back to the main proof. At a, é(d) > ra, otherwise the solution to the
ODE 4; = ra; — ¢(a;) with the initial condition 2y = 4 admits a solution that extends to
a neighborhood the right of 4, and by continuity, in this neighborhood é(a) < ra which
contradicts the definition of 4. Consequently, by Lemma 13, we must have é(d) = ra.
There are two cases:

Case 1: ¢(a,) > ra, for some sequence a, | 4 in a neighborhood to the right of @ then
V(a) = V(a), W(a) = W(a). Case 2: é(a) < ra in a neighborhood to the right of 4, then
by Lemma 13, V(4) < V(). In either case, we have V(4) < V(a).

Fora < g,

V'(a) = Uj(&(a)) = Ui(ra) = V'(a),
since B < B. Therefore, V(a) < V(a) for all a < 4. Consequently W(a) < W(a) for a < g,
since é(a) < ra. Therefore, for a < 4,

Wiy — EW(@) — W) _ Un(ra) — Up(e(a)) _
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Now

((o+A)V(a) - AW(ﬂ) Uy (ra))
(p+M)V'(a) = AW'(a) — rU;(ra)
(P+)\)U1(5(ﬂ)) AUy (ra) — rUj(ra)
Now as a — 4, é(a) — ri, therefore ata = a

& (0 + MV (@) = AW(a) ~ Ui (ra)) > (p 4+ A — r)Uj (ra) — AU (ra),

=

Ifr > p,since p < p=E£2 +A L < Pit*r,we have

(p + A — UL (rd) — AU (rd) > 0.

Ifr <p,
(p+A = r)Uy(ra) — AUg(ra) = A(Uj(rd) — Ug(ra)) > 0.
Either way, we have

& o+ V(@) AW(@) ~ th(ra))| >0

a=a
This is a contradiction since (p + A)V(a) — AW(a) — Uy(ra) > 0 fora > 4 and (p +
ANV () — AW(a) — Uy (rd) = 0. O

F Proofs for Saving Equilibria

E1 Proof of Theorem 4

Proof of Theorem 4 (Existence). We prove the existence of equilibrium by construction.
We define an wealth level a,, and the value functions (V,, W) over [a,, o) satisfy-

ing the differential equations (6) as following. In Theorem 2, we show that for a > a,,
1 —0 1

(Vu(a), Wy(a)) = (v — Wi ;) and ¢, (a) = ya satisfy the differential equations (6) over
(2, 00) where a, =
P <r,50Cy(a) < ra.

Having determined the value and policy functions at and beyond a,, we construct the

value and policy functions below a,. Noticing that the initial values (a,, V,(a,), Wy (ay)) €
E, a solution (V;, W;) to the ODE (19) with the initial condition

(Va(aw), Wa(aw)) = (Vu(aw), Wu(au))

exists and is unique locally over an interval (a, — €,a, + €).% Let (4,a, + €) denote the
(left) maximal interval of existence for this solution. We will show that 4 < g

If 4 = 0, this is immediate. If # > 0, by Lemma 15, Vj(a), W)(a) > 0 for alla > a
So the limits lim,|; Vz(a) = V4(2) and lim,, Wy(a) = Wy(a) exist.*® By Hartman (2002,

%. It is immediate that &,(a) = ¢ > 0. Moreover, because B > j,

%Because of the uniqueness of the solution, (V;(a), Wy(a)) = (V,(a), W,(a)) for all a € [ay,ay + €).
40We also show that lim, 14 Wa(a) > —oo and lim,, V;(a) > —oo. This is immediate if U, is bounded
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Theorem 3.1), (4, V(a), Wy(a)) € ES Therefore ¢;(4) = rd. As shown in Lemma 15,
V! (a) < 0. This implies &,(a) = Vd > 0. Thus,

Sod < &
Given the value and policy functions (V;,, W, é,) and (V;, Wy, é,), for a > 4, we define
the value and policy functions (V, W, ¢) over [g, o) as follows

(V,W,é) = {

As in the proof of Theorem 3, we can verify that this construction satisfies all the condi-
tions in Subsection 3.1 for an equilibrium. In addition, é(a) < ra and &'(a) > 0.

If 2 > 0, Lemma 30 below shows that (V(4), W(4)) = (V(a),W(a)) and &(a) =
In addition, when B(c) is increasing, Lemma 31 shows that V(a) > V(a) for all a >
Therefore, V'(4) = U] (ra) > V'(4). By Lemma 6, B(rd) < .

(Vd/ Wd/ éd) ifg <a<ay
(Vu, Wy, éy) ifa > ay.

rd.
a

Proof of Theorem 4 (Uniqueness). As shown in Lemma 18, é(a) < ra for all a > a. Theorem
6 shows that the linear equilibrium is the unique equilibrium above £. Let a* = inf{a :
A(b) < rb¥ b > a}. As we show in the existence proof, V( ) > V(a) foralla > a*. If
a* > g, then there exists a sequence {a,} converges to a* to the left such that é(a,) =

ay. Therefore by Lemma 13, V(a,) < V(a,). So V(a*) = limV(a,) < V(a*), which
contradicts the earlier result that V(a*) > V(a*). Therefore é(a) < ra for all a > a, the
solution then is uniquely determined as a global solution to the ODE (19) with the 1n1t1a1
condition at a4, given by the linear solution. O

FE2 Supporting Results for Proof of Theorem 4

Lemma 15. Assume p < r. Consider a solution (V, W) to ODE (19) defined over (4, a,,] with
the initial condition (V (ay), W(a,) = (Vy(ay), Wy(ay)) with ay, V,,, Wy, defined in Subsection
F.1. Then forall a < a,

D(+A—=r)V'(a)— AW (a) < 0and W'(a) >0

2)V"(a) <0

3) V' (a) > W' (a).

from below, and consequently U is bounded from below by some u, because B(c) < 1. Because W)(a) > 0
and ¢é;(a) < ra for a > 4, (6b) implies that W;(a) > % u for a > 4. If Uy is unbounded from below, we make

the additional technical assumption that ¢ = inf. o (Uy,¢) > 1 — F;’ We have

ooy OEAIVI) S AWa) (o~ r)Vita)
Uy (Ca(a))(ra — eq(a)) Uy (¢a(a))(ra — ¢q(a))
_ (pnUE)  _r—p_afa)
Uy (Ca(a))(ra—cq(a)) ~ o ra—ia(a)’
because W) (a) < V(a) as shown in Lemma 15. Therefore ¢;(a) > c*(a) > 0 where c*(a) is the solution to
the ODE ¢ (a) = = . C_*(”) and c*(ay) = ¢4(ay) < ray (c*(a) can be solved in closed form). Therefore,

c*(a)
Ao (c* (a))+Uy (a)

g ra
lim, , Wy(a) > %Uo(c* (a)) > —ocoforall a > 4. Finally, lim,, Vy(a) > pH—A > —oo.
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Proof. We prove this lemma in two steps. Step 1: If properties 1),2) and 3) hold in a
neighborhood to the left of 4, then they hold for all 4 < 4. Step 2: Verify that properties
1),2) and 3) hold in a neighborhood to the left of a,, separately under Assumption 2 with
B=1lorB<1.

Step 1: Assume that properties 1),2) and 3) hold in a neighborhood to the left of a,, We
show that 1),2), and 3) hold for all a < a,,.

We prove 1) separately for two cases: Case 1: p+A —r > 0and Case 2: p + A — 7 < 0.

Case 1: By construction, V'(a) = Uj(é(a)) > 0. Therefore if (0 +A—r)V'(a) —
AW'(a) < 0, W'(a) > 0. We just need to show the first inequality.

We prove this inequality using Lemma 7 (Variation 1). Condition 1) of Lemma 7 (at
ay) is satisfied by assumption. We just need to verify Condition 2) of Lemma 7, i.e. if there
exists i@ < a, such that

(0+A—7r)V' (3) — AW (d) = 0. (37)
then
(o+A=r)V"(d) > AW (d4).
By Lemma 5,
(0+A =1V (a) — AW’ (a) = V" (a) (ra — 2 (a)).. (38)
Ata = i, because of (37), and rd > ¢é(a), V"' (4) = 0.
Differentiating the second equation, (6b), in system (6), and using (21), we have

PV (1) = G oV @ )
+ww%@ua—a@y+w%m(r—UTéaﬁv"wo.

Ata = i, using the previous result that V" (#) = 0, and rearranging, we arrive at
W" (&) (ra — ¢ (a

i
)) =(p—r)W'(4).
(p+A-1)V' (a)

Because, W'(i) = *==——= > 0 and p — r < 0, the right hand side is strictly negative.
Moreover ra — ¢(a) > 0, therefore W (i) < 0. Thus,

W'(a) <0=Vv"(a),

i.e. we have verified the second condition in Lemma 7. Given that the two conditions of
Lemma 7 are satisfied, this lemma implies the first property.

Case 2: Becausep+A <rand V'(a) >0, (0 + A —7) V'(a) — AW'(a) < 0if W'(a) > 0.
Therefore we just need to show the last inequality. Again we prove this inequality using
Lemma 7 (Variation 1). Condition 1) of Lemma 7 (at a,/) is shown in the proof of Theorem
4.We now verify Condition 2). If there exists 4 < a, such that W’ (i) = 0 we show that
W"(4) < 0. From equation (38) at i, (o + A —r) V' (d) = V" (a) (rit — ¢ (&)). This implies
V" (i) < 0. From (39), since W’ (i) = 0,

o (@) " (4 (&) (ra —C(d
0= @y @TW @ (1 —2@).

Therefore W”(4) < 0. Given that the two conditions of Lemma 7 are satisfied, this lemma
implies W/ (a) > 0 for all a.
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The second property immediately follows using (38) and ra — é(a) > 0.

We also prove the third property similarly by using Lemma 7. Condition 1) in Lemma
7 is satisfied. We now verify that condition 2) is also satisfied. Indeed, if there exists
i < ay such that W' (4) = V' (d) . By (38), ata = 4,

v () — (= V@)

0.
ra—e@)

Again by equation (39),

(1= @)W (@) = (p =)W' (2) = (U§ (€)= W' @) g7V @)

. 7

> (p—r)W (@) = (o —7) V' (4),
The second line comes from the assumption that W’ (#) = V' (4) = Uj(é(d)) > Uj(é(a
(by properties 1) and 2), ¢’(a) > 0 therefore (i) < ¢é(a,) = ¢ and that Uj(c) > Uj(c) f
all ¢ < ¢ by Assumption 1). So

w" ((j) > (.0 j T)AV/V(EIV) — " (5!) )
rd —c(a)
So by Lemma 7, we obtain the third property.

Step 2: We show that properties 1),2) and 3) hold in a neighborhood to the left of a,.
We treat the two cases associated with Assumption 2 with § < 1 or B = 1 separately.

Under Assumption 2 with B < 1, given the closed form solution given in Appendix
D, we show that properties 1), 2), 3) are satisfied at 4, in Lemma 16 below. By continuity,
properties 1), 2), 3) hold in a neighborhood to the left of a,,.

Under Assumption 2 with § = 1. It is easy to verify that properties 1) and 2) are
also satisfied from the close form solution. By continuity, properties 1) and 2) hold in a
neighborhood to the left of a,,. Properties 3) is not satisfied at a,, because V;,(a,) = W} (a,)
so V'(a,) = W'(a,). WOLG, by defining ¢ and a, such that f(c) < 1, B(c) = 1 for
all c > ¢ = é(ay) (above a,, V and W differ only by a constant and both are the value
functions of a time-consistent consumer with utility U; up to some constant; properties
1) and 2) also hold because of this property). We show that V'(a) < W/'(a) in some
neighborhood to the left of a,,.

Indeed, consider the solution (V,, We) to ODE (19) with the initial condition

(Ve(au), We(ay)) = (Vu(”u) - Fﬁl Wi (au) — %) :

Because (ay, Vy,(ay), Wy(a,)) € E, by Hartman (2002, Theorem 3.2), there exists w > 0
such that (V,, We) are defined over, [a, — w, a,] and (Ve, We) — (V, W) uniformly over
la, —w,a,] ase — 0.

It easy to verify that V/(a,) > W/(a,). Indeed, from the initial conditions, we have
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Ce(ay) = ¢u(au), and Vj(ay) = Uy (Cu(ay
P (Wu(au) - %) - UO(ée(au)) < qu(au) — uO(@
Vii(a

W(ay) =

&
v
=
XN
=
)
=
—~
N
=
=

= W;(au) = ) V/(llu)

In addition, when € sufficiently small, we also have properties 1) and 2) holds for V., W,
at a,. Therefore, following the proofs in Step 1 above, we can show that properties
1),2),3) hold for all a € [a, — w,a,] for (Ve,We). In particular, V/(a) > W/[(a) for all
a€ lay,—w,ay.

Now ase — 0, (Ve, We) — (V,W). So V'(a) > W/(a) foralla € [a, — w, a,]. We show
by contradiction that V'(a) > W'(a) foralla € (a, — w, a,). Assume to the contrary that
V'(id) = W'(#) for some 4 < a,. As in Step 1, this implies that V" (d) < W"(4) strictly,
because B(¢(i)) < 1 given that é(i) < ¢é(a,) = ¢. Therefore in the right neighborhood of
id, V'(a) < W'(a), which contradicts the earlier result that V’(a) > W'(a). Thus, V'(a) >
W'(a) foralla € (a, — w,ay). O

Lemma 16. The linear equilibria in Theorem 2 with B < B < 1 satisfies, for all a > 0
DA+p—r)V'(a) < AW'(a)
2)V"(a) >0
3) W (a) < V'(a)

Proof. As shown in Theorem 2, because > §, ¢(a) < ra. By Lemma 5,
(p+A—7r)V'(a) =AW (a) = V" (a) (ra —C (a)).

Because V"' (a) = —ooca=""1 < 0,and é(a) < ra,
A+p—r)V'(a) —AW'(a) < 0.

The second inequality 2) is immediate because V" (a) = —goa~ "1 < 0.

The last inequality 3) is equivalent_ to % < 1. After algebra manipulatio_n, this
inequality holds if and only if (¢ + 8 — 1)y < A This obviously holds if o + 8 < 1,
because A, ¢ > 0.If o + B > 1, we show that ¢ < 5 . Indeed, P ( - 1) = (ffﬁ l31))2 >
0. Therefore, p < - +%_1. O

Lemma 17. Assume Assumption 2 and that B(c) > B for all c > 0 and B is non-decreasing. In
any equilibrium, for any a > a, there exists a’ > a such that é(a’) < ra'.

Proof. Assume that there exists a* such that ¢(a) > ra foralla > a*.

Letd = inf{a* > a > a : é(b) > rbforb € [a,a*]}. Follow the argument in the
beginning of Lemma 14, we have i < a*.

If = a, then by the limit on assets, ¢(4) = rd. If 4 > a, by Lemma 13, é(d) = ri
(similar to the argument in Lemma 14, we must have é(i) < rd). Either way we have
¢(a) = ra. Also by Lemma 13, V(i) < V(). By the definition of 4, ¢(a) > ra for alla > a.
Since V'(a) = Uj(¢é(a)) < Uj(ra) < V'(a), wehave V(a) < V(a) foralla > a.
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Now for i = max(a, ), by choosing € > 0 sufficiently small, we have V(1) < V(i) —
e (#)' "7 and V/(a) < V'(a) — e ()7 for all a > a. Therefore, for all a > i

V(a)
al—-o

<U—€.

As in the proof of Lemma 28, using the phase diagram, any solution to the differen-
tial system (12), with the initial condition ¢(x*) > r and wo(c(x*)) — p+ E2e > w(ce(x*)),
reaches a point where c(x**) = r, at some x** > x*. This contradicts the assumption that
¢(a) > raforalla > a*. O

Lemma 18. Assume Assumption 2 and that B(c) > B for all ¢ > 0 and B is non-decreasing. In
any equilibrium, there cannot be strict dissaving at any asset level.

Proof. Suppose by contradiction that there is strict dissaving ata = 4 > a. Letd = inf{i >
a>a:Cé(b)>rbforb € [a,d]}. If @ = a, then by borrowing constraint, é(4) = ra. If @ > a,
following the arguments in the proof of Lemma 14, we have @ < i and ¢é(a) < rd. By
Lemma 13, V(a) < V(a).

Leta = sup{a > a:é(b) > rbforb € [j,

Vi(a) = Uy (é(a)) < Uj(ra) < V'(a)

we have V(a) < V(a) foralla < a < 4.

Also by Lemma 17, there exists a* > i and a* > 5 such that é(a*) < ra*. Above a*,
¢(a) > ¢, so the equilibrium stays in homogenous portion of the utility function starting
above a* in addition starting from any asset level a > a*, asset never goes below a* since
¢(a*) < ra*. Therefore, by Theorem 6, é(a) = a for alla > a*.

Let ' = inf{a € [g,a*] : ¢(b) < rbforall b € [a,a*]}. By definition, a° > 4. As shown
in the existence proof of Theorem 4, V(a) > V(a) for alla > a°.

We show by contradiction that 2% = 4. Assuming that this is not true, i.e. a° > 4.
There are two cases:

Case 1: There exists a sequence {an} | € (5, ao) such that a, 1 a° and ¢é(a,,) > ray.
Applying the arguments for a, = i above, we must have V(a,) < V(ay). Therefore
V(a®) = limye V(ay) < V(a®) which contradicts the property that V(a®) > V(a°)
shown earlier.

Case 2: There exists € > 0 such that é(a) < raforalla € (a° —€,4°). Then é(a") < ra®.
Since V( 0 > V(a%), ¢(a®) < ra’. Now, by the definition of a’, there exists a sequence

al}. By Lemma 17, 4 < oo. Since fora € (d,4),

{an}>_; € (a° — €,a°) such that a, — 4° and ¢(a,) = ra,. By Lemma 13, V(a,) < V(ay).
Therefore V(a%) = lim, e V(a,) < lim, e V(a,) = V(a®). This contradicts V(a®) >
V(aY).

So either in Case 1 or Case 2, we have a contradiction. Therefore a° = 4. But as we
show above, V(a) < V(a) fora < @ = a° and V(a°) > V(a®). This contradicts the
continuity of V.

Thus we have shown by contradiction that there cannot be strict dissaving at any asset
level.

Following the arguments above, we can show that there cannot be an asset level with-
out strict saving. Therefore é(a) < ra for all a > a. By Theorem 6, ¢(a) = ta for all
a > max{a, £}. Since the equilibrium features strict dissaving for all 2 < a < max{a, £},
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the equilibrium is uniquely determined given the boundary condition provided by the
linear equilibrium above max{a, £}. O]

G Proofs for Subsection 4.3

G.1 Phase Diagram and Loci

The proofs for the results in Subsection 4.3 rely on the phase diagram. In this subsection,
we analyze the preliminary properties of the phase diagram, in particular, the behaviors
of thelocic’ =0, w’ =0,and v = .

Loci ¢’(x) =0 The loci of points where ¢’(x) = 0 is given by
Apw = (p+ A)u'(c)(r—c) +Apu(c) — (1 —0) (r—c) (u(c) +u'(c)(r —c))

or

(o +M)u'(c)(r—c) + Apu(c) = (1 = 0) (r —c) (u(c) + u'(c)(r —¢))

w=w(c) = Ap

Lemma 19. In the relevant regions, w > 0 for o < 1 and w < 0 for ¢ > 1, wy has U-shape.
Proof. The derivative of wy (c) is equal to

u”(c) (Ao + Arc+ A2c2>

where

Ay=(— A —0a)r+A)r

A p—1—0)r+A)(1—0)—AB+r(l—0)o

1=
o

A2 = —(2 — 0')

After simplifying
wi(c) = %pu’(c) ((p —(1—=o)r+A)(r—c)+ Aﬁ%ﬁ —roc+ acz)

when ¢ — 0, the right hand side goes to co and when ¢ — oo, the right-hand side goes to
+o0if 2 < o and goes to 0if 2 < o and to 17 if o = 2.

Local optima of wy (c): It is easy to see that Ay > 0.

If o < 2 then A, < 0. The roots of w'(c) = 0 are

— A+ /A2 —4AA) —A — /A2 —4AL A,
24, ’ 24,

with one root negative and the other one positive. Therefore since wi(c) — +oc0asc — 0
and w1 (c) — +oco as ¢ — +oo, the positive root is a global minimum.

If o > 2, then A, > 0. Since wy(c) - +o0asc — 0and wy(c) — 0asc — +oo,
and wy(c*) < 0, where c* is the interior steady-state. At local minimum of w{ (c) exists.
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Therefore
A% —4A¢A; >0
The two local optima of w; are then

— Ay + /A2 —4A5A — Ay — /A2 —4AA

,C2 =
24, 2 24,
Consider the second derivative at these local optima:

wy(c) = w)’(c) (AQ + Ajc+ A2c2> +u"(c)(A1 +2A50)
=u"(c)(Ay +2A50)

At the lower root, wy(c) > 0 and at the higher root w}(c) < 0. Therefore ¢; is a local
minimum and c; is a local optimum. In addition lim;—,e w1 (c) = 0, therefore wy(cy) > 0
and wq(c) > 0 for all ¢ > c».

Now since in equilibrium w < 0, we can ignore the part of the phase diagram in
which wy > 0, i.e. ¢ > cy. So restricting attention to (0, ¢2), w1 has U-shape with the local
minimum at c;. [

1 =

Loci w'(x) =0 Loci of points where w'(x) = 0 is determined by

pu(c)

R (S )

Lemma 20. wy has inverted U-shape.

Proof. If o < 1,sincec > 0,andp— (1 —0)r >0,p— (1 —0)(r —c) > 0,s0 wy(c) > 0 for
allc > 0.
Ifo>1p-(c—-1)(c—r) <0ifc > p—_((rl__la)r. Therefore, wy(c) < 0if ¢ < =09

c—1
and wy(c) > 0if c > %.

In any Markov equilibrium, w < 0, therefore the positive part of w(c) is not relevant
for the study the Markov equilibria. In particular,

= (p—(1-0)(r—c))w—pulc),

therefore, w > 0 forall ¢ > £ _((71__1‘7)7 and w > 0.

Differentiate w;(c), we arrive at

B (ot — o)

(o—(1—=0)(r—c))?
p*(l(;tf)r Y s

wy(c)

Therefore w;(c) has single peak at ¢ =

Lastly, ’
B u(c)
w2(c) = c—o0 0
—(1—0)r —
P(liU;TC +1(0—=0)c
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andifoc > 1

_ g u(c)
02(0) = T (- g)e eotlgr %
(c—1)c
—(1—
On <‘0 ((T_lg)r,+00>, w(c) > 0.
As ¢ — 0, the limit of w,(c) depends on whether o < 1oro > 1:
pu(c) Bu(c)

B e [ A

]

The relationship between ¢’ = 0and w’ =0 Atc =r, thelociof ¢ =0and ¢’ =0, are
both equal to @. Here we compare the slopes of the two loci at this point.
The slope of the loci of ¢’ = 0 is given by

(o +A)u'(r) + Apu’ (r) + ru'(r)

wj(r) = = v

and the slope of the loci of w’ = 0 is given by
u'(r)(p—r
I G
p
Therefore the comparison between the two slopes is equivalent to comparing

AB—(p+A—1) _Blp—71)
A = 0

which is also equivalent to A
s B
This also implies that depending on 8 versus f, ¢ = 0 and w’ = 0 loci intersects at a
unique steady state to the left (8 > f) or to the right (8 < B) of c = r.
Now we turn to the slopes of the loci at the interior steady-states. Assume that g > f,

and consequently r > p. Therefore the loci @' = 0 has single peak at ¢ = £=1=9" —
r+ 5 <7
We show that w1 (¢) > wy(¢). Indeed, this is equivalent to
pu(¢) < o+ M) (r = &) + Apu (€) = (1 — o) (r —c) (u(¢) +u'(6)(r —c))
p—(1-0)(r—0 Ap

after algebra manipulations, this is equivalent to

p<(p+A1-p))
which is obviously true since § < 1.

Therefore, w1 and w, intersects at ¢* where wj is strictly decreasing. Since, w;(c) <
wy(c) in the left neighborhood of ¢ = r and the interior steady-state is unique, we must
have w/ (c*) < 0 (otherwise, w1 (c) > w1 (c*) = wa(c*) > wy(c) in the right neighborhood
of ¢*, which implies that there is another steady-state between c* and r). Now by Lemma
20, wy is U-shaped. Therefore, w; is decreasing from 0 until ¢c** > ¢* and increasing from
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Figure 5: Loci for ¢ = 0and w = 0

c** on (as long as w; stays in the relevant region). We can show that c** > r if and only if
o—r+A > ‘B
= .

V =V curve Another important set of points is the set of points at which V(a) = V(a).
This is equivalent to

.
a
Since
(p+A)v—Aw =u(c) +u'(c)(r—c),
this leads to

(p+ Ao —u(c) —uw'(c)(r—c)
Y .
It is immediate that w is single-peaked with the peak exactly atc = r.

Figure 5 presents two examples of the loci, for > 3 and g < j.

w = wp(c) =

G.2 Local Dynamics

Before tackling the global dynamics of system (12), the following results establish the
local properties of the system, including existence and uniqueness.

Lemma 21. Assume that B < B, the differential system (12) admits a unique solution which

converges to the steady state (r,w = ﬁ”—(r)) with the property that ¢ > r and ¢’ < 0 near the

0
steady state.

Proof. The local existence is a corollary of Lemma 2. Now we show uniqueness.
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Indeed, since ¢ < 0, ¢ decreases as the solution converges to the steady state (7, @).
Therefore, we can find a function @ such that

w(x) =w(z(x)) + @
where ¢ = r + z(x). We show that the function @ is uniquely determined.
Indeed, from (12), we obtain the following differential equation for :

'(z) = —u' (r+z)z (p® — Bzii(z) + (1 — 0)z(w + D)) (40)
—(p+ M (r+2)z+ABzi(z) + (1 — o)z (u(r +z) — u/(r +2)z) — Apd’

where ii(z) = M We simplify this equation as:
NP G(z)
@(z) = Fz) + K(z) + Apd
where
_n p—(1-0)z
F(z) =u"(r+2)z o

G(z) = u"(r + 2)2% * {—Bii(z) + (1 — o)D—
/ _ !
(o+Mu'(r+2z)—ABii(z) — (1 —0) (u(r+z) —u'(r+2)z) (0—(1—0)2)
Ap

K(z) = (o +Mu'(r+2z)z— ABzii(z) — (1 — o)z (u(r+z) —u'(r +2)z)
First, we observe that, as z — 0, u,,((i(% — ( B+ ﬁr M) u'(r) < 0, since
B < B. Therefore G(z) > 0 in a neighborhood to the right of z = 0, i.e. G(z) > 0 for all

€ (0,z*) for some z* > 0.

We assume by contradiction that the ODE (40) has to distinct solutions @; and ,.
From the phase diagram, the two solutions cannot intersect when z > 0. Without loss of
generality, we assume that @, < @, for all 0 < z < z*. Then

i Aol(n(z) — D (2))
& @~ ) =60 e om0 (KG) + Ao @) <

)
since, K(z) + Apwy(z) > 0 and K(z) + Apw1(z) > 0 because ¢ < 0 in the two solutions.
Therefore

lim (Wa(z) —@1(z)) > D2(2") — D1(z") > 0.
Z—
This is a contradiction since, lim,_,o W, (z) = lim,_,o @1(z) = 0.
[l
Lemma 22. Assume that B > B, the differential system (12) admits a unique solution which

converges to the steady state (r, W = ﬁuT(r)) with the property that ¢ < r and ¢’(x) > 0 near the
steady state.

Proof. Similar to the proof of the last result. The proof of Theorem 8 below shows the
existence of a solution, with the properties that c(x) > v and w(x) > w for all ¢

. G(z A A .
First, we observe that, as z — 0, M,,(r(ﬁ — < B+B;— H—M> u'(r) > 0, since
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B > B. Therefore G(z) < 0 in a neighborhood to the right of z = 0, i.e. G(z) < 0 for all
z € (0,z*) for some z* > 0.

We assume by contradiction that the ODE (40) has to distinct solutions @; and @,.
From the phase diagram, the two solutions cannot intersect when z < 0. Without loss of
generality, we assume that @ < @; for all0 > z > z*. Then

d . Ap(1(z) — Da(2))
— (D — W) = G(z L -
#2027 ) = O G T hta(e)) (K(:) + A ()
since, K(z) 4+ Apt,(z) > 0 and K(z) + Apw1(z) > 0 because ¢ > 0 in the two solutions.
Therefore

> 0,

lir% (Wa(z) — D1(2)) > Wo(z") — D1(2%) > 0.
zZ—r
This is a contradiction since, lim,_,o @(z) = lim,_,o @1 (z) = 0. O

Lemma 23. Consider the ODE (12) and a singular point (r,w*) at x = x*
If w* > w, locally there exists a unique solution to (12) defined in finite intervals (x* — €, x*)
and (x*, x* + €) continuous at the boundaries of the interval and with the property that ¢’ (x) > 0.
If w* < @, locally there exists a unique solution to (12) defined in finite intervals (x* — €, x*)
and (x*, x* + €) continuous at the boundaries of the interval and with the property that ¢’ (x) < 0.

Proof. We use the tools from the DAE literature, in particular Rabier and Rheinboldt

(2002), to show this result. First, we use a change of variable from x to t such that

% = r — ¢(x¢). Then the system (12) becomes

W' (£) = (pw (£) — pu (c (1)) — (1 - oy (t) (r — e (1)) (41a)

¢(t) = (o2 = (e (t) = s (oo (1)~ fulc () ) () (e (1)

1
u' (c(t)) r—c i)

To use the DAE tools, let y = {ZCU} and we write this ODE system as

A(y)y = G(y),

where
Aly) = {u = (1)}
and
Gy = [P MW@ =)+ Apu () = (1= 0) (r =€) (u(e) + () (r = ) — Apw
pw—Bu(c)—(1—0o)(r—c)w
We have
det(A(y))y = adj(A(y))G(y),
where
. 1 0
adj(A(y)) = [0 W (0)(r — c)]
Let

Y0(y) = det(A(y)) = u"(c)(r —c)
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Sy — [0+ DO =)+ Au (€)= (L=0) (r =) (utc
/ (pw — pu (c) = (1 =) (r = ) w) " (c) (r )
In addition
m(y) = Do(y)G(y)
Dyo(y) = [u""(c)(r—c) —u"(c) 0]
Therefore at y* = (r, w*)

m(y") = —u"(r) (Apu(r) — Apw").

By Rabier and Rheinboldt (2002, Theorem 39.1), if w* > @, 71 (y*) < 0, then y* is attractive
and there are two solutions y! and y? defined over [T, 0], such that (41) is satisfied over
[—T,0) and lim; ,oy’(t) = y* . It is easy to see that one solution has r > ¢; and the other
one has r < ¢;. Since yi is continuous, Cé alsois. Let x; = x* + fto(r — ¢5)ds, we can verify
that (c’(x¢) = ¢}, w'(x¢) = wi), i = 1,2 are the desired solution to (12) over [xr + x*, x*].

Similarly if w* < @, 71(y*) < 0 so y* is repulsive, we obtain the desired solutions
similarly. O

G.3 Proofs for Theorem 5
G.3.1 Proof of Theorem 5

Part a. is a direct application of Lemma 27.

Now we prove the complete characterization in Part b. Consider an equilibrium. By
Lemma 24, we have é(a) > ra for all a > a. We first show that if a < 4 < 4 such that
¢(d) = raand ¢(d) = rd then 2 > 6 > 1 where § is defined in Lemma 24.

Indeed, if this is not the case then

i, a
) éc (a a)>

~\ 1—0 ~\ 1—0o
(V(a), W(a), &(a)) = (() V(ad), (—) W (a2
a i’ \a
with a > 4 is an equilibrium defined over [, c0) with V(@) = V (&), which contradicts the
result in Lemma 24 with 4 stands for a.

Given this result, we can define the sequence {a,} with a9 = a and

STl

A1 = inf{a > a, : é(a) =ra}.
We have é(a, 1) = ra, 1 and ”Z—:l > 4. In addition é(a) > ra for alla € (an,a,41). Now

fora € [ay,a,41), let c(x) = @ where x = loga —loga, and w(x) = % We have
limy 1064, 1 -loga, ©(X) = @ and (c(x), w(x)) is a solution to 12, with ¢(x) > r. By Lemma
27, ¢(x) corresponds to the solution defined in that lemma. In addition, loga, 1 —loga, €
X.
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G.3.2 Supporting Results for Theorem 5

Lemma 24. All equilibria must feature dissaving at all assets. In addition, there exists 6 =
o(p,r,B,0) > 1 such that for any a > 0, all equilibria must have the same consumption and
value functions over [a,ad| and V(a) > V(a) for all a € (a,ad]. In addition, if a continuous
(reqular) equilibrium exists, it is unique.

Proof. Consider a regular equilibrium. By Lemma 25, é(a) > ra for all a > a. Therefore at
the debt limit, é(a) = ra.
Given v > r define in Lemma 26 (depending on whether r > p or v < p). Let J be
defined by
5= L
2N’
where
y—r
2(=w'(3) ((p+ A= (3) + 2 (oo — pu(3)))
We first show by contradiction that - ( ) < 7 for all a < ad. If there exists @ € (a,ad) such

that © ( S 7. Lete(x) = é(ex) and ¥ = loga and x = inf{x > loga:c(z) >rVz e (x,%)}.
So ¢(x ) is continuous over [x, X| and c(x) = r.

[x,
Wehave ¢(%) > yand c(x) =r < . Letx* = inf{x €xf:ic(z) > Vze [x,a?]}.
By the continuity of c(.), c(x*) = 2% and ¢(x) > 2}~ for all x € [x*, £]. Therefore,

A =

) = G ey (A ) — s o () = Bu e () ) = ()
<Comym (e -G+ (- () -3
<A.
Consequently,
AFE—x")>c(%)—c(x*) > %
So v
A <XF—x" <4,

which contradicts the definition of §. Therefore * ( ) < vy foralla <a < ad.

Consider two equilibria with consumption and policy functions (V;(a), Wy(a), ¢1(a))
and (Va(a), Wa(a),¢2(a)). Let (c1(x), wi(x)) and (ca(x), w2 (x)) be the associated homog-
enized functions, defined over [log a,loga + log d]. By choosing one of the two equilibria,
say Vo, Wy, &, as the one constructed in Lemma 2, lowering ¢ if necessary, we can assume
that V,(a) > V(a) for all 2 < a < da. There are two cases:

Case 1: ¢1(ad) > ¢2(ad) > r. There exists ¥ € (loga,loga + logd] such that ¢ (%) =
c2(loga + logé) (cq is continuous from some ¥ > loga up until ad, where ¢1(%) = 7).
By Lemma 26, we have w;(¥) = wx(loga + logd). Therefore, since system (12) is au-
tonomous: (c1(x), wi(x)) = (ca(x +1loga+logd — ), wa(x +loga+logéd — %)) for all
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€ [loga, x]. If ¥ < loga + logd, then
(c2(loga +1loga+1logd — %), wr(loga +loga +logd — %)) = (r, @)
and therefore V,(a %) V(aexf)é( )) which contradicts the property that V, > V over
(a,a9). Therefore X = loga + logd, so (c1,w1) = (c2, wy) over [loga,loga + logd].
Case 2: ¢1(ad) < éy(ad). There exists ¥ € (loga,loga + logé) such that ¢p(%) =

exp( %) Vi(x*) = V(x¥)
and ¢1(x*) = r. Now there must exits a sequence loga < x** < x* such that ¢ (x**) > r.
Let (x1,x2) denote the maximum interval containing x** such that c(x) > r inside the
interval. Then x; > g and x; < x*. In addition Vj(x1) = V(x1) and Vi(x2) = V(xp).
Lemma 26 then implies that ¢1(x) = ca(x — x1 + loga) for all x € (x1, x2). But this means
Va(aexp(xy — x1)) = V(aexp(xy — x1)), which contradicts the assumption V, > V over
(a,a0).

So the only possibility is in Case 1, which implies (c¢1,w1) = (¢, wy), which in turn is
equivalent to (V1, Wy, ¢1) = (Vo, Wy, é2).

Now we show by contradiction that if a continuous equilibrium exists, it must be
unique. Assume that this is not the case, i.e. there exist two distinct continuous equilibria
with the consumption and policy functions (Vy(a), Wy (a), ¢1(a)) and (Va(a), Wa(a), E2(a)).
The associated homogenized functions (c¢q(x), w1 (x)) and (ca(x), w2 (x)) are defined over
loga, +o0).

Let x* = inf{x > loga : ¢; # cp}. By the contradiction assumption x* < +oo. By
continuity ¢1(x) = ca(x) forall x € [loga, x*]. If c1(x*) = cp(x*) > r, then (c1(x*), w1 (x*))
is not a singular point of the system (12). Therefore, (¢, w1) = (c2, w7) in a neighborhood
to the right of x*, which contradicts the definition of x*. Therefore, c1(x*) = r.

Now applying the result in the first part of this theorem for 2 = exp(x*), there exists
0 > 1 such that ¢1(x) = c2(x) over (x*, x* +1ogd), which also contradicts the definition
of x*.

In all cases, we obtain a contradiction. Therefore, a continuous equilibrium is unique
if it exists. O

c1(loga +logd). Similar to Case 1, we can show that at x* = a—""—

Lemma 25. In any equilibrium, ¢(a) > ra foralla > a.
Proof. We show this result by contradiction. Assume that there exists 4 such that é(d) <
rd.

Consider the unique solution to the differential system (12), {c(x), w(x) } with the ini-

tial condition (¢, @) = <C(Tﬁ), (‘2;@,) at x = logd. Let (%, %) denote the right maximal

interval of existence of this solution, as defined in Hartman (2002). There are three cases:
Case 1: @ > wy(¢). From the phase diagram, there exists € such that ¢’(x) > 0 and
w(x) > 0 for all x € [%,¥+¢€]. We show that ¢/(x) > 0 for all x > #. If this is not
the case, let £ denote the first time ¢’(x) reaches 0 after ¥ + € i.e. w(£) = wy(c(%)) and
w(x) > wi(c(x)) forall ¥ < x < %. Since w(x) > wy(c(x)) > wo(c(x)), w'(x) > 0.
However, since w} < 0 for all ¢ < r, we have w(%) > @ > w;(c(%)) > w1(c(%)), which
contradicts w(%) = wq(c(%)). Therefore ¢’(x) > 0 and w'(x) > 0 for all x > %. As shown
in Case 1-i) of Lemma 29, ¥ is finite and é(X) = r. We alsohave @ > @ > w1 (@) > w;(r) =
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)'"7 > W(&). However é() = rd

(
and é(a) < ra for a < 4, therefore by Lemma 13, W(4) < W(a), which contradicts the
preceding inequality.
Case 2: wp(¢) > @. If ¢ > M, then by Lemma 20 w;(c) is decreasing in c.

p—(=0)r

, w'(x) < 0, and consequently, ¢’(x) < 0, since w(x) <

W < wy(¢) < wy(c(x)). Since Wy > fu(v)e_f"taglfa)tdt > aél_g)y for some w, we have

w(x) > wforall x > %. Let ¢* = infy>z{c(x) : c(x) > ’M} Therefore c* > ‘M.

If ¢* > w, c(x) | ¢ and w(x) | w*. Since (c*, w*) is regular, c*, w* is reached at
some x* > ¥. However, ¢/(x*) < 0, so there exists x > x* such that M < c(x) <
c(x*) = ¢*, which contradicts the definition of ¢*.

Therefore c(x) goes below £——"" _(10_‘7)

- for some x. By letting this x standing for %, we
can assume that ¢ < M If w'(x) < 0forall x > % Since w(x) > w. Let w* =
infy~5w(x) > w. Since wy(c) < wi(c), ¢/(x) < 0, let ¢* = infyszc(x) > v. (c*,w*) is
regular and must be reached at some x*. So ¢’(x*) < 0, which implies c(x) < c(x*) for
some x > x*. This contradicts the definition of c*.

Consequently, w'(x) = 0 for some x > X, or w(x) = wy(c(x)). By letting this x stand
for ¥, we are in Case 3.

Case 3: w1 (¢) > @ > wy(¢). If ¢ < ‘#, then ¢’(x) < 0 and w'(x) > 0 forall x > *.
Since w(x) < @ < co defined in (42), let w* = sup,. ;w(x) and c¢* = infy~zc(x) > v.
(c*, w*) must be reached at some x*. So ¢’(x*) < 0, which implies ¢(x) < ¢(x*) for some
x > x*. This contradicts the definition of c*.

We end up with the case ¢ > @. If w'(x) = 0 at some x, we are back to Case 2,

So as long as c(x) >

which leads to a contradiction (after cgoes below %,1_‘7)). If w'(x) > 0 for all x > %, we

can show by contradiction that ¢/(x) < 0 for all x > & and goes below ‘M. We then
get a contradiction as in the first part of this case.

In all cases, we get a contradiction. Therefore, in any regular equilibrium, é(a) > ra
foralla > a. H

Lemma 26. Consider the system (12) over ¢(x) > r forall x > 0. There exists v = v(p, 1, B,0) >
v such that: for any ¢ € (r,y| there exists a unique W such that the solution (c(x),w(x)) to sys-
tem (12) with the initial condition (¢, @) at some % and the left maximal interval of existence (X, %)
satisfies r < c(x) < 7y forall ¥ < x < ¥ and w(X) = wif c(x) = r.

Proof. First of all, the existence result in Lemma 1 in the main paper shows that, there
exists a solution (¢, w®) to 12 defined over [x; = loga, x| such that ¢°(x;) = r and
c®(xp) = v withr < ¢® < ¢ forall x € (x1,x7).

We show the result in this lemma for two cases separately, r > p and r < p.

Case 1: If r > p. Let ¢ = argmin,~,wi(c) and v = min{tp,cp, ’#,’ye} > 7.
Fixing ¢ € (r,v]:

i) If @ > wy(¢), then following the phase diagrams of (12) as in the proof of Lemma

28, we have ¢’(x) > 0 and w'(x) < 0. Therefore by Lemma 23, the solutions hits (r, w*)
for some w* > @ at some finite ¥ < %.
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ii) If @ < w;(¢), then following the phase diagrams of (12) as in the proof of Lemma
28, we have ¢(x) > -y for some x < %.

i) If wy (¢) < @ < wy(€). f w'(x) = 0 at some x < %, then we are in case i), this cannot
leads to a solution. If ¢/(x) = 0 at some x < ¥, then we are in case ii), this cannot leads to
a solution either. Therefore, a solution must have ¢/(x) < 0 and w'(x) < 0 for all x < .

Given the solution (¢, w®), there exists xg € (x1, x2) such that c?(xg) = ¢. It is imme-
diate that (¢(x + xp — %), w°(x + x9 — X)) is a solution satisfies the desired properties. By
Lemma 21, this solution is unique. Therefore, @ = w°(x() is the unique @ which gives
rise to the solution with the desired properties stated in the lemma.

Case 2: If r < p. The proof is exactly the same, exact for y = min{¢, ¢} and now the
solutions converging to (r,@) has ¢ < 0 and w > 0. O

Lemma 27. There exists a unique solution (c, w) to the autonomous differential system (12) (with
associated v) defined over [0, X) with initial condition c(0) = r, w(0) = @. This solution features
c(x) > rforx € (0,%) and either ¥ = coor limy_zc(x) =r. Let X = {x € (0,%) | v(x) = 7},
let x = inf X with the convention that x = oo if X is empty. Then x > 0 and v(x) > o for all
x € (0,x).

Proof. Similar to the proof of Lemma 25, a solution to the autonomous differential system
(12) must have c(x) > r for all x > 0. Lemma 26 implies that (12) has a unique solution
defined over [0, €] for some € > 0 such that c(x) > r for all x € (0,¢). Let [0, %) denote
the right maximal interval of existence for this solution. If ¥ = co then we immediately
obtain the desired result. If ¥ < co. Then by Hartman (2002, Theorem 3.1) and Lemma 23,
we have lim,_,z c(x) = 7.

Now, we turn to the characterization of X. First of all by the existence result in Lemma
1 of the main paper, we have v(x) > @ for all x € (0,€1) for some €; > 0. Therefore
x > €1 > 0. By definition of x if x € (0,x), we have v(x) # @. If v(x) < 7, then by the
Intermediate Value Theorem, v(X) = 7 for some ¥ € (0,x) which again contradicts the
definition of x. Therefore, v(x) > @ forall x € (0,x) . O

G.4 Proofs for Theorem 6
G.4.1 Proof of Theorem 6

First we rule out the possibility that é(a) > ra at some asset level a.

Assume by contradiction that there exists a* such that é(a) > ra for all a > a*. Let
[4,a*] denote the maximal interval containing a* such that ¢(a) > ra in this interval: 4 =
inf{a* >a>a:¢(b) >rbforb € [a,a*|} and d = sup{a > a* : é(b) > rbforb € [a*,a]}.
Because of the asset limit 4 > g and by Lemma 28, there exists a’ > dsuch thaté(a’) < ra,
SO d < +o00.

If 4 = g, then by borrowing constraint, é(4) = rd. If @ > a, by the definition of
Markov equilibrium we also have ¢é(4) = ri (otherwise the ODE for asset 4; = ra; — ¢é(a;)
would not have a solution). Either way we have é(@) = ra. Therefore V(i) = V(a)
and W(a) = W(a). For a € (a,4), since V'(a) = U;(¢(a)) < Uj(ra) < V'(a), we have
V(a) < V(a) forall & > a > 4. One direct implication of this is that ¢(d) # ri. By
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the definition of 4, there exists a sequence a, | d such that é(a,) < ra,. By Lemma 29,
V(ay) > V(ay). Therefore limy,_,o V(a,) = V(i) > V(). This is a contradiction.

Therefore, é(a) < ra for alla > a. ¢(a) = ra is obviously not an equilibrium Now if
é(a) < rda and é(d) # i for some 4. Lemma 29 shows that there exists a* > a such that
(V(a*),W(a*),é(a*)) = (V(a*),V(a*),ra*) and é(a) < raforalla € (a,a*).

If there exists a** > a* such that é(a*™*) = ra**. There exists 4 € (a*,a**) such that
¢(d) < ra (otherwise é(a) = ra for all a € (a*,a**) which is clearly not an equilibrium).
Let 41 = sup{a > 4 : é(b) < rb ¥ b € [4,a]}. By definition 4y < 4™ and ¢é(4;) = rd.
Let dp = sup{a < 4 :¢(b) < rbV b € [a,d]}. By definition, 4, > a*. In addition, there
exists a sequence{a, }, a, T @, such that é(a,) = ra,. Therefore lim V(a,) = lim V(a,,) =
V(a3) = V(A2). Lemma 29 shows that V(d,) > V(4;) which contradicts the earlier result
that V(ﬁz) = V(ﬁz)

If é(a) > ra for all a > a*, Lemma 29 shows that é(a) = ya for all a > a*. However,
this implies lim, |, V(a) > V(a*) = V(a*) which contradicts the continuity of V.

In all cases, we obtain a contradiction. Therefore ¢(a) = a for alla > a.

G.4.2 Proof of Proposition 3

Let x* = loga*.

To the left of x*, Lemma 22 shows that existence and uniqueness of a solution to the
system (12) over [x* — €, x*] with the initial condition (¢, w) = (r, @) at x = x* and ¢(x) <
r for all x < x*. The proof of Theorem 8 below also implies that the solution can be
extended over [loga, x*].

To the right of x*, using the limiting arguments similar to the ones in the existence
proofs for Lemma 2 and Theorem 8, we can show the existence of a solution to the system
(12) over [x*, x* + €] with the initial condition (c,w) = (r,@) at x = x* and c(x) > r for
all x > x*. Let (x*, %) denote the right maximal interval of existence for this solution.
Lemma 28 shows that ¥ < oo and ¢(%) = r, w(%) < @.

Let 4 = exp(%) and (V(a),W(a),é(a)) = (v(loga), w(loga),c(loga)), we obtain an
equilibrium defined over [a, a]. Since (x*, %) is a maximal interval of existence, this equi-
librium cannot be extended past a.

The phase diagram in Figure 2 also implies that there exists a continuum of solution
(¢, ) to the system (12) over [x*, x* 4 €] with the initial condition (¢, @) = (r, @) atx = x*
and ¢(x) > r for all x > x* and the trajectories of (¢, @) lie below and are bounded by the
one generated by (c, w).

G.4.3 Supporting Results for the Proofs of Theorem 6 and Proposition 3

Let @ be the maximal value for an agent with utility Bu(c):

= max/ e P Bu(cy)dt (42)
0
subject to ap = 1 and 4; = ra; — c;.

Lemma 28. In any equilibrium, at any asset level, a, there exists a’ > a such that ¢(a’) < ra’.
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Proof. We prove this result by contradiction. Assume that there exists a* such that é(a) >
ra foralla > a*.

Letd = inf{a* > a > a : é(b) > rbforb € [a,a*|}. If & = a, then by borrowing
constraint, é(@) = rd. If 4 > a, by the definition of Markov equilibrium we also have
¢(@) = ri, otherwise we can extend to left of 4. Either way we have ¢(4) = ri. Therefore
V(a) = V(a) and W(a@) = W(a). By the definition of 4, é(a) > ra for alla > 4. Since
V'(a) = Uj(é(a)) < Uj(ra) < V'(a), wehave V(a) < V(a) foralla > a.

Let a* be any asset level such that a* > 4. Let w* = Wéf*)

r.
By choosing € > 0 sufficiently small, we have V(d) < V(i) —¢ (@) and V'(a) <
V'(a) — e ()" for all a > a. Therefore, for all a > a*
V(a)
al—o

and ¢* =

< 0 —E€.

which implies

w(loga) < @ — #e

foralla > a*.
We consider two cases separately:

Case 1: g > © +Q_r. In this case, by Lemma 19 and Lemma 20, w is strictly increasing
in c when ¢ > r and wy(c), wy(c) are strictly decreasing in ¢ when ¢ > .

Since V(a) < V(a), we have w* < wy(c*) < wy(c*). Consider the unique solution to
the differential system (12), {c(x), w(x)} with the initial condition (c*, w*) at x = loga*.
Let (x*, %) denote the right maximal interval of existence of this solution, as defined in
Hartman (2002).

Since w(x) < wo(c) — € < wi(c) forall ¢ > r, ¢/(x) < 0 for all x > x*. Now we
have, r < ¢(x) < c(x*) = ¢* for all x > x*. First we show that, w(x) > wy(c*) for
all x € (x%,%). Indeed, if w(x) > wa(c(x)) then w(x) > wa(c(x)) > wy(c(x*)) since
wy is decreasing in ¢ and c(x) < c(x*). If w(x) < wy(c(x)), then w'(x) > 0, therefore
w(x) > w(x —e) < wy(c*). We have shown that wy(c*) < w(x) < wp(c*) — #e <
W — #e. By Hartman (2002, Theorem 3.1), there exists {x, } 1 & such that {c(x,), w(x,)}
converges to some point (&, @) and (¢, @) must lies in the boundary of the region where

the differential system (12) is well-defined and Lipschitz continuous. Since ¢* > c¢(x) > r

and wy(c*) < w(x) < @ — #e, we must have (¢, @) = (r,@). However, Lemma 23

shows that ¥ is finite, so ¢(¥) = r, which contradicts the property that é(a) > ra for all
a>a*.

Case2: B < %)‘_r In this case, by Lemma 20, w; is decreasing in c from r until ¢ and
increasing for all ¢ > ¢. As before w; is decreasing for all ¢ > r and w;(c) > w;(c) for all
c>r.

Again, consider the unique solution to the system (12), {c(x), w(x)} with the initial
condition (c*, w*) at x = log(a*). We show that there exists £ > 0, such that for all x > £,
c’(x) < 0ie. w(x) < wy(c(x)). To show this, we consider three possibilities:

i) w* > wi(c*): so w'(x*) < 0and ¢’(x*) > 0. From the phase diagram, there
exists € > 0 such that w'(x) < 0 and ¢/(x) > 0 for all x € (x*,x*+¢€]. Let £ =
sup{x > x*+e:ws; <0,é >0Vs € [x*,x]}. Since c is increasing and w is decreasing,
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and w1y (c(x)) < w(x) < wo(c(x)). It is obvious from the phase diagram that w(c(%)) =
wy(c(%)). By letting & standing for x*, we arrive as Case ii)

ii) w* < wy(c*). From the phase diagram, there exists € > 0 such that ¢/(x) < 0
for all x € (x*,x* + €]. We show by contradiction that ¢’(x) < 0 for all x > x* 4 e€. If
c’(x) > 0 for some x = x** > x*+e€. Let £ = sup{x > x*+¢e:c(s) <0Vs € [x* x]}.
By definition £ < x**. As in Case 1 we can show that w,(c*) < w(x) < @ — pH‘e for all
x < %. Therefore c(% ) and w(%) are well-defined. By the definition of %, we must have
c’(®) = 0 or equivalently, w(%£) = w1(¢é(%)).

Now, consider the function @ defined over (c(%),c(x*)) such that w(c(x)) = w(x).
Then @(c) < wi(c) and @(c(%)) = wy(c(R)). Therefore W' (c(2)*) < wy(c(%)T). However

2 (c(2)*) = lim X _ Lo,

since ¢/(£) = 0 and w’(%) < 0 since w(x) = w1 (x) > wo(x) which is a contradiction.
Therefore, ¢’(x) < 0 for all x > x*. Following the steps in Case 1. we obtain a contra-
diction.
In all cases, a contradiction arises. Therefore, we obtain the result in this lemma. [

Lemma 29. In any equilibrium, if at an asset level 4, ¢(d) < ra, then V(a) > V (&). In addition,
either:

1) There exists a* > a such that (V(a*), W(a*),é(a*)) = (V(a*), W(a*),ra*) and é(a) <
ra forall a € (4,a").

2) é(a) = aforalla > a.

Proof. Let @ = sup{a > d : é(b) < rb ¥V b € [d,a]}. By definition, @ > d. There are two
cases, i = oo or 4 < oo,

Case 1: @ = co. We show that é(a) = a for all a > i, where ¢ is the linear equilibrium.
Assume by contradiction that this is not the case.

Consider the unique solution to the differential system (12), {c(x), w(x) } with the ini-
@) w(a)

tial condition (¢, @) = | =5, i at x = loga. Let (%, X) denote the right maximal

interval of existence of this solution, as defined in Hartman (2002).

From the analysis of the phase diagram and the loci above, we know that w1 (¢) =
wy (1), w1(c) > wo(c) for all ¢ < P and wy(c) < wy(c) for all ¢ < ¢. In addition, we also
know that w)(c) < 0 for all ¢ < ¢ and w)(c) < 0 for all ¢ > 1. We obtain contradiction in
different sub-cases.

1-) If ¢ > ¢ and wy > w,(&): the phase diagram, there exists € > 0 such that w’(x) > 0
and ¢’(x) > 0 for all x € (X, % + €]. We show that w'(x) > 0 and ¢’(x) > 0 for all x > .
Indeed, w(x) > w(X) > wy (&) > wa(c(x)) since c(x) > ¢(X) and w; is strictly decreasing
over [¢, r]. Therefore w'(x) > 0. Similarly, we have ¢’(x) > 0. In addition c¢(x) is bounded
above by r and w(x) < @ where @ is defined in (42). So (c (x),w(x)) — (c*,w*). By
Hartman (2002, Theorem 3.1), (¢*, w*) must lie at the boundary, i.e. ¢* = r. In addition,
w* > w(X) > wy(¢) > wy(r) = @. Lemma 23 also implies that (c*, w*) is reached in

a

finite asset. i.e ¥ < co. Therefore, at @ = exp(x), we have W(a) =
However é(i2) = ri and c(a) < ra for a < 4, therefore by Lemma 13, W(a) < W(a), which
contradicts the preceding inequality.
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1-ii) If ¢ > ¢ and w1 () < @ < wy(€). In this case, there are three possibilities. First,
w(x) = wy(c(x)) for some x > %, by letting x standing for ¥, we are back to case i) which
implies a contradiction. Second w(x) = w1 (c(x)) for some x, we arrive at Case 1-iii) below
which also leads to a contradiction. Lastly, wi(c(x)) < w(x) < wa(c(x)) forall x > %. In
this case, we have w'(x) < 0and ¢/(x) > 0 for all x > %. Lemma 22 shows that there exists
a unique solution. This solution is defined over some [x1, x3] with (c(x2), w(x2)) = (r, @).
This contradicts the property that 4 = +oco.

1-iii) If ¢ > ¢ and w1 (&) > @. From the phase diagram, there ex1sts € > 0 such that

w'(x) < 0and ¢/(x) < Oforallx € (%,%+¢€]. If c(x) < ¢ forall x > &, then ¢’(x) < 0

and w'(x) < 0 for all x > %. Since W; > [u(v)e *! E it > a(() )Q for some w, we
have w(x) > w for all x > %. Let ¢* = infy>zc(x) > ¢ and w* = infy>z w(x). We must
reach (c¢*,w*) in finite asset £. Therefore ¢(%) < c¢* for all x > £, which contradicts the
definition of c*. So ¢(x) = ¥ at some x and w(x) < @ < wy(®) < wy(h). By letting x
standing for ¥, we arrive at Case 1-iv) below.

1-iv)If ¢ < pand @ < wy(¢). If ¢/(x) < Oforallx > X, sincew < w < zb,thisimplies
that c(x) = v for some x, which violates the regularity condition. Therefore, ¢’(x) = 0 at
some £ > %. At %, w(X) = wy(c(®)) and c¢(%) < . Let £ standing for ¥, we show that
w'(x) > 0and ¢/(x) > 0 for all x > %. Similar to Case 1-i). we obtain a contradiction.

In all sub-cases i)-iv), we obtain a contradiction, therefore it must be that ¢(x) = ¢ and
w(x) = wy () = wy(y) for all t. In particular V(a) > V(a).

Case 2: 4 < 0. By the definition of Markov equilibrium, we must have ¢(4) = ra4, and
V(a) = V(a) and W(a) = W(a). Again consider the unique solution to the differential
&a) W(a)
a a)lfa

system (12), {c(x), w(x)} with the initial condition (¢, @) = at x = loga.

@
Going through the sub-cases as in Case 1, we can show that {c(x), w(x)} must coincide
with the solution in Lemma 22. Therefore, V(4) > V(7). O

H Proofs for Poverty Trap Equilibria

H.1 Proof of Theorem 7

Proof of Theorem 7 (Existence). We prove the existence by construction.

As shown in the proof of Theorem 4, there exists a unique solution (V;, W;) to ODE
(19) that satisfies (Vy(au), Wy(au)) = (Vu(ay), Wy(ay)) defined over a maximal interval
of existence (4, a,], where 4 < § We also show in the proof of Theorem 4 that V;, W, is
defined and is continuous at 4, i.e. the limits lim,|, V;(a) = V(@) and lim, |, W;(a) =
W,(a) exist, and é;(a) = ra.

Ifa <a,let
(Via, Wa, éq)  if
(Vi, W, 64)  if

Q)

a
a

(V,W,¢) = {

If 2 < 4, Lemma 30 below shows that V;(4) = V(4). In addition, Lemma 31 shows that

v I/\
Q)
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Vy(a) > V(a) for all a > 4. Therefore,
Vi(a) = Uy (ra) > V(@)
By Lemma 6, B(rd) < B. X
If B(rd) = B.Letd = min {a > a : B(ra) = B}. Because p is weakly increasing, f(ra) =
B for all a € [4,4] (Assumption 4). We define V},, W), over [, o) such that

(Vu(a), Wy(a),éy(a)) ifa, <a
(Vi(a), Wi(a),én) = { (Va(a), Wa(a),é4(a)) ifd <a<a,
(V(a),W(a),ra) ifa <a<a.

By Theorems 1 and 4, V,,, W, satisfy (6) over [d, c0). Replacing a by d if (rd) = ﬁ, without
loss of generality, we can assume that B(ra) < 8 for a < a.

Iteratively, we construct a sequence {a;} starting with ag = a, and for each i > 0,
a; < & and B(ra;) < B and the value and policy functions (V;, W;, ¢;) are determined as
following:

Iteration i: Starting from a; < , because B(ra;) < ,B, using Lemma 2, we show
that ODE (18) admits a solution (V;, W;), with the initial condition (V;(a;), Wi(a;)) =
(V(a;),W(a;)), defined over a (right) maximal interval of existence [a;,a}). Moreover
V;(a) > V(a) in a neighborhood to right of 4;. There are three possibilities:

i-1) aj < 4. Then following the steps in Lemma 9, we can shows that V;(a;)
By the Intermediate Value Theorem, there exists a; < a;11 < 4, such that V;(a;41
V(a;;1) and Vi(a) > V(a) for a € (a;,a;,1). Because a;41 < 4, B(ra;;1) < B. G
iteration 7 + 1 with a; 1 standing for a;.

i-2)a¥ > dand V;(a) < V(a) for some a < 4. By the Intermediate Value Theorem, there
exists a; < a;,1 < 4, such that V;(a;11) = V(a;1) and V;(a) > V(a) fora € (a;,a;11). Go
to iteration i 4- 1 with a;, 1 standing for a;.

i-3) a¥ > aand V;(a) > V(a) for all a < 4. We stop the construction.

Following this procedure, we produce a strictly increasing sequence {a;} such that for
eachi > 0,a; < dand B(ra;) < Band the value functions (V;, W;) satisfies (V;(a;), Wi(a;)) =
(V(a;),V(a;)) and Vi(a; 1) = V(a;j41) and Vi(a) > V(a) forall a € (a;,a;+1). Let

(Vi(a), Wi(a), &) = (Vi(a), Wi(a), ¢i(a)) fora € [aj, ai11),
with a,, 1 = a;, if possibility n-3) is reached at some iteration n.
There are two possible cases:
Case 1: The sequence {a;} is finite, i.e. possibility n-3) is reached at some iteration n:

We obtain a sequence ap < a1 < ... < a, < 4.
If a, = oo, we define the value and consumption functions (V, W, ¢) over the whole

interval [a, o) as
(V(a), W(a),é(a)) = (Vi(a), Wi(a),¢)(a)).

If a}, < oo, following the steps in the proof of Lemma 9, we can show that V,,(a};) < V(a}).
Therefore, both V;, and V}, are defined over |4, 4};] and

Vii(a) = V(a) < Vu(a)
V( ) = V( n+1) > Vn( n+1)

< V(aj).
(a >=
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By the Intermediate Value Theorem, there exists a* € [4,a};] such that
Va(a*) = Vy(a¥).
We define (V, W, ¢) as

(Vl,Wl,fl) ifa <a*
(Vhiwhzéh) ifa>a*.

(ww@:{

Case 2: The sequence {a;} is infinite (possibility i-3 is never reached). Then lim; o, a; =
Ao < dand B(rac) = B. Because B(ra) < p for a < a. We have a, = 4. In this case

T (Vh, Wh,éh) ifa 2 a.

In all cases we can construct the value and policy functions (V, W, ¢) over [g,00). As in
the proof of Theorem 3, we can verify that this construction satisfies all the conditions
in Subsection 3.1 for a Markov equilibrium. In addition, é(a) < ra for all a > a* and
¢(a) > raforalla < a*.

It remains to show that a* < co. Above ay, ¢;(a) > ra > pa = é(a) > ¢, so the solution
(Vi, W}, ¢;) stays in the homogenous region of the utility function defined by Assumption
2. As shown in the proof of Theorem 5 using the phase diagram (to the right of ¢ = ),
this solution cannot be extended forever and there exists a** < oo such that V;(a**) <
V(a**) < V,(a**). Therefore a* < a™* < oo. O

Proof of Theorem 7 (Characterization). We show the characterization of poverty trap under
Assumption 2 and that 8 is non-decreasing and > f. In any equilibrium, there exists a*
such that é(a) > raforalla < a* and é(a) < ra foralla > a*.

Indeed, let a* = inf{a > a : é(a) < ra}. If a* = oo then é(a) > raforalla > g, the
result is immediate. We just need to show the result for a* < +-c0. By the definition of a*,
¢(a) > raforalla < a*.

We show by contradiction that ¢(a) < ra for all a > a*. Assume otherwise, then there
exists @ > a*, such that é(@) > rd. Leta™ = inf{a > a* : é(a) > ra}.

There are two possibilities:

Case 1: a** > a*: Then é(a) < ra for all a € (a*,a**). Therefore by Lemma 13,
é(a**) = ra**.

i) B(ra**) < B. Then B(ra) < B foralla < a**. Following the proof of Lemma 14, there
cannot be strict saving for a < a**, which contradicts the definition of a*.

ii) B(ra**) > B: Then B(ra) > P for all a > a**. Following the proof of Lemmals, there
cannot be strict dissaving for a > a**, which contradicts the definition of a**.

Case 2: a** = a*: Then é(a*) > ra*, otherwise ¢(a) < ra in a neighborhood to the right
of a* , which contradicts the definition of a** = a*.

By the definition of a* and a**, there exist two sequences {a; }, {aﬁ} both decrease
towards a* and ¢(aS)) < ra$, and &(a%) > rads.

If B(ra*) < B, there exists € such that B(ra) < f3 for all a < a* + €. Following the proof
of Lemma 14, there cannot be strict saving for a < a* + €, which contradicts the existence
of the strict saving sequence aj,.
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If B(ra) > B, for a > a*. Consider a dissaving point a* < a°. There exists a saving
point a3, € (a*,a%). Following the proof of Lemma 18, there cannot not be strict dissaving
above af, which contradicts the definition of a%°

If B(ra) = P, for some interval [a*,a* + €] . Following the proof of Lemma 14, we
can show that there cannot be strict dissaving for any 2 < a* + €. This contradicts the
existence of the strict saving sequence aj,.

In all cases we obtain contradiction. Therefore ¢é(a) < ra for alla > a*.

Now we show that é(a) < ra for all a > a*. Leta** = inf{a > a* : ¢(b) <rbV b > a}.
We just need to consider the case a** < +oo (a* < +o0 and a** = +o0 is a violation of
Theorem 6). Now if a** > a*, then there exists a sequence {a, } converging to a** from the
left, such that é(a,) = ra,. By Lemma 13, V(a,) < V(ay). Therefore, V(ra**) < V(ra**),
thus ,B(ra**) < B By Lemma 14, there cannot be strict saving for a < a**. Therefore,
¢(a) =raforalla € (a*,a**). This contradicts the definition of a*. O

H.2 Supporting Results for Theorem 7
Lemma 30. Given the definition of V; and 4 in the of Theorem 7, if & > 0 then (V;(a), Wy(4)) =
(V(a), W(a)).
Proof. As shown in the proof of Theorem 4, if @ > 0, (4, V;(a), W;(a)) € Es. Therefore
5d(ﬁ) = rd. s .

First, we show that Wy (4) < W(a). Assume by contradiction that, W;(4) > W (&), then

_ pWala) —Uo(E4(a)) — pWa(a) — pUo(ra) _
ra—¢y(a). ’ ra —ra N

Wa(a)

as a approaches 4 from the right because ¢;(a) — rd. Moreover, by the continuity of R;,
lim,, Vj(a) = Uj(ra). This contradicts the property 3) in Lemma 15 that W)(a) < V(a)
for all a, > a > 4. Therefore, W;(2) < W(a).

We also show that W, (@) > W(a). Assume by contradiction that, W;(4) < W(4), then,
similarly to the previous case,

_ pWala) —Up(84(a)) | pWa(a) — pUo(ra)
ra—¢é;(a). rd —ra

= —O0

Wa(a)

as a approaches 4 from the right. This contradicts the property 1) in Lemma 15 that
W/ (a) > 0 for all a > 4. Therefore, W;(2) > W(a).
The two results imply that W;(4) = W(a). Combining this equality with the fact that

(4,V4(a),Wy(a)) € Es yields Vy(a) = V(a). O
Lemma 31. Given the definition of V; and @ in the proof of Theorem 7, Vy(a) > V(a) for all

a > a.

Proof. Let U(c) = Uy(c) + %U()(C). By the concavity of Uy and Uy, U is also strictly con-
cave. We first show that ra > ¢;(a) > c¢*(a) where c*(a) is defined by

U'(c*(a)) = V'(a) + %W’(a).
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Indeed, because U is strictly concave, this is equivalent to U'(c*(a)) > U’(¢4(a)) or
A . Ay
Vi(a) + EWé(ﬂ) > Uy (8q(a)) + Eu(,)(cd(a))-

Because V(a) = U;(¢4(a)) and Wj(a) > Uj(é4(a)) by Lemma 32, we obtain the desired
inequality.

Now using system (6), substituting W, by the right hand side of the second equation
into the first equation, we obtain

@+Awww=ﬁwm»+uww+%wumxm—dmy

Let

Fla,€) = U(0) + (Vi(a) + S Wila) (ra =)

Because U is strictly concave, F is strictly concave in c. By the definition of U and c*(a),

% =0atc = c*(a) and % < 0 for ¢ > c*(a). Therefore

F(a,c*(a)) > F(a,¢4(a)) > F(a,ra) = (0 +A)V(a).

Moreover, F(a,é;(a)) = (o + A)Vy(a), so Vy(a) > V(a). O
Lemma 32. Given the definition of Wy and @ in the proof of Theorem 7, W)(a) > U (é(a)) for
alla € (4,ay).
Proof. Assumption 4 is equivalent to

—Uy(c) _ =Ui(e)

<
Up(e) = Ui(c)

for all c < ¢. We use Lemma 7 to prove this lemma. Indeed, we first show that condition
2) in Lemma 7 is satisfied, i.e. if W)(a) = Uj(é4(a)) then

T W) < 2 (Up(eata)). (44)

Indeed, differentiating equation (6b) with respect to a implies
pWy(a) = Up(Ea(a))5(a) + W (a) (ra — éq(a)) + Wy(a)(r — &(a)).
Because W) (a) = U/(¢4(a)), this equation simplifies to

oy _ =) Wala) _ (p—r)Up(Cu(a))
Wa(a) = ra — cAd(tzlz)  ra-— é?i(ad) '

(43)
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On the other hand,

@ (Uh(ea(a))) = UG (ca(a))eh(a) = U (Eala)) g s

1 (A

= U ) e, @)) (ra — &a(@))’ *)
where the last inequality comes from Uj(¢4(a)) > Uj(é4(a)). Combining this with p <
r and condition (43), we have (44), but with weak inequality. Now we show that it
holds with strict inequality. For a < ay, because ¢, > 0, ¢;(a) < ¢;(a,) = ¢, therefore
Ui (é4(a)) > Up(é4(a)) (this also holds for a = a,, under Assumption 2 with < 1). Thus
(45) holds with strict inequality. If 2 = a, and under Assumption 2 with =1, ¢é,4(a) = ¢,
(43) holds with strict inequality (as argued in the existence proof of Theorem 4, we can
assume that Uj (c) > Uj(c) for c < ¢ WOLG). Hence, in either case, (44) holds with strict
inequality.

Now, we show that condition 1) in Lemma 7 is also satisfied. Under Assumption 2
with B < 1, itis shown in Lemma 33 that at a,, that W/(a,,) > U{(¢4(a,). Under Assump-
tion 2 with B = 1, U (c) = Uj(c) for ¢ > ¢, given how g, is defined in the existence
proof of Theorem 4, we have W)(a,) = Vj(a,) = Uj(¢) = U)(¢), so Wj(a) = Uy(é(a)) at
a = a,. Therefore, by (44), W)(a) > U(é;(a)) in the left neighborhood of 4, (assuming
that U] (c) > U}(c) for ¢ < ¢ = é(a,) WOLG).4!

Given that both conditions in Lemma 7 are satisfied, it implies that W' (a) > U/ (¢é(a))
foralla € (4,a,). O

Lemma 33. The linear equilibria described in Theorem 2 with p < 1 satisfies W' (a) > U} (é(a))
forall a > 0.

Proof. From Theorem 2, W'(a) > U{(¢é(a)) is equivalent to

or equivalently i > %. This inequality holds because P (%) =(B— 1)% <0. O

H.3 Proof of Proposition 4
Let r be defined such that = B, where  is defined in (9). Since < 1,7 > p.

41 Another way to show this is to proceed as in the proof of Theorem 3 by considering the solution
(Ve, We) to the ODE (19) with the initial condition (Ve (ay), We(ay)) = (Vu(au) + p%\, Wy (ay) + %) . It easy
to verify that W/(ay) > Uj(Ce(a,)) because é¢(ay) = é(ay). Therefore by Lemma 32, V{(a) > W/ (a) for all
a<ay Ase — 0, (Ve, We) — (V3,Wy). As a result, Wé(a) > U)(é4(a)) for all a < a,. We can then apply
Lemma 32 to show that W/ (a) > U (é4(a)) for all a < a, because B(c) < 1 for all ¢ < ¢, which implies that
(45), and consequently (44), holds with strict inequality.
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Consider the construction in Theorem 7. Fixing 4 € (0, ), such that g is not constant
over [rd, ¢]. First we show that there exists 7 such that for r € (r,7)

Vi (ay) < /au Ui (ra)da + V(a), (46)

where a,, = E and ¢ is defined in Theorem 2 (which depends on r).

Indeed, when r—r, P —rand Vy(a,) — p+A (Ul( C) + %Uo(c‘)> = V(ay(r)). There-
fore,

) _ au(r) _
Vilo) = V(@) = Viau() V@) = [ V@)dn

Since B is not constant over [rd, ], B(c) < B = B(r) for a non-zero measure subset of
rd, ¢] (and B(c) = P outside the subset). Hence, V'(a;r) < U (ra) for a non-zero measure
subset of (d,a,(r)) and therefore,

ay(r)
wmm—wm<é U, (ra) da.

From the limits and inequalities above, we obtain (46) for r sufficiently close to r.
Undei (46), we show by contradiction that @ > 4. Assume 4 > 4. By Lemma 31,
V(@) > V(a). Because é(a) < raford <a < ay, Vj(a) > Uj (ra) . So

Vy(ay) — Vy (@) > /;u Ui (ra)da

which contradicts (46). Sod > 4 > 0. Now pick any g such that 0 < a < 4. We have d > a.
The construction in Theorem 7 implies that a* > a. The proof for existence also shows
that a* < oo, therefore a* is strictly interior.

I Proofs for Convergence Equilibria

Proof of Theorem 8. First of all let #; = lim 4+ B(c) and ap = lim, |+ B(c). Assumption 5
implies that
,3 <way <wp <1

Letr = pl% and 7 = p{% Also by Assumption 5, we have
p<r<r<r
Consider the initial condition at a* = <, (V(a*),W(a*)) = (V(a*),W(a*)). We show

that the ODE (18) admits a solution over [a*, c0) with the initial condition at a*. Similarly,
we show that the ODE (19) admits a solution over [4,4*], with the initial condition at a*.
Combining the two solutions, we obtain an equilibrium defined over [g, ).

Indeed, starting at a* = <, and the initial condition (V(a*), W(a*)), because r <
P
to ODE (18), given the initial condition. The solution has a (right) maximal interval of
existence [a*,d). If 1 —ap > o(Uy,¢) for all ¢ > ¢*, Theorem 11 shows that @ = +oo, for

B(ra’.) < B, we can use Lemma 2, to show the existence of a solution (V, W)
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A sufficiently high. Otherwise, we follows the steps in the proof of Theorem 3 to restart
the procedure each time V crosses V (we can always do so since f(c) < f for all ¢ > c*
by Assumption 5). We then obtain an equilibrium over [a*, 00) with é(a) > ra except for
a countable set of steady states at which é(a) = ra.

Starting at a* = <, and the initial condition (V(a*), W(a*)), we also show that the
ODE (19) admits a solution defined over (4,a*], where 4 < a*. First consider the case
a1 < 1 (the case a1 = 1 will be considered below). The proof follows closely the steps of
Lemma 2, i.e. we start with the initial condition

(V(a*) + € W(a*) +d(e)e), (47)

where J(€) € [1, %) is chosen appropriately. In Lemma 34 below, we show that there
exists € > 0 such that for all 0 < € < ¢, 4(€) can be chosen such that

max { (o + A —r) V{(a*), AUp(éc(a*)) } < AW/ (a*) < AV/(a").
Therefore, following the steps in Lemma 15, we can show that
max {(p+ A —r)V/(a),0} < AW/(a) < AV{(a), (48)

for all a in the (left) maximal interval of existence for V, We.

As in the proof of Lemma 2, we show that there exists € > 0 and w > 0 such that the
ODE (19) with the initial condition (47) admits a unique solution (Ve, We) defined over
[a* — w,a*]. Moreover, since B(ra* ) > B, Ve(a) > V(a) for a < a*.*? Therefore, we follow
the steps in Lemma 15 to show that V//(a) < 0,forall0 < e < €and a* —w < a < a*.

Now leta = a* — %, we have

V(a*)+e—-V(a* —w) > Ve(a*) — Ve(a* —w) > Ve(a) — Ve(a* — w) > %
where the last inequality comes from the concavity of V. So V/(a) < 2 (V(a*) + & — V(a* — w)).
Also by the concavity of Ve

V(a),

Via) < Via) < 2 (V(a") + €~ V(@ - w)),

foralla € [g,a].
Together with (48), we have

0 < V!(a), W.(a) < % (V(a*) +& - V(a* - w))

for all a € [a,a*] and € € (0,€). Therefore, as in Lemma 2, we can apply Dominated
Convergence Theorem to show that (Ve, We) — (V, W) over [a,a*] for some subsequence
of € and (V, W) is a solution to the ODE (19) over [a,a*] . Furthermore, for alla € (a,a*],
(a,V(a),W(a)) is a regular point.

“2We also prove by contradiction: if Ve, (ay) (an) and ay — a* as N — oo,

=V(a
Vey(a*) = V(a) _ V(@*) = Vay)
a* —an a* —ayn
= Rh(ﬁN/ VSN (ﬁN)/WSN(ﬁN))

which at the limit contradicts the condition that V/(a*_) > U] (ra*) since B(ra* ) > p.
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When B(c) = 1 — g for ¢ < ¢*. Consider left maximal interval of existence, (4,a*] of
(Ve, We) as a solution to the ODE (19) from a* with the initial conditions (Ve (a*), We(a*)) =
(V(a*) +€,W(a*) 4 €) . As shown above, for € sufficiently small, at a*,

max { 521V ), 0f < W) < Vi)

VI (a*) <0

We(a") = Up(e(a”))

Ve(a*) > V(a*).
By Lemmas 15, 31, and 32 (when limg B(c) = 1, W/(a) = V/(a) = Uj(ée(a)) =
Uj(ée(a)) for a < a*, and W/(a) > U|(éc(a)) for a < a*), these properties hold for all
a € (4,a*). We show by contradiction that @ = 0. Assume by contradiction that this is
not the case, i.e. @ > 0. Then the ODE (19) reaches a singular point at 4. By Lemma 30,
V.(a) = V(). Because Ve(a) > V(a) foralla > 4, V/(2) > V'(4). In addition, because 4 is
a singular point, V/(a) = Uj(rd). So U} (ra) > V'(4), or equivalently B(rd) = 1 —a; < B,
by Lemma 6. This contradicts the assumption that r < 7. We obtain the desired contra-
diction. Thus, (Ve, We) is defined over (0, a*].

Givenany a > 0, let w € (0,a). We have

Via) +e-V(5) 5) > 2 Viw),

where the last inequality comes from the concavity of Ve. So V/(w) < 2 (V(a*) +e — V(%)).
Also by the concavity of Ve

> Ve(a") = Ve(5) 2 Ve(w) = Ve(

0< Vi) <V(w) < % (V(a*) +€—V(%)),

forall a € [w,a*]. W, are bounded by the same bounds. Similar to the proof of Lemma
2, there exists a subsequence € — 0 such that (V,, W) converges to some limit (V, W)
which is a solution to ODE (19) over |w,a*], thus over [a,a], with the initial condition
(a*,V(a*),W(a*)). O
Lemma 34. Assume that oy < 1. There exists € > 0 such that for ¢ € (0,€), there exists
d(e) € [1, HTA), such that

max { (0 + A —r) V{(a*), AUp(Ce(a*)) } < AWL(a*) < AV/(a¥),
+¢€,W(a*) + 6(e)e) and
Ce(a®) = (U}) ™" (VL(a%)) < ra”.

Proof. Because

we have (0 +A —1) < A.
First, we show that there exists, € > 0 such that for all e € (0,é) and ¢ € [1, %) ,

Up(Ceo(a”)) < Vi s(a") (49)
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where (Vé’(s(a*),Wé,(s(a*D = (Rp, Sp) (a*,V(a*) + €, W(a*) + é¢) and

R -1
Ces(a™) = (Uy) ~ (Vis(a®)) <ra”.
Indeed, because Ry, is continuous, for each § € [1, #) ,

lim V/5(a*) = Uy (ra®)

e—0

lim é. 5(a*) = ra™.
€—0

In addition, B(ra* ) = a3 < 1 which is equivalent to Uj(ra*) < Uj(ra*). Therefore there

exists, € > 0 such that for all e € (0,€) and ¢ € [1, %) such that (49) holds. Because
p—i—A r

< 1, this also implies

+ A—r * N * *
max { EE2Z IV (0), Uplos(a)) b < V).
By Lemma 35, we can choose € such that for all € € (0,€), W/ (a*) < V[ (a). Ttis
easy to see that
A

im, W.(0") =-+o0 > max {5220V 0), Ug(eesta) |

5TP+A A 4
So by the Intermediate Value Theorem, there exists d(€) such that

max {(p+A —r) V{(a*), AUj(Ee(a®)) } < AW/(a®) < AV/(a¥).

Lemma 35. For € > 0, let Ve(a*) = V(a*) + € and Wc(a*) = W(a*) + €. We have
lim Sy, (a*, Ve(a*), We(a*)) = Uj(ra™).
€—0
Proof. From the definition of R;, Sy,
Ve(a®) = Ry(a”, Ve(a"), We(a"))
Wi(a®) = Sp(a”, Ve(a™), We(a")).
Also by the definition of Ve (ax), We(a*), (A + p)Ve(a*) — AWe(a*) = Uy (ra*) + pe. Using
the Taylor expansion for H(p, a) around p* = Uj (ra*), we obtain
Ae + Uy (ra*) = H(V.(a*),a*)

= H(p ")+ SR i) - )

*) * *\ 2 * *\ 2
+§a—pZ(V€’(a ) = p") +o((Ve(a™) —p*)?).
From the proof of Lemma 4, H(p*,a*) = Uy (ra*) and %;’”*) = 0. In addition,

PH(p*a*) 1 _ 1,
ap? u// ((u/) -1 (p* )) U{’(m*)
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Therefore 1

pe = —W(Vé(a*) = Uj(ra"))* + o(Vi(a") — p*)?).

Consequently

Vea) = Uj(ra*) =/ (=2 (ra")) pe + o(Ve)
By the definition of ¢,
Ce(a*) —ra* = () ™" (V{(a*)) — (U) ™" (U (ra®))
! — Uj(ra*)) +o(V(a®) — Uj(ra"))

! [ %

- Uy (ra*) (Ve(a®)

- W\/(_ZW(W*)) pe +o(Ve).
Therefore,
oo PWe(a®) — Up(Ce(a®)) — Uo(ra*) — Uo(Ce(a”)) — pe
We(ra) = ra* — 6€0(g) == ra* —Oée(a*)
_ Up(ra’) ~ Wp(eela)) pe
ra* — Ce(a* W\/(_ZU{I(M*)) e + 0(\/5)
— U} (ra*)
ase — 0.

J Derivations for Inverting Results in Section 6

Proof of Theorem 9. Differentiating (6a), and noticing that V'(a) = Uj(é(a)), we obtain
(p+A=r)Ui(é(a)) = Uy (é(a))e(a) (ra — &(a)) + AW’ (a).

From this equation, we can solve for W/(a) as a function of é(a), ¢'(a), a:
AW'(a) = (p + A = r)Ui(&(a)) — Uy (é(a))é'(a) (ra — ¢(a)).

Differentiating the last equation, we can also write W' (a ¢!, ¢

as a function of ¢,¢,¢",a

)a
AW"(a) = (p+ A = 1)U (&(a))é(a) — UJ"(&(a)) (¢/())* (ra — &(a)
~ Uf/(&(a))" (a) (ra — &(a)) — Uf/(&(a))¢ (a) <r—c< )
= U{/(&(a) ((p+ A —2)&(a) + (¢/(a))* ~ &"(a) (ra — &(a)) )

@
— U (&(a)) (¢'(a))* (ra — e(a)).
)

Now differentiating (6b) and rearranging, we obtain

(o —r+2(a)) W(a) = Uy (¢(a)) ¢ (a) + W (a) (ra —C(a)).
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Substituting in the expressions of W' and W above, and using the fact that U}(c) =
B(c)Uj(c), we arrive at

(o—=r+&(a) ((o+A—r)Ui(é(a)) — Uy (&(a))¢ (a) (ra — &(a)))
= AB(e(a))Uy (¢ (a)) &' (a)
+ Uy (e(a)) ((p+A —20)¢ (@) + (¢/(@)* = € (a) (ra = &(a)) ) (ra = &(a))
— Uy'(¢(a)) (¢'())” (ra — e(a))™.
Finally, dividing both sides by U} (¢(a)) and simplifying, we get
(o—r+c(a) (p+A—r)

me(a))e(a)? ra—C(a 2
— AB(E(@)¢ () — 1 L(rlmg - oy (")

&(a)
A Al Al 2 A (m - 6(”))
—o(Uy,é(a)) ((Zp +A—=3r)¢'(a) +2(E'(a))" —&"(a) (ra— c(a))) OB
Since  is the inverse of ¢, a = { (é(a)). Therefore, ' = % and " = _C,C! In addition,
from the definition of o, (13), ¢/ = —UT%UC + L&—/,/;C — uﬁl/l = % <—UF{ZC2 + 02+ (7), which
implies ——i-c? = co’ — 0% — 0. Plugging these identities into the last equation, we arrive

up
at (14). m

Now, we apply (14) to the parametric Example 2. Noticing that ¢ = &, then ¢’ = 0,
and {(c) = 2 +4,{ = ¢, (14) becomes

1 1 1\2
Mg =ng te (@)

rees o) (1-0) (1) e (- 4) (2 1))

since rC;C = r(cg’m:ﬁ) g (1-%) (%‘7 —1). Dividing both sides by )L% and simplifying,
we obtain the expression for 5(c) given in Example 2.

K Proofs for Further Characterizations

Proof of Theorem 10. Consider the construction of equilibrium in Theorem 3 and let (V, W) =
(Vo,Wo) and [a,a*) denote its maximal interval of existence. First of all, we show that
there exists € € (0,1) such that AW/ (a) < (1—€)(A+p—7r)V'(a), forall a € [a,a%).
Then we show that a* = co.

Because r < p, there exists € € (0,1) (sufficiently small) such that

(1—e)(p+A—7)
A

>1
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nd 11-c_ (1-e)pri-1)
N —€)(pt+A—T1
(p T)A € > A *

In the proof of Lemma 2, we show that

lim W' (a) < Uy(ra) < Uj(ra) = lim V' (a).
ala ala

Therefore, in the right neighborhood of g,
AW (a) < (1—€)(A+p—71)V'(a),

because (1 —¢€) (A+p—71) > A.

We use Lemma 7 (Variation 2) to show that AW'(a) < (1 —¢€)(p+ A —r)V'(a) for all
a* > a > a. We just showed that this is true in the right neighborhood of g, so the first
condition in Lemma 7 is satisfied. Now, we show that the second (relaxed) condition in
Lemma 7 is also satisfied, i.e. if there exists @ > a such that AW/(d) = (1 —¢€)(p + A —
r)V'(d), then AW” (a) < (1 —¢€)(p+ A —r)V"(a) in the left neighborhood of 4.3

Indeed, in the left neighborhood of @, AW'(a) ~ (1 —€)(p + A — r)V'(a), therefore

AW/ (a) — (A+p—r1)V'(a) N _e(p—t/\—r)V’(a)

é(a) —ra - ¢(a) —ra

V' (a) = <0,

Differentiating equation (6b), we obtain

(Up(E(a))e'(a) — pW'(a)) (é(a) — ra) — (Up(é(a)) — pW(a))(&'(a) — 1)

Wiia) = (é(a) — ra)?

_ (Up(é(a))&'(a) —pW'(a))  W'(a)(¢'(a) —1)

é(a) —ra éla)—ra
Therefore,
() = (HEO) W @)@ | (= e
_ (Up(&(a)) —W'(ﬂ)) Via)  (r—p)W(a)
é(a) — uy(é(a))  é(a) —ra

_ (Wa) - Ué(f(a))) gy o T PIW (@)
= @) =) (—w @) W e e

When a close to 4, we also have:

Via) = é(a) —ra
AW/ (a)
() —ra

because, by continuity, when a close to 4, AW'(a) =~ (1 —¢€)(p + A — r)V’(a). Therefore,
W'(a) ~ —11=€V""(a)(¢é(a) — ra). Plugging this back to the expression for W above, we

43We use Variation 2 of Lemma 7 because if & = a*, W’ and W” might not exist at a*.
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(=20 (¢ u%d>UV%@_0=p&;ﬂﬂw<dw—m>
(é(a) — ra) (~U{ (¢é(a)))

(A= r-n W@\ 1w 11-e).,
‘(( x lﬂwa (U, &@) &a) —ra TP 73 ) @)
<(1 —€)(p+)\—1’) V”(a),

A
where the last inequality comes from

((1—6)(p+)t—r) U6

and

11— (1—¢€)(p+A—7)
(o r)X c = 1
and V" (a) < 0. Therefore both conditions 1) and 2) in Lemma 7 are satisfied, and by that
lemma, AW'(a) < (1—¢€)(p+A—r)V/(a) foralla < a*.
We prove by contradiction that a* is infinite. Assume by contradiction that a* is finite.
Let F(a) = (o +A)V(a) — AW(a) — Uy(ra). Ata =a*, F(a) = 0 and
F'(a) =(p+A)V'(a) — AW'(a) — rU](ra)
>(p+MV'(a) = (1—e)(p+A—r)V'(a) - rUj(ra)
—(p+A—(1—€)(p+A—1)—r) Uj(ra)
=€ (p+ A —r)Uj(ra) > 0.
So F(a) < 0 in the left neighborhood of a*. This is a contradiction. Thus a* = +oo, i.e.
(V,W) is defined over [a, ).
By Lemma 5,

dy = V@ (ko) Vi) AWa)
uy' (é(a)) Uy (e(a))(é(a) —ra)
- eA+p—r)V'(a) - eAV'(a)
uy(é(a))(é(a) —ra) = Uy (é(a))(e(a) —ra)

where the last inequality comes from r < p. O

> 0,

Proof of Theorem 11. As in the proof of Theorem 10 (using the same definition of V, W and
a*), first, we show that there exists € € (0,1) such that AW'(a) < (1—¢€) (A +p —71) V'(a),
forall a € [a,a"). Then we show that a* = co.

Condition (15) implies that sup,. ., B(c) < 1. Therefore, there exists € € (0,1) such
that

B(c) <1—e€
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and
(1—¢€)—Blc) > (1 —¢€)o(c)
forall ¢ > ra.** Therefore, given p < r, there exists A > 0 such that for all A > A, we have
B(ra) < B (r,p,A) (since B(ra) < £) and
Aly(ra) < (1—€) (A +p —r) Uj(ra) (50)
and for all ¢ > ra,

it Y (s A0t

Moreover A can be chosen to be increasing in r and A(p) = 0.4546

By (50),
p+A—r>0. (52)

Since B(ra) < B we can apply Lemma 2. Besides, in the proof of Lemma 2, we show

that

lim W' (a) <U/(ra),

ala

lim V'(a) =Uj(ra).

ala
Therefore, by (50),

M (@) < (1—€)(A+p—1)V'(a)

in the right neighborhood of a.

Given these three conditions, as in the proof of Theorem 10, we use Lemma 7 (Varia-
tion 2) to show that AW'(a) < (1 —¢€)(p+ A —r)V'(a) for all a > a. As shown above,
this is true in the right neighborhood of a so the first condition in Lemma 7 is satis-
fied. Now we show that the second (relaxed) condition in Lemma 7 is also satisfied,
i.e. if there exists @ > a such that AW/(d) = (1 —¢€)(p + A —r)V'(d), we show that
AW"(a) < (1—e€)(p+ A —r)V"(a) in the left neighborhood of 4. Indeed, in the left neigh-
borhood of 4, AW'(a) ~ (1 —€)(p + A —r)V'(a), therefore

AW'(@) —(A+p—r)V'(a) _ elp+A—1)V'(a)

V// ~ O,
(a) = é(a) —ra é(a) —ra <

Differentiating equation (6b) and simplifying as done in the proof of Theorem 10:

"(q) = (W/(a) B Ué(é(a))) "(a (1’ - p)wl(a)
WO = Ga = cure@)” W @)
When a close to 4, we also have:

1" AW (a) — (A+p—7) V/(a) )\TW (a)
Via) = é(a) —ra ~ é(a) — ’

#This is equivalent to 1 — o(c) > 2-B(c), for some € € (0,1)which is true given (15).

SWhen r = p, (51) becomes (1 —€) — B(c) > (1 —€)o (U, ¢).

46Gimilarly, given A > 0 there exists r; > p such that for r € [p,r1], (50) and (51) hold. The proof for
existence of continuous Markov equilibrium then proceeds in exactly the same way.
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because, by continuity, when a close to 4, AW'(a) =~ (1 —¢€)(p + A — r)V’(a). Therefore,
W'(a) ~ —11=€V"(a)(é(a) — ra). Plugging this back to the expression for W” above, we
have

((1 €)(p+A—r )U/(@( )) — U’(é( ))> - Liem o
"(a) ~ A 0 "(g) — 7 P)/\ —V'(a (é(a) —ra)
W= ) —ra) (U (¢(a))) Vi@ é(a) —ra
_ (1—6)(P+/\—7) Up(é(a)) 1 é(a) all=eN
_<< A ua<m0 (U, 6@) é@) —ra U PA e )V<>
< (1—6)(p—i—)\—r)v,,(a),

A
where the last inequality comes from (51) and V" (a) < 0. Therefore both conditions 1)
and 2) in Lemma 7 are satisfied, and by that lemma, AW'(a) < (1 —¢€)(p+A —7)V'(a)
forall a < a*.
As in the proof of Theorem 10, we prove by contradiction that a* is infinite. Assume
by contradiction that a* is finite. Let F(a) = (0 + A)V(a) — AW(a) — Uy (ra). Ata = a*,
F(a) =0and
F(a) = (p+A)V'(a) — AW'(a) — rUj(ra)
> (p+)V'(a) = (1 =e)(p+A=r)V'(a) = rUy(ra)
=(p+A=(1=e)(p+A—=7r)=r)U(ra)
=e(p+A—r)Uj(ra) >0,
where the last inequality comes from (52). So F(a) < 0 in the left neighborhood of a*. This
is a contradiction. Thus a* = +o0.
Similar to the proof of Theorem 10,
fay— AP =N V(@) —AW(a) | e(h+p—n)V'(a)
U7 (@) @(a) —ra) ~ U(Ea))(e(a) — ra)

where the last inequality also comes from (52). O

>0,

Proof of Theorem 12. We use the notation V,, W) for the functions defined in (8). Notice
that

Wm@=%muw

independent of A, so we can drop the subscript A.

First, we notice that since sup,-.,, f(c) < 2, there exists A* > 0 such that B(c) < j for
all A > A*. Therefore, we can apply Lemma 2 and Theorem 3 to construct Markov equilib-
ria with dissaving. Let V), W, denote the equilibrium value functions constructed in the
proof of Theorem 3. We show that there exists A > A*, such that forall A > A*, V), crosses
V) atsome a;(A) > a and lim,_,, a1(A) = a. In addition, W) (a1(A)) < W) (a1(A)). This
result immediate implies the existence of a Markov equilibrium with dissaving and dis-
continuous policy function because starting from a; (A) we can apply Theorem 3 to obtain
a Markov equilibrium defined over [a1(A), o) with (V,W) = (V,,W,) at a1(A). Com-
bining this equilibrium with (V,, W, ) defined over [4,41())), we obtain a discontinuous
equilibrium over [g, ).
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We prove the result by contradiction. Assume that the result does not hold, then there
exists @ > a and a sequence of {An}le with lim,,_,c A, = o0, such that

Vi, (a) > V), (a)

Uo(ra) —Uo(ra)

foralla € (a,a).*Because lim, |, —

and 0 < v such that

= rU)(ra),and r > p, there exists a; € (a,a)

1 Uy(ray) — Uo(ra)
0 a1 —a
First, using Lemma 36 below, we show that

> (v +1) Up(ra).

lim W)Ln (al) = W(al).

=00
Indeed, by Lemma 11, W), (a1) — W(ay) < 0. Therefore

limsup (W, (a1) — W(ay)) <0. (53)

n—»c0
Now,
Wy, (a1) = W(a1) = Wy, (a1) = Vi, (a1) + V(1) =V, (31)
+ Vi, (a1) = Wy, (a1).

By Lemma 36,

lim (V/\n (611) — W/\n (al)) =0.

n—,oo
By the definition of Vi, W, in (8)
lim (V) (a1) = Wy, (a1)) =0,

and by the contradiction assumption
Vi, (a1) = V3, (a1) = 0.

Thus
liminf (Wy, (a1) — W(ay)) > 0. (54)

n—oo

Therefore by (53) and (54)
lim (W/\n (ﬂl) — W((Zl)) =0.

n—oo

Given this limit, for € > 0, sufficiently small, there exists N such that W, (a1) —
W(a;) > —e forall n > N. Now,

ol (@), W) =W € iy e - S

(55)

4By Lemma 11, W, (a) < W,(a). Therefore (p+A,)Vy,(a) — AWy, (a) > (p+Aq)Vy,(a) —
AW, (a) = Uy (ra). Thus V, , W,  are defined and continuous over [4,7].
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By the Mean Value Theorem, there exists a,, € (4, a;1) such that,
Wy, () — W, (a)
a1 —da

< Up(ray) + Ui (ran)
n

< Uj(ra) + Aﬁnui(rz), (56)

W)/\n(”n)

where the first inequality comes from the proof of Lemma 10 (especially inequality (30)).
By choosing e sufficiently small and 7 sufficiently large such that

e . f
oo T ti(re) <al(ra),

which contradicts (55) and (56). We obtain the desired contradiction. O

Lemma 36. Assume that there exists @ > a and a diverging sequence { Ay} such that V) (a) >
Vi, (a) foralla € (a,a). Then

lim (V,(a) =Wy, (a)) =0, (57)

n—o00

foralla € (a,a).

Proof. By Lemma 11, W, < W therefore
Vi, (@) = Wy, (@) =V, (a) — Wy, (a)
foralla € (a,a).
To find an upper bound on V) — W, . We rewrite equation (6a) as
A (Va(a) = Wa(a)) = Ur(éx(a)) + Vx(a)(ra — éx(a)) — pVa(a).
Therefore -
A (Va(a) = Wa(a)) < Un(én(a) — pVa(a), 59)
because V) (a) > V) (a) = V,(a),and V| > 0,and ra — ¢, (a) < 0.
Now if U; is bounded above
A(Vi(a) = Wi(a)) < sup U (c) — pVa(a).
C

Thus A |V (a) — W, (a)] is bounded when A — oco. Therefore (57) holds.

If U; is not bounded, by Assumption 2, for some ¢ > 0, o(c) > ¢ forall c > ¢. We
show, using Lemma 7, that there exists A such that, when A > A, ¢ A(a) < %a, for all
a€ (aa).Letf(a)= %a and g(a) = ¢ (a). With A > g, f(a) = % > ra. Welest need to
verify that if f(a) = g(a) then f'(a) = 2 > ¢/(a) = ¢, (a). Indeed, by differentiating, the
first order condition (6¢) with respect to 4,

V! (a)

S0 = ey

To get V}'(a), differentiating (6a) with respect to a and use the first order condition for c,
we obtain
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Vi (a)(ra —ex(a)) = (p+ A —r) Vi(a) — AW, (a)
A(a)) = AW, (a).

=(+A—r) L[{(é
Therefore, because W)’L > (0 as shown in Lemma 10,
ooy = LA UG@) “ AW @) (p+ A=) Uj(er(a)
—Uj(¢x(a)) (er(a) —ra) = =Uj(éx(a)) (ér(a) —ra)
1 @/\(ﬂ) < & @)\(ﬂ
ér(a) —ra) ~ a(éx(a) —ra)

21
T

By choosing A sufficiently large, for all A > A, o < 2foralla € (a,a) . Therefore, by

Lemma7, ¢ (a) < 24.
Now, going back to inequality (58),
A — 2\ _ —
A(Va(a) = Wa(0)) < Us (6x(0)) — pVa(0) < U (22) — o7, @)
By the INADA conditions

),
e A

VAT@ = 0. Thus we obtain the desired convergence (57). [

It is easy to show that lim,_,
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