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If General McClellan isn’t going to use his army, I'd like to borrow it for a
time. Abraham Lincoln, Jan 10, 1862, before relieving George B. McClellan of
command (for the first time).

1 Introduction

How can we motivate individuals to take risky decisions in situations where there is limited
scope for using adjustable monetary compensation and the only lever providing incentives is
a threat of dismissal? Examples of such situations include the relationship between political
leaders and voters, as well as many employees in systems with fixed wages (including aca-
demics, bureaucrats, and some government employees), and even wealthy top level managers
for whom monetary incentives are secondary to reputation or power within a position.

These examples are not only such that firing/replacement is the main incentive device,
but also that the incentive issue is not so much one of inducing more effort as much as
one of inducing the agent to use her discretion to take risky decisions. Thus Abraham
Lincoln’s main concern with General McClellan was not so much that McClellan was not
putting enough effort, but rather the fact that McClellan was missing opportunities to act,
meanwhile the Confederate Army was dangerously close to Washington. Nor was the lack
of (higher) monetary incentives the reason for McClellan’s reluctance to act. Eventually,
Lincoln replaced McClellan in order to prompt action.

Similarly, the primary concern in motivating a high-ranking politician is not getting them
to work long hours, as they tend to already be driven to do so, but instead to motivate them
to make the “right” decisions. In many settings, the consequences of some decisions can
reveal how competent the decision-maker is at identifying good decisions from bad ones,
and this leads to an important but relatively under-studied set of incentive issues.!. In this
paper, we investigate performance incentives in such environments, providing new insights
into contracts such as tenure and term limits, as well as the timing of replacement decisions,
and the effects on the resulting behavior of decision makers, abstracting from standard moral-
hazard effort considerations, and instead focusing on incentives regarding which decision to
make.

Our model is one where a principal can hire a new agent, henceforth called the "leader”,
in any period at some fixed cost. The leader can be either competent or incompetent, and
whether or not she is competent is initially unknown to her and to the principal. Moreover,
the leader has discretion over a choice of actions. She can choose to take a ”conservative”
action which yields a sure payoff (normalized to zero) but does not reveal anything about
her level of competence. Or she can take a "risky” action, which could lead to a positive

!There are some important papers that consider competence and incentives, with the closest in terms of
the basic issue of motivating a decision maker being that of Scharfstein and Stein (1990), and some of the
literature that followed. However, they consider herding behavior among fund managers and so the ultimate
context and analysis is quite different from ours here.



or negative payoff. An incompetent leader receives uninformative signals about whether the
risky action is likely to lead to positive or negative payoffs, whereas a competent leader
receives informative signals about whether the risky action is more likely to lead to positive
or negative payoffs. Each day there is a new state of nature, new information, and a new
choice of action to be made, thus over time a leader’s competence can be learned by tracking
the payoffs on the days on which she took the risky action. Based on that information, the
principal decides each period whether to keep or replace the current leader.

We focus attention on settings in which the leader does not respond to monetary in-
centives and only draws benefits from being kept on the job. In this model in which wage
incentives have no bite, firing/replacement becomes the main incentive instrument, but it
involves subtle trade-offs. On the one hand, not replacing a leader may result into getting
stuck with an incompetent leader. On the other hand, a threat of replacing a leader may
induce leaders to avoid risky decisions that reveal competence. The question then to design
the sequence of replacement decisions over time in a way that incentivizes the leader to
take appropriate decisions, but still results in learning and the replacement of incompetent
leaders. We examine this question in three different contexts.

We first consider the case where the leader’s information and the eventual state are
eventually publicly observed: so even if the conservative decision is taken, the principal sees
what would have happened if the risky decision had been taken. In this case the model
delivers three main predictions. First, the probability that the principal replace the current
leader follows either an increasing, or a decreasing, or bell-shaped sawtooth pattern. The
intuition is that early on it is worth keeping the current leader on the job, even if she takes
the risky action unsuccessfully, as there is an option value of acquiring more information
about her level of competence; but then, as time goes on and the number of failed attempts
increases, so does the probability of dismissing the current leader; but eventually, leaders that
have survived longer are increasingly more likely to be competent, and therefore the dismissal
probability will start to decrease over time. The bell-shaped pattern is more likely to be
observed when actions are not very revealing, so that learning is slow; however, when actions
are very revealing, learning is fast and therefore in this case the replacement probability is
essentially decreasing over time. 2

We then move to the case where the signals are privately observed by the leader - and
therefore the state is only indirectly observable through the leader’s actions. If the leader
takes the conservative action, nothing is learned, while if the leader takes the risky action
some information is revealed. In this setting, the dismissal threat can lead to inaction, as
the leader is reluctant to choose the risky action and thereby risk future dismissal. How to
motivate the leader in this case?

2The bell-shaped pattern appears to be in line with evidence on the dynamics of job separation, for
example as shown by Farber (1999) for the US labor market, and or more recently by Jia et al (2014)
when looking at the patterns of dismissals and promotions of provincial leaders in China. In this case, we
also get the surprising finding that the cumulative probabilities of replacing incompetent leaders, as well as
mistakenly replacing competent leaders, are non-monotonic in the leader’s actual degree of competence.



Here the results depend very much on whether the principal can commit in advance to a
specific mechanism for replacing the leader, or else acts based on her beliefs in every period.
We first analyze the case of commitment. We argue that there are essentially two main
mechanisms that emerge as optimal ways to motivate the agent, namely the ”carrot” and
the "stick”. The ”carrot” consists in granting tenure to the agent after a finite number of
periods (sometimes immediately). The ”stick” consists in replacing the leader in any period
with positive probability if she chooses the safe action in the previous period, while at the
same not committing to any kind of tenure arrangement. The cost of choosing the carrot,
i.e the tenure strategy, is that the principal might get stuck forever with an incompetent
leader. The cost of choosing the stick, i.e the threat of dismissal strategy, is that you may
end up firing a competent leader for taking the safe action, even when it was the right thing
to do. We show that the stick strategy dominates when the replacement cost is sufficiently
low, otherwise the carrot strategy dominates. More generally, we show that it is optimal to
use the stick (dismissal) strategy in earlier periods and the carrot (tenure) strategy in later
periods, and that the lower the discount rate the later should tenure occur.

Finally, we consider the case in which the principal cannot commit in advance to keeping
or replacing the leader in future periods. A leading example of such a situation is that of
an elective democracy, where voters (the principal) choose whether or not to replace the
leader after each period, without any precommitment. We abstract from voter bias issues
to concentrate on voters’ decisions of whether to replace the leader as a function of the
information voters receive over time about the leader’s level of competence. A main result
in that case is that every (Markov Perfect) equilibrium results in a negative net payoff from
hiring a new leader, in particular a payoff that is lower than simply replacing the leader in
every period. The reason is that an incumbent leader’s best response in the no-commitment
case involves taking the safe action when they are faced with reelection probabilities: indeed,
doing so maintains voters’ belief about the leader’s competence at its initial level; this,
together with the fact that replacing the current leader by a new leader is costly but leads
to the same probability of competence, implies that the current leader will not be fired. On
the other hand, if current leaders are sure to be replaced then they are free to take risky
decisions. We also prove that something similar is true of a class of non-Markov equilibria:
no matter how successful the leader has been in the past the leader eventually stops taking
risky actions and is replaced. We then show that an optimal term limit can substantially
improve the leader’s incentives to take the risky action. The optimal term limit in turn
depends on the speed of learning and on the cost of replacement.

The paper relates to several strands of literature. First, there is the literature on job
matching and turnover (see Farber (1999) for a survey of that literature). Most closely
related to our paper in that literature is Jovanovic (1979). Jovanovic develops a continuous
time model of job matching between an employer and an employee, where the quality of
the match is initially unknown to all but progressively revealed over time through observing
successive output realizations. Jovanovic assumes that the worker responds to monetary
incentives and is paid her expected output each period. Under this assumption, the relevant



decision lies with the worker, and it to choose between staying on the job or quitting. The
main findings are that the expected wage increases with job tenure and that the probability
of quitting conditional upon having remained on the job follows a bell-shaped pattern over
time.

We contribute to this first literature by first characterizing the equilibrium dismissal
pattern in discrete time under symmetric information for various parameter configurations,
seeing more precisely when the bell-shaped pattern emerges. But more importantly, we
extend the analysis by moving from symmetric to asymmetric information situations.

Our paper also relates to a literature on tenure and ”up-or-out” contracts (e.g see Kahn
and Huberman (1988), Carmichael (1988), Waldman (1990), or Burdett and Coles (2003)).
A main argument in this literature is that tenure promotion serves as a commitment device
for the principal not to underreport the agent’s value ex post (if the agent’s value was truly
low then the up-and-out contract allows the principal to simply fire the worker), which
in turn preserves the worker’s ex ante incentives to provide effort. In Carmichael (1988),
granting academic tenure to current faculty helps ensure that good potential candidates to
become new faculty are not dismissed by current faculty because the former would represent
a threat for the latter. We provide a completely different perspective on tenure based on
three important features that such contracts provide: incentives to take risky actions during
the probationary period, ability to sort competent from incompetent, and incentives to take
appropriate actions during the tenure phase.

The paper also contributes to a political economy literature on term limits, and the more
general literature on career concerns. In particular, Besley and Case (1995) (see also Alt,
Bueno de Mesquita and Rose (2011)) build on Holmstrom (1982)’s career concerns model,
and more specifically on Banks and Sundaram’s (1993) model and analysis, to argue and
verify empirically that allowing for reelection improves political leaders’ incentives.® These
models are built upon standard signalling structures: agents have costs of effort that are
decreasing in their type (competency). The equilibria that they focus upon (there can be
many) are such that more competent agents have incentives to work harder given the greater
marginal payoff to their effort. Agents are retained as long as they are successful and fired
once they fail. In that context, offering longer term limits (more chances for reelection)
increases incentives to put in effort - especially in early periods. *

3For other related signalling-based career concerns models, see Dewatripont, Jewitt, and Tirole (1999 a
and b) and Alesina and Tabellini (2007, 2008). More generally, a literature on reputations (Scharfstein and
Stein (1990), Allen and Gorton (1993), Tirole (1996), Tadelis (1999), Taylor (2000), Mailath and Samuelson
(2001,2006)) couples actions and some hidden type with outcomes.

4More recently, Smart and Sturm (2013) developed a model where incumbent politicians may be either
" public-spirited” (i.e with payoffs that coincide with voters’ payoff) or ”biased” towards a particular choice of
action. By reducing her expected payoff from reelection, term limits reduces a ”public-spirited” politician’s
incentives to otherwise deviate from efficient decision making in order to signal her type so as to increase her
probability of reelection. Like in our model, seeking reelection induces inefficient decision making by current
leaders, and term limits help overcome this problem. However, once again, our analysis does not rely on any
standard kind of incentive problem (be it moral hazard or signaling) and moreover in our model politicians



We depart from these two literatures by focusing on situations where discretionary risk-
taking, not effort, is the main issue at stake. Our main question is: how can one induce
leaders to seize decision opportunities that are socially desirable but yet exposes them to a
higher risk of losing their job as this reveals information about their competency of making
choices. In that respect, a more closely related paper is Canes-Wrone, Herron, and Shotts
(2001). Canes-Wrone, Herron, and Shotts (2001) develop a model where, like in ours, leaders
can have high-quality or high-quality signals about the true state of nature, and worry that
being found out as incompetent they will be voted out of office. In their (two-period) model,
the fear of being found out as being incompetent may lead incumbent leaders to sometimes
"pander” to their current voters’ beliefs.?

A main contribution of our work, in this light, is to examine how repeated elections
compare to the case of commitment and mechanisms. If a voter/principal can commit to a
particular sequence of evaluations, and actors are sufficiently patient, then competent leaders
can be identified, kept, and appropriately incentivized. In contrast, if the voter/principal
cannot commit and repeatedly evaluates leaders, then incentives unravel and leaders ineffi-
ciently follow safe actions. Repeated elections biases leaders towards sitting on their laurels
and taking safe actions: much as the fear of failure that might have led to McLellan’s inac-
tion and Lincoln’s frustration in finding a general who would act in the early parts of the
U.S. Civil War. In our setting, tenure contracts or term limits can alleviate fear and pro-
vide leaders with incentives to make choices that they would not make under the repeated
microscope of retention.

2 Basic model

2.1 The players

An organization is operated by an “agent” whom we often refer to as a “leader” , for reasons
that will become clear. A “principal” decides on keeping or replacing the leader.

We focus on settings in which the leader is paid a fixed wage and so the only relevant
decision is whether to keep or replace the leader.

A leader is either “competent” or “incompetent”, denoted by Comp and Incomp. The
prior probability that the leader is competent is Ay € (0, 1).

A given leader’s type does not change over time. If a leader is replaced, then the new
leader is competent with probability A\g. This is also the prior about the initial leader’s
competence with which the principal begins at the start of period 1: in other words, there
is no asymmetric information ex ante about the leader’s level of competence.

are not a priori biased against voters’ preferences.

5See also Rodriguez-Barraquer and Tan (2014), who examine students’ choices of fields to work on, which
then can reveal their abilities. Their model is quite different from ours and focuses on herding effects in
competitive settings, and not on dynamic incentives.



2.2 Time, states, and signals

Time proceeds in discrete periods ¢t € {1,2,...,T}. On occasion, we a case in which T'= 2 or
T = 3 for illustrative purposes, but then look at the infinite period case T' = oo for general
results.

In each period a state of nature, w; € {X,Y}, is realized. States X and Y occur with
equal probability, independently across periods.

In the beginning of each period ¢, the leader sees a signal s, € {X,Y} that may be
informative about the state of nature. If the leader is competent then the probability that
the signal is equal to the state is p > 1/2, and thus the signal is informative. If the leader
is incompetent then the two signals s, = X and s; = Y are equally likely in both states X
and Y, and so an incompetent leader’s signals are completely uninformative.

Thus,

Pr(s; = w¢|Comp)=p>1/2
Pr(s;, = w¢|Incomp) =1/2.

2.3 Actions and replacement costs

We can think of the state being whether there some sort of “opportunity” (e.g., profitable
investment) available: in state Y there is such an opportunity and in state X there is not. If
the state is Y then it is best to invest: choosing action y then pays 1 to the principal, while
in state X it is better not to invest and then choosing y results in a loss of value, —v, to the
principal. Not investing (choosing action ) always leads to a payoff of 0 to the principal.
Thus, the principal’s payoff from the action as a function of the state in any period is:

X Y
z 0 0
y —v 1

Given that v > 1, if there is no information about the state, then action z offers a higher
expected payoff than action y, and so it is only competent leaders whom the principal would
ever want to take the action y.

Thus, we can think of y as ‘taking action’, while z can be interpreted as not acting or
sticking with a status quo. Foregoing actions is a safe alternative that might provide no
information of the value of the foregone opportunities.

Throughout what follows, we presume that p —v(1 —p) > 0. If this were violated, even a
competent leader could never lead to a positive expected payoff from action y, and so action
x is the only action that should every be taken.



2.4 The order of moves

The sequence of moves within each period is as follows. At the beginning of the period the
current leader sees her signal. Next, the leader takes an actionz or y. Subsequently, the
principal sees the the payoff and updates his beliefs about the leader’s competence. We also
consider a case in which the principal sees the state along with the payoff (we make the
information scenarios more explicit below). At the end of the period the principal decides
whether to keep the current leader or replace her by a new leader.

The system repeats itself with a new draw of signal and state at each time, but the type
of any given leader remains fixed over time. Once a leader is replaced that leader never
returns to the game. Replacing the leader leads to a cost of ¢ > 0 in that period for the
principal.

2.5 Payofts

All players are expected payoff maximizers and discount time with the same discount factor,
0, such that 0 <6 <1.

Payoffs are as follows: (i) A leader gets private benefits b per period that she is on the
job,5 and (ii) The principal gets the per-period payoffs from the matrix above as a function
of the action taken and the state, less any costs of replacing leaders.

2.6 Two informational scenarios

We consider two informational scenarios. In one case the principal learns the state and
signal regardless of the action taken by the leader, while in the other case the principal only
observes payoffs and not the state or signal.”

Scenario 1: Observed States, Signals, and Payoffs

The state, signal, and payoff are observed by both parties at the end of each period
regardless of which action was taken in that period.

A t-period history is thus a sequence

t . .
h' = (W1731>a17d1 Yooy Wt,3t7Gt>dt)>

where w; is the state, s; is the leader’s signal, a; € {x,y} is the action that the leader took,
and d; € {K, R} indicates whether the leader was Kept or Replaced at the end of the period
by the principal.

Let H be the set of all finite histories.

6This isolates the incentive problem. We could also allow the leader to prefer to make successful decisions
without changing the main content of the results, as long as the payoff from being in office was large enough.

"One could also consider an intermediate case in which only signals and payoffs are observed by both
parties. The incentives in that setting are similar to the complete information setting, and lead to little
additional insight and so we omit it.



Scenario 2: Observed Payoffs

The leader privately observes the signal and then chooses an action. The principal only
observes his payoff. Thus, if the leader chooses x then the principal’s payoff is 0 and the
principal does not learn the true state nor anything about the leader’s signal. If the leader
chooses y, then the principal’s payoff is either 1 or —v and therefore he can infer the state
from observing his payoff. Neither the leader nor principal sees the state except via inference
from the realized outcome of the action.

In this scenario, the histories differ for the leader and the principal, as they observed
different things.

A t-period history for the principal is a sequence

ht :<U1,d1; e ut,dt),

where u; € {0, —wv, 1} is the payoff and d; € {K, R} indicates whether the leader was Kept
or Replaced at the end of the period by the principal.

Here the history for the leader also includes the signals she observed, but only since that
leader was in office. So, for a leader that was in place since time 7, a history is then

t . . . .
hy = (uladlw"aqul?Ra ST7uT7dT R St>ut7dt)-

So, the latest leader has the same information as the principal about past leaders and then
additional information about her own signals during her own reign from time 7 through ¢. ®

So, a history in this second scenario is a pair h* = (h%, bl ) of related histories, and again
we let H' denote the set of possible histories.

We presume that a new leader begins with a prior A\g on her own competence, although
as will become clear this is largely inconsequential in what follows.

2.7 Some useful preliminaries
2.7.1 Posteriors and updating

A useful expression is the posterior that a leader is competent if the leader is known to have
had m correct signals out of n total signals given a prior of \g, denoted A(m,n, Ag). This is:
Aop™ (1 —p)" ™

Aomom 20) = 3 — e+ (1= 22 W

Note that A(m,n, Ag) is increasing in m and decreasing in n.

Generally, we let \; denote the posterior belief of the principal about the competence of
the current leader after ¢ periods of observations, which moves randomly over time depending
on the leader’s type and the actions and realized states. This will also be dependent upon
the leader’s equilibrium strategy.

8Note that u; fully reveals the action a;, so we do not need to add that to the histories.



A relevant expression is the probability that the leader’s signal is correct when the leader
sees a Y (or equivalently an X)), conditional on a current posterior probability A; :

s+ (1= N\)/2)
T+ (1=X)/2) + (1 —p) + (1= N)/2)°

fA) =Pr(w=Y[s=Y,\) = (2)

FO) = Np+ (1= X) /2,

A useful benchmark is the principal’s belief, A\, for which the expected current payoff
resulting from the leader taking action y when the leader sees signal Y is just equal to zero,
namely:

JA) = (1= f(M\))v =0,

which solves into:

N v/(1+v) — 1/2,
p—1/2

which decreases in p and increases in v.

2.7.2 The principal’s expected payoff

The following lemma is direct but useful.

LEMMA 1 Let \; denote the principal’s belief at the end of some period t about the current
leader’s competence. The principal’s expected payoff for the next period of the leader taking
an action that matches the signal is:

u(h) = S[f () = (1= F(M))vl.

N | —

The lemma follows from noting that with probability 1/2 the signal is Y and that playing
y when the signal is Y yields expected payoff [f()\;) — (1 — f(\))v] to the principal.”

3 Public information: an increasing, decreasing or bell-
shaped replacement pattern?

We begin with the case where the state and signal are publicly observed after each period.
The most interesting incentives issues arise in Scenario 2, thus we consider Scenario 1 as a
benchmark, mainly to understand some of the basics of what a replacement profile would
look like without any incentive issues.

Given this symmetric information, we examine a situation in which the leaders simply
follow the signal in each period. This is easily enforced simply by using a mechanism in

9The two states are equally probable and the probability of a leader getting the correct signal is the same
no matter the state.



which a leader who does not follow signals is fired immediately. Thus, we simply examine
the principal’s optimal choice of how long to keep any given leader. This is a variation on a
standard “bandit problem”, and the optimal strategy for the principal can be expressed via
a simple cut-off belief such that the leader is replaced at the end of period ¢ whenever the
posterior belief on her competence is lower than the cutoff.

Here, the “typical” replacement probability is bell-shaped over time, i.e., first increasing
and then eventually decreasing. The intuition is follows. Given that replacing the leader is
costly, unless signals are extremely accurate it will not be optimal for the principal to replace
the leader immediately. In other words, there is an initial "honeymoon” period where the
leader is not replaced as there is some initial number and fraction of failures before the
leader’s competence could begin to be revealed. This is for the short run. As for the very
long run, if the leader survives for a long enough time, by the law of large numbers she is
very likely to be competent, in which case she is unlikely to be replaced. Hence, in the very
long run, the replacement probability also becomes small. It is in the middle range where
the substantial replacement probability falls, as enough information to identify competence
with some confidence has accumulated. Overall, we thus expect a bell-shaped replacement
probability of the incumbent leader over time.

We suppose that u(Ag) — ¢ > 0. This guarantees that it is better to get a new leader
than to keep a leader who is thought sufficiently incompetent that the principal would rather
them not even try to take action y even with a good signal.

Let P(t) be the probability that a principal replaces a leader at time t (and kept the
leader in all periods before t). An optimal strategy for the principal is to retain the leader as
long as Ay > A for some 0 < A < )\g. We now show that the replacement probability follows
a sawtooth pattern for any threshold strategy (optimal or not).

PROPOSITION 1 Suppose that the principal starts with some prior Ao and retains the leader
at the end of period t if and only if \y > X for some 0 < X\ < Ag. There exists t > 1 such
that P(t) > 0 while P(t +1) =0 and P(t+ k) > 0 for some k > 1.

The sawtooth pattern suggested in the proposition is illustrated in Figure 1. That P(t)
is strictly positive in period 7 but zero in period 8 can be explained as follows. A leader
who is fired in period 7 but not before necessarily had 7 failures in a row over the first seven
periods. This follows since a leader is not fired in any previous period regardless of the
number of failures, including six straight failures. So consider a leader who survived until
period 8. Such a leader could not have had eight failures and no success as in that case she
would already been fired at the end of period 7. Nor could she have had failures in all first
seven periods followed by one success in period 8 because once again she would have been
fired at the end of period 7. Thus the only possibility is that she had at most six failures and
at least one success over the first seven periods. But then even if she had another failure in
period 8 this is better than having had seven failures in a row over the first seven periods,

10
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Figure 1: The probability of replacing a leader (for the first time) in various periods for
p=.55, \g =1/2 and \(c) = 1/3.

which was the threshold for replacing the leader, and having seven failures and one success
is closer to the posterior of having six failures and no successes than seven failures and no
success.'’ This in turn implies that a leader who survived until period 8 will not be fired
in period 8. In a nutshell: a success over the first periods buys the current leader some
additional "grace period” where she is not fired.

We can also examine just the positive probability dates as pictured in Figure 2. The fact
that successes and failures come in integers leads the curves to be non-monotonic even when
we look only at dates with positive probabilities.

We also see some interesting comparisons between situations where competent leaders
are “barely competent” so that p = .55 and so hard to tell apart from incompetent leaders,
compared to situations where competent leaders are “highly competent” so that p = .95 and
very different from incompetent leaders. In the left-hand panel where competent leaders are

10 Although our reasoning is particular to our discrete time setting, the sawtooth pattern will not fully
disappear if we move to continuous time. In the continuous time case, after any success there will still be
periods of time during which the leader is kept for sure. Again, a leader who makes it past some particular
time must have had some success, and so there can be periods in which the leader is fired with positive
probability followed by ones in which the leader is not fired at all.
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Figure 2: The probability of replacing a leader (for the first time) in various periods, just
the dates positive probabilities.

barely competent, it takes time to sort out leaders, and so the probability of replacement is
growing over time. Also, the probability of making a “false-positive” or type I error (replacing
a competent leader) conditional on making a replacement starts out at roughly 1/2 and then
drops over time reaching about 1/8 by period 25. Notice also that the probability of replacing
a leader in any given period is quite small, less than .1 in all of the first 25 periods. Also,
the first period where any replacement occurs is not even until period 7. In contrast, when
competent leaders are “highly competent” then they are much easier to distinguish from
incompetent ones, and replacements begin in period 1, and have a much higher probability
(.5 for incompetent leaders in the first period). Moreover, the probabilities in that case
are decreasing over time. The relative probability a type I error conditional on making a
replacement starts out at 1/10 and then actually increases for a few periods.!

4 Privately informed leaders under full commitment:

tenure mechanisms

We now turn to our main concern: the case where the principal only observes his payoff and
does not directly see the signals. In particular, he learns nothing if the leader chooses action
x, but can infer the state from observing his payoff if the leader chooses y. We examine two
cases in order: a first in which the principal can commit to specific evaluation times and
decisions conditional on histories. Effectively, this becomes a mechanism design problem.
The second case, is one in which the principal cannot commit to specific evaluation patterns,
but instead can replace the leader at any time. The two different scenarios have different
applications and their contrast provides some of our central insights.

In either scenario, without proper incentives the leader will prefer to always choose action
x in order to avoid the risk of being replaced. In particular, under the mechanism analyzed

' The cumulative probabilities of replacing incompetent leaders, as well as mistakenly replacing competent
leaders, also exhibit some interesting patterns as pictured in Figure 3 in the appendix.
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in the previous section, for which the leader is replaced if the posterior belief falls below
some threshold, will no longer be optimal. Indeed, given such a mechanism, by choosing x
all periods the leader can guarantee not being replaced, and so any equilibrium must lead
to the leader not being replaced at any point.

To induce the leader to take the risk of choosing y when the true state of nature is Y,
there are a variety of mechanisms that can be used. In particular, the principal can randomly
dismiss the leader if he chooses action x : this we refer to as the stick. Or the principal can
provide incentives by simply guaranteeing to keep the leader, we refer to as the carrot.

We restrict attention to the case where the leader does not know her type, although this
has little impact on the results.

4.1 The two period case

To gain intuition on the commitment case, we begin by looking at the two period case,
in which we can fully characterize the optimal mechanism. In this scenario, immediate
tenure dominates if the replacement cost is sufficiently large as immediate tenure avoids
replacement altogether; while the stick of random replacement after safe actions dominates
if the replacement cost is small, as it avoids being stuck with a leader who turns out to be
incompetent. Let us examine this in more detail.

We presume that u(A(0,1,Ag)) > 0, so even after a failure in the first period, there is
no question of whether or not the principal would like the leader to follow the signal, so the
only issue is providing proper incentives.

More formally, a mechanism is characterized by two parameters: 7 be the probability of
retention if y is chosen and the leader fails in period 1; and ¢ the probability of retention if
x is chosen in period 1. It is clear that any optimal mechanism (i.e., which maximizes the
principal’s expected payoff subject to incentive compatibility of the leader) involves keeping
the leader if the leader chooses y and is successful.

To induce the leader to choose the risky action y requires that the following incentive
compatibility constraint to be satisfied:

q < f(Ao) + (1= f(No)),

where the right-hand side is the overall probability that the leader is retained at the end of
period 1 if she chooses action y in that period (this is equal to the success probability f(Xo)
times 1 plus the failure probability 1 — f()\¢) times 7). Given the cost of replacement, it is
straightforward to see that this constraint is binding in equilibrium, and thus

q = f(xo) +7(1 = f(Xo))- (3)
The overall ex ante expected profit of the principal is then
1 F(o) [1 4 6u(A(1,1, X))] +

U Qomal =51 (12 f(00)) [=0+ 6u(A(0, 1, Ao)) + (1 — ) (—c + Su(A))]

b == @)t dul)],
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Substituting from (3), maximizing the principal’s expected payoff with respect to = and
q is equivalent to maximizing:

(1= f(Ao)) [mdu(A(0, 1, X)) + (1 = m)(=c + ou(ro))] + [f(Ao) +7(1 = f(Xo))] .
If

> 2ulha) — u(A(D, 1, 30)] = Z(h.p.0). (@)

then it is better to set m = ¢ = 1, and otherwise it is better to set 7 = 0 and ¢ = f(\o).
The above inequality (4) compares between the cost of replacing the leader and the
potential gain of having a more competent leader, and leads to the following propositions.

PROPOSITION 2 There exists a cut-off value ¢(Ng, p,v) such that the optimal mechanism for
the principal is: (1) if ¢ > ¢(Xo, p,v), then "use the carrot” - grant immediate tenure and
retain the leader regardless of the outcome the leader; (i) if ¢ < ©(Xo,p,v), then "use the
stick” - fire the leader if she takes the risky action and fails in the first period, keep the
leader if she takes the risky action and succeeds in the first period, and keep the leader with
probability ¢ = f(Xo) if she chooses x in the first period.

Higher costs clearly favor non-replacement and so the tenure mechanism instead of the
random dismissal mechanism. We also note how the optimal mechanism varies with other
parameters.

PROPOSITION 3 The cutoff value is given by
6(1+4v) ( Ao(1 = Xo)(p — 3)? )
T \N(—p+1-)2)
Thus, the random dismissal mechanism is optimal for a wider set of costs as p increases and

E()\07p7 U) =

as v increases. The set of cost values for which it is optimal is initially increasing in Ao and
eventually decreasing in Ao and so non-monotone in the prior probability of competence.

A higher accuracy of signals of competent leaders, and a higher v both increase the
relative value of having a competent leader compared to an incompetent one — this increases
the relative payoff from the dismissal mechanism compared to the instant tenure mechanism.
The comparative statics in Ay are not monotone. If )\ is near 0 there is no value in replacing
the leader as the replacement is likely to be incompetent. If Aq is close to 1, then the leader
is likely to be competent and there is no reason to replace regardless of the first period
outcome. It is in intermediate cases in which it becomes worthwhile to replace the leader.

Proposition 3 follows directly from the fact that
6 (1 +0) (d(l=Xo)(p—3)°

(/\0 > .

S [u(h) = u(A(0,1,00))] = = (1—p)+ (1= X)/2

Note that this two-period case does not capture all of the aspects of a tenure contract

— as it is essentially a guaranteed contract - there is no decision made after seeing some
output from the agent. The comparison between contracts is that of a carrot (guaranteed
employment) with a stick (firing for either decision) in terms of motivating the leader. In
order to get richer tenure possibilities, we move to three periods.

14



4.2 The three period case

Moving from two to three periods introduces the possibility that non-immediate tenure
dominates immediate tenure or no tenure for suitable parameter values.

In this case we now see more flexibility emerging. If costs of replacement are sufficiently
high, then it makes sense to keep the leader in place forever. If costs are low, then it makes
sense to constantly evaluate the leader, with some threat of random replacement for a choice
of x in order to maintain incentives to choose action according to signal. For intermediate
costs, it can become optimal to conditionally evaluate the leader: if the leader performs well
in early periods then the leader is tenured and kept in later periods without any fear of
replacement.

More formally, we now compare the following three mechanisms.

(i) A Random Retention Mechanism whereby at the end of each period the leader is re-
placed if she takes action y and fails, and is randomly replaced with positive probability
if she takes the safe action .

(ii) A Probationary Tenure Mechanism whereby the leader is kept for sure after the first
period, and then is kept after the second period if: she took action y and was successful
in the first period, if she took action x in the first period and y in the second period
and was successful, is kept with probability f()\g) if she took action x in both the first
and second periods. The leader is fired after the second period in all other cases. 2

(iii)) An Immediate Tenure Mechanism whereby the leader is never replaced regardless of
her actions and the outcomes.

These three mechanisms do not comprise the full space of mechanisms, as there are some
hybrids. But the full exploration of the space yields little additional insights, and so for
the purpose of exposition we compare on these three, which can each be optimal for some
parameter values.!?

We presume that u(A(0,2, X)) > 0, so that even after two failures it is better to have

the leader follow signals than to stop taking the risky action, as that simplifies some of the

12Thus, the leader is tenured immediately after being successful on the first attempt; and also with some
random probability if both choices in the first two periods were x, and is replaced otherwise, but only replaced
after the second period. She cannot be replaced immediately after failure in the first period, or that will
distort incentives. The random probability of tenuring after two x’s keeps the leader from being forced to
take action y regardless of signal in the second period.

13More formally, let = denote an x choice, 1 denote a successful y attempt an 0 a failed y attempt and
then p1, po, p, be the corresponding retention probabilities after the first period. So p, = .7 indicates that
if x was chosen in the first period then the leader is fired with probability .3 and retained with probability
7. Let pyo (resp. pz1) denote the probability of retention in the second period if an 2 was played in the first
period and then a y was played and failed (resp. succeeded) in the second period. Let pgg (resp. po1) denote
the probability of retention in the second period if y was chosen in the first period and failed and then a y
was played and failed (resp. succeeded) in the second period. And let p1g (resp. p11) denote the probability
of retention in the second period if a y was successfully played in the first period and then a y was played
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calculations.* We also consider the case in which § = 1 to simplify calculations, as with the
finite horizon, the discounting case adds little insight and the calculations already involve
many subcases.

The following proposition follows from comparison of payoffs of the principal.

PROPOSITION 4 There exist cut-off values ¢’ > 0, ¢® > 0, and ¢'® > 0 of the replacement
cost, such that:

e the immediate tenure mechanism leads to higher payoffs for the principal than the
probationary tenure mechanism if ¢ > 't with the reverse if ¢ < ¥,

e the probationary tenure mechanism leads to higher payoffs for the principal than the

PR

random retention mechanism if ¢ > cP®, with the reverse if ¢ < cP'%, and

e the immediate tenure mechanism leads to higher payoffs for the principal than the
random retention mechanism if ¢ > c'®, with the reverse if ¢ < c'f.

Thus, for high costs, the immediate tenure mechanism is optimal and for low costs the ran-
dom retention mechanism is optimal. For some parameter values (combinations of p,v, \o),
P PR
¢t >c

costs.

, in which case the probationary tenure mechanism is optimal for intermediate

Intuitively, when the replacement cost c is very large, then it is optimal to never replace
the leader and then immediate tenure is optimal. When the replacement cost is very small,
it is optimal to re-evaluate the leader in each period, but then random dismissal following
action x must be used as otherwise the leader would never take action y since it could lead to
failure and dismissal. Tenuring the leader after a success in the first two periods, but firing
after a failure (after the second period), emerges as an optimal solution for intermediate
values of the replacement cost - as then it is worthwhile to replace a leader who has failed,
but to provide incentives by guaranteed employment to a leader who has demonstrated
sufficient competence via success.

4.3 The infinite horizon case

Moving to the infinite-period case, we say that a principal uses a tenure mechanism if:

and failed (resp. succeeded) in the second period. So, a contract is a specification of

P1,P0; Pz, P11, P105 Pl P01, P00 POz Pxls P20 Pra-

There are various incentive constraints tying these together, but the full variations of potential mechanisms
extend beyond the three considered for our illustration.

14More generally, under the immediate tenure mechanism, it could be optimal to incentivize the leader to
only take action x in some circumstances, but that case adds little insight to the analysis.
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e The principal sets a date 7 and a nonnegative integer M and a fraction f.

e The principal commits to:

- keep the leader forever if the leader chooses y exactly M times' and is successful at
least a fraction f of the time by date 7, and

- replace the leader otherwise.

Note that we could also define a class of mechanisms which require the principal’s pos-
terior be at least some A\ by time 7. These are not exactly equivalent, but would provide a
resu