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1 Introduction

This paper develops and estimates a structural gravity model with novel trade scale effects
due to cross-border trade technology with variable returns to scale. Economies of scale are
statistically and economically significant in almost half of sectors analyzed. The second
novelty of the paper is a role for exchange rate movements. FExchange rate movements
might be expected to be absorbed by movement of the multilateral resistance terms of
structural gravity, an expectation confirmed here for the special case of constant returns trade
technology and complete exchange rate passthrough. But non-uniform scale or passthrough
elasticities open channels through which exchange rates have real effects on trade patterns.
The application to the trade of Canada’s provinces identifies these effects through their
interaction with the US border. Exchange rates have economically significant real effects in
most goods trade sectors. In contrast, the hypothesis of no real effects cannot be rejected
for services trade.

Scale effects in cross-border trade are inferred from differences between internal and
external destination trade cost parameters such as the elasticity of trade with respect to
distance. Allowance for scale parameters significantly modifies the usual gravity equation.
Increasing returns to scale (IRS) trade technology is plausibly associated with division of
labor in distribution or with lumpy infrastructure investment at the destination. Decreasing
returns to scale (DRS) is plausibly associated with congestion at border crossing points.
DRS is not found in our data, perhaps because little of Canada-US trade passes through
seaports. Differences in scale parameters across external destinations open the channel for
exchange rate changes to have real effects.

Incomplete passthrough of exchange rates to prices is the second channel through which
exchange rates have real effects. Incomplete passthrough is very well documented, with
passthrough elasticities estimated from internationally comparable price data over relatively
short horizons. This paper seeks to infer a passthrough elasticity from panel trade data

based on a model of incomplete passthrough over a period of two years. Either non-uniform



passthrough or non-uniform scale elasticities induces real effects of exchange rates on trade
flows in our version of the structural gravity model.

Structural gravity models in the previous literature have not previously dealt with ex-
change rate effects because they are (implicitly) absorbed in the importer- and exporter-
time fixed effects that are required to control for multilateral resistance. As we show, this
is justified because previous literature assumed constant returns trade technology and most
researchers implicitly assumed complete passthrough obtained in the static gravity model
setting. Canadian provincial production and trade panel data afford the opportunity to
identify possible exchange rate real effects via their interaction with the international bor-
der, as opposed to being lost in the fixed effects that act on both internal and international
trade. Nevertheless, with uniform passthrough or scale elasticities, our model implies that in
principle all exchange rate changes are absorbed in multilateral resistance, hence in practice
are absorbed by origin and destination region fixed effects.

The model is applied to the bilateral trade of Canada’s provinces with the US in 19 goods
and 9 services sectors over 1997-2007, a decade that features an 11% depreciation followed by
a 45% appreciation of the Canadian/US exchange rate.! We concentrate on bilateral trade
between US and Canada, ignoring relationships with the Rest of the World (ROW). We
suppress ROW from our analysis for three reasons. First, the trade cost function we develop
below is unlikely to plausibly approximate such a heterogeneous aggregate region. Second,
aggregation may bias our inferences regarding exchange rate and scale effects of trade with
such a large region. Third, introducing ROW data does not have any effect on our model of
biliateral trade or its estimated results due to the separable fixed effects estimation structure
that we use. Thus, we leave a world study for future research.

Significant scale economies in cross-border trade are found for 36 of 56 (64%) of destination-
country /sectors. To give a simple idea of magnitude, for aggregate goods trade a 100% rise

in imports lowers Canadian trade costs by 10.8% and lowers US trade costs by 5.4%. For

In 1997 the exchange rate stood at 0.72, then it fell to 0.64 in 2003, and in 2007 it was at 0.93.



aggregate services imports of Canada the corresponding reduction is 8.2% while for the US
the estimated elasticity is not significantly different from 0.

We define money neutrality as equivalent to exchange rate changes having no real effects
on trade. The reduced form elasticity of trade with respect to the exchange rate is not
directionally identified due to multicollinearity (as explained below), so a test of money
neutrality involves both rejecting scale uniformity and uniformity of a combination of other
coefficients. Our results reject money neutrality for 12 of 19 goods sectors and no service
sectors.

Partial identification of the underlying parameters based on the structural model allows
either inference of a common passthrough elasticity and scale parameters for given elasticity
of substitution, or inference of an elasticity of substitution and scale elasticities given as-
sumed passthrough elasticities.? Inferred trade elasticities for goods accord with estimates
in the related literature. Inferred passthrough elasticities for goods mostly lie within the
unit interval, with an overall average estimate close to 1. We provide evidence consistent
with depreciation passthrough being larger than appreciation passthrough. Our trade elas-
ticity and passthrough estimates for services are far less plausible than for goods because
money neutrality cannot be rejected in the hypothesis test, hence the constructed coefficient
estimators that rely on non-neutrality are only weakly identified.

The modeling innovations of this paper come with several caveats. Both the trade cost
scale elasticity and the passthrough elasticity are black box parameters. The variation of
our results across sectors suggests a big payoff to opening the boxes. For scale elasticities,
the caveat applies especially to a few sectors where the results suggest a mis-specified trade
cost equation. As for exchange rate passthrough elasticities, there is ample evidence that ex-
change rate passthrough is incomplete over horizons of several years (Goldberg and Knetter,

1997) but it is unlikely to be constant.® Following much of the literature, we do not model

2The trade elasticity has gained new popularity as the single most important trade parameter for welfare
purposes (Arkolakis et al., 2011).

3Goldberg and Knetter conclude that “While the response varies by industry, a price response equal
to one-half the exchange rate change would be near the middle of the distribution of estimated responses



incomplete exchange rate passthrough in this paper,* nor the exchange rate itself.

The real effects of exchange rates identified in this paper have further unmodeled con-
sequences. A full general equilibrium approach to the real effects of exchange rates would
embed the sectoral gravity models of this paper in a general equilibrium superstructure that
accounts for both pricing behavior and the general equilibrium consequences of the changing
trade costs implied by the scale and passthrough effects.

Section 2 sets out the theoretical foundation. Section 3 develops the econometric specifi-
cation and describes the data. Section 4 presents the main results, quantitative implications,
and robustness checks. Section 5 concludes. Supplemental Appendices A and B respectively

describe the data and provide technical notes.

2 Theoretical Foundation

We review gravity based on the Armington-CES demand system due to Anderson (1979).°
Then we add a treatment of trade costs with scale effects and incomplete exchange rate
passthrough.

The structural gravity model (Anderson and van Wincoop, 2003) specifies that in each

sector k the share of the world’s trade in k£ that flows form origin ¢ to destination j is given

by
tk 1—og
k _ vk _kik ij
Xij =Y"s bj II% p* ) (1)
it

where, ij is the bilateral shipment, Y* is the world shipment from all origins to all destina-

tions, s; = Y;*/Y* is the share of world shipments coming from origin i, b = EY/Y" is the

for shipments to US” (p.3). We abstract from explaining high frequency trade movements (within a year)
because these reflect random shocks and dynamic adjustment that have yet to be integrated with the gravity
model. Differences in currency invoicing practices and length of contract terms affect high frequency price
responses to exchange rate changes. It is possible that such differences across sectors may induce differing
passthrough rates that persist in the medium run. In that case differing invoicing and contracting practices
may help explain part of the differences in results we report across sectors.

4A search for evidence of pricing-to-market using our industry level data produced no informative results.

5Gravity models of trade flows have a variety of consistent theoretical foundations that lead to equivalent
representations at the sectoral level. See Anderson (2011) for details.



share of world shipments going from all origins to destination k, and sfbf is the predicted
pattern of trade in a frictionless world economy. All shipments are assumed to be valued
at destination prices. The term in brackets gives the effect of frictions that drive trade

away from the predicted frictionless pattern s¥

b%. Outward multilateral resistance ITj and
inward multilateral resistance Pf, are implied by the market clearance and budget constraint

systems that lead to (1):

we -y (F) ®
(Phy=r = Z(ﬁ—) )

Gravity equations are typically estimated using origin- and destination-time fixed effects

to control for the shares and the unobserved multilateral resistances. The fixed effects also

k pk

i, 0. The total shipment Y* is typically not

control for the sales and expenditure shares s
believably observed, so it is controlled for with a fixed effect (constant term) and gravity is
estimated as

ij = ckaf(tfj)l_gk + efj (4)

i

where c is the constant term controlling for Y* and mean measurement error in the Xi;'s, x;
and m; are exporter and importer fixed effects controlling for s7/(IIf)'~7* and b%/(PF)' =%,
respectively, and efj is an error term that we will take to be Poisson below. Because the full
set of importer and exporter fixed effects is perfectly collinear with the constant vector, it is
necessary (and harmless) to omit a base country so that m&zk for some country 0 is factored

into the constant term c, along with the scaling term Y* and the mean measurement error in

the trade flow data. The estimation of tfj,

the bilateral trade friction, is the main object of
empirical gravity, with specification discussed below in Section 2.1 that introduces exchange
rate effects.

The full effect of exchange rate changes alters the multilateral resistances as well as the



bilateral trade costs. In a special case set out in the next section these changes completely

offset the bilateral effects, leading to money neutrality.

2.1 Modeling Exchange Rate Effects on Trade

Most previous gravity literature has ignored exchange rates on the assumption that exchange
rates were neutral (money neutrality) in a static trade model setting. Some previous em-
pirical gravity models have inserted real exchange rates into gravity equations without a
theoretical foundation.® Modern applied gravity models use origin and destination country
fixed effects to control for multilateral resistance, controls which absorb any exchange rate
effects.

Exchange rate changes have effects on trade only if they alter relative prices. In the
gravity model this effectively means altering the cost of international relative to intra-national
trade. Thus exchange rates with real effects are part of the border effect component of
bilateral trade costs. Two potential channels for exchange rate action are developed here.
The price channel directly turns exchange rate changes into relative price changes based
on overwhelming evidence from a large empirical literature (e.g. Goldberg and Knetter,
1997) showing that internal prices move less than external ones in response to exchange rate
changes. Comparing prices of identical traded goods, the literature establishes that exchange
rate passthrough is less than complete. The second, scale channel passes exchange rate (or
other cost) changes to cross-border trade volume changes to changes in international relative
to intra-national trade cost.

Trade cost factor (tfj)l*"’c is typically specified to be a loglinear function of bilateral
variables such as distance, contiguity and the presence or absence of a border between the

buyer and seller. The theoretical and empirical innovation to tfj developed here adds log-

6The standard practice in these studies is to include a real exchange rate variable in a traditional version
of the empirical gravity model, with no country-time fixed effects to control for multilateral resistance and
with country mass variables represented by GDP and population. See for example Griffoli (2006), Kim et al.
(2003), and Martinez-Zarzoso and Felicitas Nowak-Lehmann (2003). A prominent but tangentially related
literature considers the effect of exchange rate regimes such as currency unions on bilateral trade patterns.
See Baldwin (2006) for a review of the literature on the effects of exchange rate regimes.

6



linear volume and exchange rate passthrough terms.

Analyzing exchange rate passthrough channel first, the implied relative price change
reflects the standard intuition that appreciation of the exchange rate acts like a tax on
imports and a subsidy on exports, both relative to domestic transactions. The portion of the
appreciation of the currency that is passed through is modeled with parametric passthrough
elasticity p; for some generic good from region i sold to region j.” The direct effect on
expenditures in j on goods from ¢ in the CES system is given by the exchange rate component
of bilateral trade costs (r;/ rj)(l_")”j, where r; is the appreciation factor of the currency for
region ¢ with respect to some base period and similarly for ;. Then 7;/7; is the appreciation
of the bilateral exchange rate of i with j, (r;/r;)% is the passthrough to price paid by j,
and is recognized as a component of bilateral trade cost tfj when ¢ and j are separated by a
border.

As for multilateral resistance being affected by (r;/r;)3=?)%5 all the steps leading to (1)-
(3) continue to be valid even when exchange rates have real effects on total shipments Y}*
and total expenditures E} as well as on multilateral resistances due to system (2)-(3). All
such effects are subsumed into the origin and destination country fixed effects that vary with
time in the best practice estimation. Exchange rates have real effects in the gravity model
only through shifting bilateral trade costs tfj asymmetrically.®

The scale channel is due to the trade cost effect of changing international trade volume.
Volume shipped from 7 to j is V;;. We assume that for each bilateral link that crosses a
border (denoted by an indicator variable B;; = 1 when ¢ and j are in separate countries and

B;; = 0 elsewhere) there are volume effects with elasticity ¢;; = ¢;B;; such that the per unit

"This constant elasticity form is standard in empirical trade analysis; see Feenstra (2004), Chapter 7 for
example. We can allow for different elasticity parameters in different regions and at different times, but
always as exogenous parameters.

8Tt is possible to account for the full general equilibrium indirect effects of exchange rate changes by
embedding (2)-(3) in a general equilibrium superstructure that also determines the effects of exchange rate
changes on {Y}F, Ef }. A full account is unnecessary for the purposes of this paper.



trade costs are given by

T; Pi bii

j
where 7;; is the standard bilateral iceberg trade cost factor, a (loglinear) function of the
standard set of trade cost gravity variables (see below). The usual constant trade costs case
is ¢; = 0, the boundary scale parameter between DRS (IRS) with elasticity ¢; > (<)0. It is
important in thinking about trade costs to note that ¢;; includes all costs between the factory
gate and the end user, usually including costs directly incurred by the end user. Thus the
scale effects pertain to both seller and buyer in principle. Specification (5) associates scale
effects with the border crossing into the destination, plausibly linked to customs control.’
The simple model (5) can be elaborated in various ways to fit better and to accommodate
special characteristics of sectors, but for our present purposes of comparison across sectors
it is advantageous to apply this model everywhere.

Volume is given by V;; = X;;/(7;;r:/r;) where the deflator t;;r; /r; removes both the effect
of exchange rate appreciation (that raises ‘factory gate’ prices p; in terms of the numeraire
currency used to convert trade flows to common value units) and the ‘volume’ used up in
trade costs, thus specifying in (5) that trade cost is a function of volume delivered.'® Use
this deflation and the deterministic portion of the right hand side of (4) for X;; and combine

with (5) to solve for volume as a reduced form function of the exogenous variables:
Vi = iy =0 (e [0 \—1—pjOo 1/(1+0¢ij) 6
ij = [J:Zm]Tij (ri/7;) } . (6)

The constant elasticity specification is an important simplification allowing a simple reduced

form solution.!!

9The scale setup is robust to at least modest generalization of the bilateral volume effect modeled here,
though it fits with the focus on Canadian trade with US. A plausible alternative is multilateral volume effects
on trade costs. The technical appendix (Appendix B) available on request shows that this case retains the
key properties from the bilateral model.

198pecifying (5) with volume defined at the origin, X;;/(r;/r;), differs unessentially for purposes below.
Also, switching from assuming value is measured in the data based on origin currency prices to measurement
based on destination currency prices makes no essential difference; the deflation is by (r;/r;)?.

"The DRS case with parametric ¢; > 0 can be derived as a good approximation to an underlying constant



Substituting (6) into (5) and simplifying,'? the reduced-form bilateral trade cost function
is

ty = [Tij(ximj)ﬁbij (ri/rj>Pj_¢ij] 1/(1+0¢:j) i, . (7)

Exchange rate movements r;/r; have effects potentially only on international trade costs in
(7); domestic trade costs are insulated by r;/r; = 1. In the empirical analysis, the real effects
of exchange rate movements are identified at the border where r; # r; in contrast to internal
and interprovincial trade. The remainder of the (7) differs from the usual gravity specification
in that (i) 7;; is modified by being raised to a destination-specific power 1/(1+o0¢;;) and (ii)
there is a cost-changing scale term (z;m;)%s/(1+9%) . The stability condition for the plausible
quantity-adjustment mechanism in the ‘trade market’ is 1+o0¢;; > 0, i.e. IRS cannot be too
strong. (Appendix B available on request presents the argument.)

The model is completed by substituting the reduced form trade cost function (7) into the
deterministic part of the structural gravity equation (4)

Xije = C(1+¢ij)/(1+ff¢ij)(a;i’tmj7t)(1+¢ij)/(1+U¢z‘j)7—1,(],1*")/(1+"¢ij)(rw/rj,t)(pj—¢ij)(1—0)/(1+0¢ij)‘ (8)
The determinants of 7;; comprise the usual list of geographic variables including a pure border
effect, each entering (8) with a coefficient to be inferred that combines with the exponent of
Tijs (1 —0)/(1 + 0¢;j). The rightmost term in (8) is the exchange rate effect.

Equation (8) is the key mechanism explaining the link of exchange rates to trade in our
paper. For p; — ¢; > 0, appreciation of the bilateral exchange rate increases trade costs
ti; and thus decreases the value of trade at delivered (user) prices X;; or at origin (‘factory

gate’) prices X;;/t;;. In contrast, for p; — ¢; < 0 appreciation decreases trade costs and thus

returns Cobb-Douglas technology with fixed capacity. Different elasticities could reflect different physical or
regulatory environments in which the trade technology must operate. If capacity is adjustable in the short
run, the model reverts to the standard case where the cost of entering j’s market is uniform and subsumed
into Pj, empirically controlled for with importer fixed effects.

12 At the first step
pj —o —1—pjo $ij/(1+dijo)
tig = 7ij(ri/75)P [eaimyry;® (rifry) 7 7P :

Collecting the exponents of r;/r; and 7;; and simplifying yields equation (7) below.



increases the value of trade at delivered prices X;; or at origin prices X;;/t;;. The intuition is
that less of the iceberg melts: volume going through shipment falls by (6) and with p; < ¢;
the net effect is a reduction in loss due to shipping costs, resulting in a gain in both factory
gate priced exports and user priced exports.!?

The general effect of increasing returns to scale (IRS) is to amplify the effect of exchange
rate depreciation on exports because the increase in trade volume induces a further fall
in trade costs. A interesting implication of (8) is that strong IRS may result in more than
complete effective passthrough p; —¢; > 1. Similarly, the general effect of decreasing returns
to scale (DRS) is to dampen the effect of exchange rate appreciation on exports because the
decline in trade volume induces a compensating fall in trade costs. A novel and surprising
implication of (8) is that with strong enough DRS (large ¢;), the fall in trade costs can more
than compensate for the appreciation of exchange rates, p; —¢; < 0. For different goods and
services the sign of p; — ¢; can differ, reflecting small or large congestion elasticity (¢; > 0
relative to the passthrough elasticity p;, or a switch from DRS (¢; > 0) to scale economies
IRS (¢; < 0).

This paper takes exchange-rate-passthrough induced changes in relative prices as exoge-
nous, hence no reverse causality flows from trade to exchange rates. Exogeneity is a defensible
assumption for sectoral bilateral trade flows in goods and services, where the bilateral trade
in any sector has negligible impact on the aggregate current account and hence on exchange
rates. Sensitivity experiments confirm the robustness of our main findings to endogeneity
concerns. The experiments use lagged exchange rates and alternatively employ the average
treatment effect methodology from Baier and Bergstrand (2007), who use it to successfully

address trade policy endogeneity.*

13Whether the reduction in t;; is a global efficiency gain or not depends on specifying what the trade cost
represents. If there is s a change in dead weight loss associated with the change in ¢;;, then a fall is an
efficiency gain. For example, unpriced congestion results in inefficiently long delays because at the margin
the shippers do not internalize the added delays they impose on others; hence an appreciation with p; < ¢;
reduces the inefliciency.

14The monopolistic competition literature suggests endogenous exchange rate passthrough due to Pricing
to Market (PTM) by firms that rationally price discriminate. We do not address PTM in this paper based
on industry level data. We failed to find meaningful evidence of PTM when using industry data along with

10



3 Econometric Specification

An important simplification preserves degrees of freedom. Let R = {C'A,US} denote the
destination country. Impose common scale and passthrough parameters across all Canadian
destination provinces: ¢;; = ¢;r = ¢rB;;."° The structural ER gravity specification for

international trade becomes:

Xiju = C(1+¢R)/(1+U¢R)(Ii tmjt)(1+¢R)/(1+0'¢R)7—‘(1_0')/(1+U¢R)

, . \pr—¢r)(1-0)/(1+0¢R)
(r t/?“] t)
() 2, k) *

It is convenient to rewrite this restriction of (8) as

+ ér l—o (pr — ¢r)(1 —0)
Inz .+ Inm. % Inr.
(Inz;; + nm]’t)+1+a¢R n7; + T

1
Xij+ =exp |kr +

TR In(r:./r:
1+ 0on n(rie/rje)

(9)
where kr = (1 + ¢r)/(1 + 0¢r)Inc. For inter-provincial and internal trade of Canada and
for internal trade of the US, the term ¢ disappears from (9) because the international trade
indicator variable B;; = 0. In subsequent steps below, switching off ¢ for internal and
interprovincial trade is taken as implicit.

The right hand side of (9) comprises three parts: the fixed effects part (including the
constant), the trade costs part exclusive of exchange rate effects and the exchange rate part.
We develop the fixed effects part first, then the trade costs part and finally the exchange

rate effects part.

3.1 Fixed Effects Specification

The fixed effects terms in (9) is % Inz,;; + fjfde Inm;;. The nonlinearity of each fixed

effects term (in logs) is approximated by expanding a Taylor’s Series about ¢r = 0 and

strong symmetry assumptions about the unobserved distribution of firms. Essentially this is because the
elasticity of the markup with respect to exchange rate variation is very small for finite but plausible firm
share size. Appendix B is available on request for more discussion.

15For the US as a destination there is no state variation because our services data is available only for
aggregate US origin and destination, and we impose the same aggregation on the goods data for comparability.

11



the average Inx;, and Inm,,: for example, replacing the theoretically exact value Inx; (1 +
or)/(1 + odr) with Inz;; +In2[(1 — 0)¢gr)/(1+ or)], where Inz =}, x;;/NT where N
is the number of regions and 7' is the number of time periods.'® The second term in the
expansion is an international border effect.!” Adding together the analogous expression for

inward trade, the specification of the fixed effects is simplified to:

1+ or

1—+ O'¢R (h’l Tyt + In mj,t) =Nt + ej,t + ﬁbrdrUSA,CAN. (10)

Here, n;+ and 8, are time-varying exporter and importer fixed effects, respectively. USA_-CAN
is a dummy variable equal to one for US exports to Canada. Evidently, Bydr = Busa,can +
Beanusas Where Busq.can and Beanuse are the directional border estimates for US exports to
Canada and for US imports from Canada, respectively. Finally, we note that the origin and
destination fixed effects in (10) will absorb completely the destination-specific constant term

kg in specification (9).

3.2 Trade Cost Specification

As a first step we proxy 7;; with bilateral distance, contiguity and borders. The trade costs

term from (9), l}r;gR In 7;;, becomes:
1-0 B1(1— o) B2(1 — o) B3(1 — o)
Int; = DIST;; + ——=CONTIG;; + =————=INTERNAL
1+ oor T 1+oor it 1+ o00r it 1+ o0¢r +
1-— 1-—
Ba( o) INTERNATIONAL CAUS + MINTERNATIONAL,US,CA.
1+o¢g 1+o0g
(11)
16The approximation is a first order Taylor’s series,
1+ ¢r -~ _ _ _
1T oo Inz;,; ~Inz+[Inz;; —InZ| +Inz[(1+ ¢r)(1 +0¢r) — 1] =Inz; + Inz(1 — 0)pr/(1 + odr).
R

1"The expansion is simplified to time invariance by imposing a single mean InZ. In principle this can be
relaxed to allow time varying means, In z;.

12



Here, DIST;; is the logarithm of bilateral distance between trading partners ¢ and j, in-
cluding internal distance in i.'® CONTIG,; takes a value of one when a Canadian province
neighbors a US state, and is set to zero otherwise. The contiguity variable is widely used in
the literature on Canadian trade with the US. The motivation is that, all else equal, con-
tiguous provinces and states would trade more with each other. The next three covariates
in (11), INTERNAL, INTERNATIONAL CAUS and INTERNATIONAL US CA,
capture the effects of borders relative to interprovincial trade. Here, INTERNAL is a
dummy variable that is equal to one for internal trade within any region, i.e. a province or
a territory and US. INTERNATIONAL_CA_US is equal to one for Canadian exports to
US and INTERNATIONAL_US_CA is equal to one for US exports to Canada, allowing
for asymmetric border effects between the two countries. Importantly, all border variables
in (11) will be absorbed in the specification of the fixed-effects interaction terms above. The

remaining trade cost terms from specification (11) yield:

51(1 —0')

/82(]._0-)
DIST,; + ————CONTIG,; 12
oo PISTi+ CONTIG; (12)

1+o¢r

where for internal and interprovincial trade ¢z = 0 and for international trade ¢r = ¢, R =

usa, can.

Expression (12) captures three important implications of our theory that deviate from
standard gravity treatments. First, owing to destination-specific trade-volume effects (i.e.
Gean 7 Dusa), the effects of international distance could differ across importers. Therefore,
we split the international distance variable into its directional components DIST _C' AN and
DIST_USA. Second, due to the fact that trade-volume effects are assumed not to obtain
internally, the effects of internal distance within each region, INTERNAL_DIST, should be
different from the effects of international distance.'® Third, we offer an additional structural

motivation for the magnitudes and for the asymmetries in the effects of contiguity between

18The measure of this variable is from Anderson and Yotov (2010), who follow Mayer and Zignago (2006)
to obtain population-weighted bilateral distances for Canada’s trade. This procedure is consistent with
respect to calculating both internal and bilateral distances.

9This lends support to the empirical findings from Anderson and Yotov (2012) who estimate different
effects on internal and on international distance at the sectoral level for goods trade in the world.

13



Canadian provinces and US states. Following the existing literature, we allow for asymmetric
contiguity effects by splitting CONTIG in two directional components CONTIG_PR_ST,
for provincial exports, and CONTIG_ST_PR, for provincial imports. In addition, our theory
implies that trade-volume effects can strengthen or weaken the effects of contiguity and can
make the symmetries in these effects more or less pronounced. With these considerations in
mind expression (12) for the effect of trade costs apart from pure border effects and exchange

rates becomes:

l-o 71l —o) 71(1-0)
— "% Wr; = m(l—-0)INTERNAL.DIST + 2~ — 2% _DIST CAN + ="/ _DIST USA
1+o¢r e 71( U) * (1+U¢can) N (1 +U¢usa) *
22029 conrieprst+ 229 contic st PR, (13)
(1 JrUgbusa) (1+U¢can)

3.3 Exchange Rate Effects Specification

Finally, we turn to modeling the exchange rate effect on log trade, % In(r4/7j)-

Given the regions in our sample, we define:

(pcan - ¢can)(1 -
1 + U¢can

(pr — ¢r)(1 —0)
1+o¢r

In(ris/rje) = (Pusa — Guan)(1 = J)CAN,USA X Tean,t =

)
1+ U(busa USA_CAN x Tcan,t-

(14)

Here, 7¢qn; is defined as Canadian dollars per US dollar at time ¢ relative to the same

ratio in the base year, 1997. Thus, a fall (an increase) in 7., depicts an appreciation (a

(pusa 7¢)usa)(170')

1+00usa > O, 1.e. a deprematlon of

depreciation) of the Canadian dollar. This implies
the Canadian dollar should lead to increase in Canadian exports to US. Similarly, we would

—W;ic—gw < 0 i.e. a depreciation of the Canadian dollar should be associated

expect
with a fall in Canadian imports from US. CAN _USA and USA_C'AN are indicator variables
for Canadian exports (to US) and for Canadian imports (from US), respectively.

The interactive fixed effect structure of (14) implies that the estimates of the exchange

rate effects in each direction are deviations from the corresponding directional border es-

timates for CA-US trade. To describe the relationship in terms of estimated coefficients,
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rewrite (14) as:

(pr — ¢r)(1 —0)
l+ogr

n(rii/ri¢) = BercapER.CAEXP + Bop impER.CAIMP. (15)

Here, ER. CA_EXP = CAN_USAXrcqnsand ER- CAIMP = USA.CAN XTeant. Ber_exp =
% — Beanusa Mmeasures the ER effects on Canadian exports relative to the cor-
responding directional border effect, (.4 usqe, Which is defined above. Similarly, Be, imp =
—% — Busa,can Measures the relative ER effects on Canadian imports.

Due to perfect collinearity between the two exchange rate terms in (15) and the time-
varying directional fixed effects in (10), we cannot separately identify the two ER effects
when using the full set of origin and destination fixed effect (less one due to keeping the
constant term). Instead of dropping another origin-destination fixed effect, we choose to
drop the ER term for Canadian imports from the US. The interpretation of the fixed effects
is that the dropped term is subtracted from the ‘true’ fixed effect, and the estimate of the
ER effect on Canadian exports to the US includes the ER term for Canadian imports. (15)

as it is estimated becomes:

(pr — ¢r)(1 —0)
1+o¢r

In(ris/rjr) = PaERCAEXP, (16)

where, making use of the definitions of the directional ER estimates,

usa — Yusa 1-— can — %can 1-
ﬂer = ﬂer,erp + ﬂer,imp = <(p 1 fa¢)( U) - /Gcan,usa) + < (p 1 +¢0_¢)( U) - ﬂusa,can) (17)

(17) is an important relationship between the relative border and the relative ER estimates,

used in the empirical section to recover some of the structural parameters in our model.?°

Substitute (10), (13) and (16) into the deterministic gravity equation (9), to obtain the

20To build intuition and trust in the structural use of collinearity in (17), in the empirical analysis (see
Table 2) we show that estimating the two coefficients B¢y _czp and Bey_imp through the expedient of dropping
another origin country or province fixed effect yields a sum equal to the estimate of 3., as described above.
The same alternative regression demonstrates that Gprar = Bus,ca + Bea,us-
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following econometric specification (for a generic sector) that incorporates exchange rates,

in addition to the standard set of gravity covariates:

X, = ewraINTERNAL DIST+aDIST_CAN+aaDIST-USA+asCONTIG-PRST
(05CONTIG_ST_PR+yyarUSA_CAN+Ber ER_CA_EX P40 1+ (18)
1- 1- .
Here, oy = 11(1 — o), ay = %, and oz = % capture the effects of distance

on trade. We expect the estimates of these coefficients to be negative and the estimate

of the effect of internal distance, «y, to be smaller in absolute value than the effects of

¥3(1—0)
(1+U¢can)

. . . 1—
international distance, ay and az. oy = —(;j(a 3 ‘7))
usa

and a5 = capture the effects of
contiguity between a province and a state. We expect the estimates of these coefficients to
be positive and we can test whether scale effects contribute to directional asymmetries, if
any.

A statistically significant difference in the magnitudes of the estimates of as and ag

rejects the hypothesis of scale neutrality, a component of money neutrality. The model also

implies a direct test of whether exchange rates are neutral on not. Rearranging (17) and

llSiIlg ﬁbrdr = ﬁusa,can + ﬁcan,usa

o (pusa - ¢usa)(1 - U) . (pcan - ¢can)(1 - U)
ﬁer + ﬁbrdr - 1+ U¢u3a 1+ O'chan .

The hypothesis of net money neutrality is rejected when the estimated Ber + Byrar differs
significantly from zero. If the scale neutrality hypothesis a3 — ao = 0 is also rejected then
the implication of the preceding equation is that passthrough uniformity cannot be rejected.
In this case full money neutrality cannot be rejected because the right hand side is equal to
zero if pusa = Pean AN Ousq = Gean, Which the theory shows implies money neutrality.
Money neutrality in the sense of this paper applies to distribution of goods within a
sector — exchange rates have no real effects on the pattern of trade within sectors. Full

general equilibrium neutrality requires that all sectors have money neutrality in this sense.
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Departures from neutrality in any sector imply relative price changes between sectors that
shift sales and expenditure shares. These real effects on the economy are controlled for in

the sectoral gravity equations with origin and destination time fixed effects.

3.4 Data

A notable feature of this project is that we compile a comprehensive data set that covers most
of Canada’s economy at the sectoral level for a total of 28 industries including agriculture,
fuels, 17 manufacturing sectors, and 9 service categories for the period 1997-2007.2! The
choice of the 1997-2007 period is due to coverage limitations of our services data set. In
order to estimate gravity, we use industry-level data on bilateral trade flows and output for
each trading partner (including all Canadian provinces and territories and US), all measured
in current (’00,000) Canadian dollars, as well as other variables which we describe below.
Trade flows data. Statistics Canada’s Table 386-0002 is the original data source for intra-
provincial and interprovincial trade flows for both goods and services.?? Data on shipments
between Canadian provinces and the United States are from the Trade Data Online web

interface of Industry Canada, which provides access to Canadian and US trade data by

2IThe sector selection was based on (but is not completely identical to) the S-level of aggregation as
classified in the Statistics Canada’s Hierarchical Structure of the I-O Commodity Classification (Revised:
November 3, 2010). The 28 sector categories include (Abbreviated labeling in parentheses): Agriculture
(AGRIC); Mineral Fuels (FUELS); Food (FOOD); Leather, Rubber and Plastic Products (LETHR); Textile
Products (TXTLE); Hosiery, Clothing and Accessories (APPRL); Lumber and Wood Products (WOOD);
Furniture, Mattresses and Lamps (FRNTR); Wood Pulp, Paper and Paper Products (PAPER); Printing
and Publishing (PRNTG); Primary Metal Products (METL1); Fabricated Metal Products (METL2); Ma-
chinery (MCHNS); Motor Vehicles, Transportation Equipment and Parts (VHCLS); Electrical, Electronic,
and Communications Products (ELCTR); Non-metallic Mineral Products (MNRLS); Petroleum and Coal
Products (PETRL); Chemicals, Pharmaceutical, and Chemical Products (CHMCL); Miscellaneous Manufac-
tured Products (MISCL); Transportation and Storage Services, including transportation margins (TRNSP);
Communication Services (CMNCN); Wholesale Services, including Wholesale Margins (WHLSL); Finance,
Insurance and Real Estate services (FNNCE); Professional, Scientific, Technical, Computer, Administrative,
Support, and Related Services (BUSNS); Education Services (EDCTN); Health Care and Social Assistance
Services (HELTH); Accommodation Services and Meals (ACMDN); and, Miscellaneous Services (OTHER).
Finally, we sometimes aggregate all goods (GOODS) and all services (SRVCS). The few commodities missing
from the complete S-level I-O Commodity Classification spectrum are Forestry Products, Fish, Metal Ores,
and Tobacco and Beverages. Reliable bilateral trade data ware not available for those products. Detailed
description of each of the sector categories in our sample are presented in Appendix A.

22The actual services data used here (including trade, output and expenditures) is from Anderson et al.
(2011). Please see their data section and data appendix for further details.
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product classified according to NAICS; the NAICS sectors were then matched or aggregated
to the S-level. Internal trade for US are obtained as the difference between output and total
exports.

Output data. Provincial output, defined here as the value of production plus shipments
out of the inventories of producers, wholesalers and retailers is from Statistics Canada’s
Table 386-0002. All zero values and blank cells in the output data are treated as missing
information and interpolated accordingly. Output data for the United States come from
several sources. Manufacturing data are from the UNIDO Industrial Statistics database,
which reports industry-level output data at the 3- and 4-digit level of ISIC code. Output for
Agriculture and Mineral Fuels, 1997-2003, is from Anderson and Yotov (2012). The original
sources of these data are the United Nations Food and Agriculture Organization (FAOSTAT)
web page, which provides data on agricultural output, and the Energy Information Admin-
istration, which provides official energy statistics on the value of fuel production (including
oil, natural gas, and coal). Finally, services output data are from Anderson et al. (2011).
The US Bureau of Economic Analysis is the original source for US service production data.

Other variables. We use the bilateral distances data from Anderson and Yotov (2010),
who follow Mayer and Zignago (2006) to obtain population-weighted bilateral distances. This
procedure is consistent with respect to calculating both internal and bilateral distances. See
Anderson and Yotov (2010) for more details. Exchange rates data are from the Federal
Reserve Bank of Saint Louis’” web site at http://research.stlouisfed.org/fred2/categories/15.
Finally, we construct a series of border and regional dummy variables, which are described

in the text.

4 Estimation Results and Analysis

We estimate (18) with the Poisson pseudo-maximum-likelihood (PPML) estimator. Santos-

Silva and Tenreyro (2006) propose PPML to simultaneously address the prominent presence
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of zeroes and of heteroskedasticity in bilateral trade flows data. We use 2-year lags rather
than a simple panel because Cheng and Wall (2005) note that “[f]ixed-effects estimations are
sometimes criticized when applied to data pooled over consecutive years on the grounds that
dependent and independent variables cannot fully adjust in a single year’s time.” (p.8).23
Tables la-1c report results from estimating (18) for each sector in the Canadian economy.
The first column of Table 1a presents estimates for all goods and the remaining columns of
Tables 1a and 1b present estimates for 19 goods sectors. Similarly, the first column of Table
1c presents aggregate estimation results for all service sectors, and the remaining columns in
the table report estimates for 9 service sectors. Table 2 reports results of dropping alternative
dummy variables from the overall goods trade regression of Table la. The results illustrate
the collinearity structure of the data that is used to interpret results. Coefficient estimates
from Tables la-1c are used with theoretically based identifying restrictions to recover scale
parameters and to infer substitution and passthrough elasticities. Results are reported in

Tables 3a-3c. Finally, sensitivity experiments are offered in Table 4.

4.1 Gravity Estimates

Overall, the PPML estimates from Tables la-1c give the usual good fit of gravity for both
disaggregated goods and services. The coefficient estimates of each of the gravity covariates
are discussed in the order in which they appear in econometric specification (18).

Internal Distance. Distance is a significant impediment to internal trade, just as it is
for international trade. All the estimates of the effects of internal distance on trade are
statistically significant at any level and for each sector in our sample.

Variation of the effects of internal distance over sectors is mostly intuitive. For example,
the largest estimates among the goods sectors are for Agriculture, Printing and Minerals,
while the largest estimates among the services categories are for Health services and Other

services, which includes the subcategories of beauty and personal care, funeral, child care,

23Qlivero and Yotov (2012) confirm the relevance of this issue by experimenting with various lags in a
dynamic gravity setup.
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household, automobile repairs to recreation, all strongly locally biased because of their per-
sonalized nature. Comparison between the aggregate distance elasticities for goods (see
column 1 of Table 1a) and for services (see column 1 of Table 1c¢) reveals that the latter are,
on average, larger in magnitude: services are on average more localized. Finally, we note
that our estimates of the effects of internal distance are not sensitive to the exclusion of US,
as the single largest region in the sample.

International Distance. Most of the estimates on the international distance variables are
significant at any level of statistical significance. Notable exceptions, where the estimates of
the effects of international distance are not statistically significant, are some resource sectors
such as Fuels, Petroleum and Coal Products and Wood Products.

More novel and important, we find significant asymmetries in the effects of international
distance between Canada’s exports and Canada’s imports. Our estimates suggest that dis-
tance is a larger impediment to trade for Canadian imports of both goods and services.
See Panels B of Tables la-1c , where we obtain statistically significant differences between
the effects of distance on Canadian imports and exports for fourteen of the nineteen goods
sectors in our sample and for seven of the nine services sectors.

These findings lend support to our theoretical predictions for destination-specific dis-
tance effects. Specifically, based on the structural definitions of the distance coefficients
(7 = (1l —0), ag = %, ag = %), the estimates on DIST CAN and
DIST _USA suggest an IRS relationship between trade volume and trade costs (¢ < 0,
R e {CA,USA}), which is more pronounced for Canada’s imports, ¢ean < ¢usq. See Tables
3a-3c¢ below for details.

This implication should be treated cautiously, because it is sensitive to imprecisely esti-
mated distance elasticities from Canada’s provinces to the single US market in contrast to
the more precisely estimated distance elasticities for Canada’s imports. The greater impre-
cision for the US destination is due to less variation in the bilateral distance data. Service

trade data limitations required aggregating trade to the US destination. As a result, only 3
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of 9 service sectors and 12 of 19 goods sectors have significant distance elasticities for export
to the US. The only two sectors for which we obtain negative and significant estimates on
DIST_USA are Transportation and Accommodation.?? Aggregation bias is not a glaring
issue because all bilateral distance variables are consistently aggregated by construction as
population weighted aggregates of city-pair distances.

Panels B of Tables 1a-1c also report statistically significant differences between the effects
of internal and international distance, a; — as and a; — ag. We obtain statistically and
economically smaller effects of internal distance as compared to the effects of distance on
Canadian imports, a; — as, for fifteen of the nineteen goods sectors and for eight of the nine
services categories. The findings from comparing the effects of internal distance and the
effects of distance on Canadian exports to US are mixed. We find that the effects of internal
distance are smaller for eight of the nineteen goods sectors and for none of the nine services
sectors. We also estimate smaller effects of distance on CA exports for four goods and four
services sectors. Usually, these results are driven by an insignificant estimate of the effects
of distance on CA exports to US.

The much smaller (in absolute value) estimates on internal distance in most cases suggest
that the scale effects introduced in Section 2 are indeed operational. The results suggest an
IRS relationship (¢ < 0, R € {CA,USA}) between trade volume and trade costs, confirmed
in Tables 3a-3c discussed in Section 4.2 below. Notable exceptions are Fuels, Petroleum
and Coal Products and Wood Products, where the estimates of the effects of international
distance are not only smaller in magnitude but also not statistically significant. The specific
modes of transportation in these sectors in cases where pipelines are used may be a natural
explanation, but the finding also suggests that the cost function is too crude to accurately

represent the reality.

24The estimate on DIST_USA for Health services is positive and statistically significant, while the cor-
responding estimate in the opposite direction (on DIST_CAN for Health) is the largest of all negative
distance estimates. Both findings indicate that the trade cost function for Health is mis-specified, especially
the positive distance elasticity that violates the stability condition. For purposes of this study it is useful
to maintain a single specification of the trade cost function but a serious treatment of gravity for health
services trade should alter the specification.
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Contiguity. Most of the contiguity estimates from Tables la-1c are positive and statis-
tically significant in each direction of Canadian trade. We also find evidence for directional
asymmetries in the effects of contiguity. In the case of goods trade, contiguity raises Canada’s
imports but not its exports on average, evidenced by the aggregate goods estimates from
column (1) of Table la. There is a large, positive and statistically significant estimate
on CONTIG_ST_PR, capturing contiguity effects on Canada’s imports, but a statistically
insignificant estimate on CONTIG_PR_ST for contiguity effects on Canada’s exports. Ex-
actly the opposite is true for services trade, where we obtain a positive and statistically
significant estimate on CONTIG_PR_ST for Canadian services exports but an insignificant
estimate on CONTIG_ST_PR. See column (1) of Table lc. In the next section, we analyze
the contribution of trade-volume effects for the magnitudes of the contiguity estimates and
for the directional asymmetries between them.

International Borders. The novelty of generalizing the trade cost function to have dis-
tance and contiguity responses that potentially vary by destination has parallel potential
consequences for the border effect coefficient estimates. In terms of the structural model, an
additional term (Inz +1nm)(1—0)ér/(1+ ocdr) appears in the destination R border coeffi-
cient. This structure explains the large magnitude and varying signs of the border estimates
ON Mysa.can from Tables la-1c as compared to those of Anderson and van Wincoop (2003).
The estimates imply that Canadian imports from US, all else equal, are disproportionately
larger as compared to Canadian exports to US in all but five goods sectors. In those sectors,
the trade balance border estimate for Food is not statistically significant and, not surpris-
ingly, the sectors in which Canada’s exports to US dominate Canada’s imports from US are
Agriculture, Fuels, Wood, and Petroleum and Coal Products. The picture is quite different
for services, where most of the sectoral border estimates of (3,4, are not statistically signifi-
cant, which translates into an insignificant estimate for aggregate services trade as reported
in column (1) of Table 1c. The four significant services border estimates on 7,4 can are all

negative, which suggests larger Canadian exports in Communication, Education, Health and
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Other services, all else equal.

It is useful for interpreting results to demonstrate that the estimates of (.4, from Ta-
bles la-1c capture the border effects on Canadian imports from US plus the border ef-
fects on Canadian exports to US. In particular, Table 2 demonstrates empirically that
Bordr = Busa,can + Beanusa- 10 column (1) of Table 2, we reproduce our main gravity re-
sults for aggregate goods trade from the first column of 1a.?> In column (2), we include a
dummy variable for Canada’s exports to US, Neun usa, i1 addition to the border dummy for
Canada’s imports from the main specification, 7ysq4,can. In order to estimate both directional
border coefficients Bysq.can and Beanusa; We drop one of the exporter, time-varying fixed ef-
fects. Then, at the bottom panel of Table 2, we show that the sum of the directional border
estimates from column (2) is exactly equal to the relative border estimate from column (1),
i.e. Oprar = Busacan + Beanusa- Finally, in column (3), we reproduce the experiment after
omitting a different exporter-time fixed effect. As expected, the directional border estimates
from columns (2) and (3) are different, however, their sum is the same and, once again, equal
to the relative border estimate from column (1).

Ezchange Rates. There is wide variability in the relative ER effects across sectors. For
some industries, such as Agriculture, Wood, Minerals and Health services, we obtain large,
positive and significant estimates on ER_.CA_FE X P, which suggest that the ER effects on
Canadian exports dominate the corresponding effects on Canadian imports. For other cate-
gories, such as Apparel, Raw Metals, Chemical Products and Finance Services, the ER effects
on imports are stronger. In the next section, we demonstrate how the estimates of the ER
effects can be used in combination with other gravity estimates to recover the elasticities of
substitution for each sector in our sample.

We conclude by demonstrating that the estimates of 3., from Tables la-1c are estimates
of the exchange rates effects on Canadian exports relative to Canadian imports that also

net out border effects. The relative ER estimates from column (1) of Table 2 are taken

25For brevity, we only report the estimates of the border effects and the exchange rates effects.
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from column 1 of Table la. Compare these in Table 2 to the sum of the directional ER
estimates from columns (4) and (5). The latter are obtained simultaneously in each column
at the expense of one dropped exporter-time fixed effect. The comparison reveals that

Ber = Ber_imp + Ber_eap, regardless of the choice of omitted fixed effect.

4.2 Inferred Structure

A key question of this paper is whether exchange rates have real effects in gravity models,
which the theory shows boils down to non-uniformity of scale elasticities or passthrough
elasticities. Structural parameters can be inferred from the coefficient estimates of Tables

la-1c combined with identifying restrictions.
Theoretical restrictions of the model partially identify the structural parameters. Identi-
fication is completed with assumed parameter values for either the elasticity of substitution

or of exchange rate passthrough along with the gravity estimates from Tables la-1c.

& = m(l—-o) (19)
. m@-o0)

2 = 0ot 20
b = <1%+(la<_¢u2> 1)

P 5 _ (pusa - qj)usa)(l - U) (pcan - (bcan)(l - 0)
Ber + ﬁbrdr - 1+ O'Qbusa - 1+ O'chan ’ (22)

where (22) is based on (17) and utilizes the relationship between the directional border
estimates, Bbrdr = Busamn + an,usa. For a common passthrough elasticity p, solve system

(19)-(22) for the implied relationship between p and o as

_ (Ber + Bbrdr)éél 1
P U-a)as—aa) o 29)

First we obtain estimates of the trade cost scale parameters for Canada and the US from
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(19)-(21) assuming a substitution elasticity o. Second, we use (23) and assume complete
passthrough, p = 1, to obtain estimates of the elasticity of substitution for each sector.
Finally, we solve for the average (across countries) passthrough elasticity p assuming an
elasticity of substitution. The inferred passthrough and scale elasticities yield country specific
net elasticities of price with respect to exchange rates p — ¢g.

Scale Elasticities. The scale parameters are solved from (19)-(21) as:

Gean = e and  dusa = ™M a3 (24)

(oxe D) (oo %

Substituting the estimates &;;7 — 1,2, 3 from Tables la-1c into (24) and setting o = 7 yields
the trade-volume parameter estimates of ¢.q, and ¢, reported in panel A of Tables 3a-3c,
where we also report the difference ¢eon — Guse along with standard errors.?°

The majority of the scale parameters are small in magnitude but statistically signifi-
cantly less than zero in 36 of the 56 destination-country/sector cases. In Health services for
Canada’s exports to the US the statistically significant estimate of ¢, is suspicious because
it results from the positive elasticity of distance to the US &3. We interpret this result
(which violates the stability condition) as implying a mis-specified trade cost function that
does not appropriately control for trade in health services. (This finding and the generally
imprecise estimation of &3 hamper our attempt to identify p and o for services, as presented
below.) On average for all goods Column (1) of Table 3a reports that a 10% rise in trade
volume will lower trade costs to Canada by 1.1% and to the US by 0.5%. In most goods
sectors Gean < Qusa, scale economies are more pronounced for Canadian imports (i.e., US
exports to Canada). A rationale is that the larger US market comes closer to exhausting
division of labor economies of scale. The insignificant scale parameters for Fuels are due to

its presumptively mis-specified trade cost equation.

Scale Elasticity and Contiguity. Scale elasticities contribute to the asymmetries in con-

265 = 7 is in the middle of the distribution of elasticity of substitution parameters from recent related

trade studies.

25



tiguity parameter estimates. To ‘remove’ the scale effects, we multiply the estimates of
CONTIG_PR.ST and CONTIG_ST_PR by (1 + 0¢can) and by (1 4+ 0dean), respectively.
Results are presented in Panels B of Tables 3a-3c, where we also report the original estimates
on CONTIG_PR_ST and CONTIG_ST_PR.

Three properties stand out. First, the majority of contiguity effects are smaller after the
‘removal’ the trade volume effects; trade-volume effects contribute to mostly larger contiguity
estimates in each direction of Canadian trade. Second, the differences between the contiguity
estimates after trade-volume effects are accounted for are reduced; i.e., trade-volume effects
increase the difference between the effects of directional contiguity. Third, many of the
contiguity estimates remain positive and significant even after removing volume effects, and
exhibit directional symmetries.

Trade FElasticities. To obtain the elasticity of substitution estimate we assume complete
exchange rate passthrough in each direction of trade between Canada and US, ie. p =

Pean = Pusa = 1. In that case, equation (23) is rearranged as a quadratic equation to be

solved for the elasticity of substitution:

0_2 + &1 (@er + Aﬁbrdr)o_
Q3 — Q2

—1=0. (25)

(25) solves for a unique estimate of o after eliminating one root by imposing the standard
theoretical restriction 1 — o < 0.

Sectoral estimates of the trade elasticities of substitution obtained from equation (25) are
reported in Panels C of Tables 3a-3c. Overall, we view the estimates of ¢ as encouraging for
the goods sectors in our sample. Sixteen of the nineteen possible estimates of the elasticity
of substitution for goods are positive and greater than one, as suggested by theory. Eleven
of these estimates are statistically significant. The estimate of 0 = 6.62 (std.err. 1.866)
for aggregate goods is in the middle of the distribution of estimates from related studies,

which vary in the range between 2 and 10,%” and almost all of the other significant elasticity

27See Eaton and Kortum, 2002, Anderson and van Wincoop, 2003, Broda et al. 2006, and Arkolakis et
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estimates are within this range too. The three sectors for which we obtain estimates of
o that are smaller than one (and not statistically significant) are Agriculture, Fuels and
Wood. This is not surprising because these are three of the four sectors for which we did not
estimate significant scale effects (see Panels A of Tables 3a and 3b), and our identification
of o requires active scale effects.?

The elasticities of substitution for services trade are much less convincing. The underlying
difficulty is imprecise estimates of ag, the distance elasticity for Canadian exports to the US.
The requirement &3 — o # 0 in (23) arises mechanically for the equation to be defined, but
the deeper economic implication is that significant scale elasticity difference is needed for
identification because uniform p is assumed in deriving (23). With uniform scale elasticities
money is neutral and neither o nor p can be identified from gravity. Despite this, we report
o values in panel C of Table 3c. All of the elasticities are positive, but only five of the nine
sectoral estimates are statistically significant, and only two of those are greater than one.
The five significant sectoral estimates of o are for the sectors where we obtain significant
estimates of &3 — &p. See Panel D of Table 3c.

Exchange Rate Passthrough. Representative exchange rate passthrough elasticities p for
aggregate goods and aggregate services are displayed in Figures 1 and 2 for varying common
elasticities of substitution. For goods, in Figure 1, p is typically decreasing in ¢.2° By
construction the solution to (23) for each sectoral value of ¢ reported in Panel C of Tables
3a-3c is always p = 1. Figure 1 uses values of sigma between 4 and 12, representative of the
estimates of o from the existing literature. The results suggest that for reasonable values
of o, the implied passthrough elasticity p is in the unit interval. As a benchmark result,
for aggregate goods trade and o = 7, p = 0.932 and the implied net passthrough elasticity
p — ¢r is 0.986 for the US and 1.04 for Canada.

al., 2011.

28The fourth sector for which we do not obtain significant trade-volume estimates is Petroleum and Coal
Products. The corresponding elasticity estimate for this sector is greater than one, but not statistically
significant.

Bdp/do < 0 for (Ber + Borar)da/[(1 — 0)(a3 — d2)] < 0, which obtains for most sectors.
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The structural approach to estimating p is much less successful with services due to the
identification issue discussed in connection with solving (23) for o given p. Mechanically,
following the procedure of equation (23) with the coefficient point estimates of the services
gravity coefficients produces the results displayed in Figure 2. These are quite implausible
but explained by p being unidentified under the theoretical implications of our model.

The test of money neutrality has two components, scale neutrality (¢can — ¢usa = 0) and
net neutrality (Ber + Bbrdr = 0), reported in Panel D of Tables 3a-3c. For 13 of 19 goods
sectors, scale neutrality and net neutrality are rejected. The coincidence of the two rejections,
implying rejection of money neutrality, obtains for 12 of the 19. For services, in contrast,
scale neutrality and net neutrality are rejected in 4 of 9 sectors. The only sector for which
both are rejected is Health, a test statistic that is based on an almost surely mis-specified
trade cost function evidenced by a positive distance elasticity for Canada’s exports to the
US. We conclude that money neutrality can be rejected for a majority of goods sectors but

not for services sectors.

4.3 Sensitivity Experiments

This section introduces two alternative specifications to address potential endogeneity con-
cerns. A third specification allows for time-varying exchange rate effects. For brevity we
present only the representative results for aggregate goods and services, reported in columns
(1)-(5) and in columns (6)-(10) of Table 4 respectively. We report the base case results for
goods in column (1) of Table 4 (from column 1 of Table 1a), and in column (6) we report
the main estimates for services (from column 1 of Table 1c). The top panel of Table 4,
labeled ‘A. Gravity Estimates,” presents the gravity estimates from our experiments and in
the bottom panel, labeled ‘B. Parameter Inferences,” we recover the volume parameters and
the elasticity of substitution.

Begin with goods. Two alternative specifications test for potential endogeneity with

respect to exchange rates. First, in column (2) of Table 4, we use lagged exchange rate
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values to eliminate any simultaneity between trade and exchange rates. Overall, the results
from column (2) are not statistically different from the main findings from column (1). Three
properties stand out. (i) The estimates of the standard gravity variables in columns (1) and
(2) are virtually identical. This suggests that the ER effects are orthogonal to the effects of
distance, border and contiguity. We exploit this property in the next experiment. (ii) The
estimate of the relative ER effect is still not statistically significant, as it was in the main
results. (iii) We do not find any statistically significant effects on the structural parameters
in our model, which are reported in Panel B. Comparison between the numbers in columns
(6)-(7) reveals that these results are confirmed for services as well.

The second alternative specification applies the methods of Baier and Bergstrand (2007),
who convincingly account for endogeneity of free trade agreements in a similar, structural
gravity setting by including the full set of country-pair fixed effects in addition to the direc-
tional (exporter and imported) fixed effects. The intuition is that the bilateral fixed effects
can successfully absorb the correlation between the trade policy variable and the unobserv-
able error term in the gravity model in order to eliminate endogeneity. Applied to our setting,

Baier and Bergstrand’s methodology translates into the following econometric specification:

Xy = explao+ B ER.CAEXP + by + iy + 0;4] + Tz, (26)

where 1);; is the full set of bilateral fixed effects for any two trading partners in our sample,
and all other variables are defined as before. All time-invariant standard gravity covariates
(such as distance for example) will be absorbed by the bilateral fixed effects. To obtain
estimates of the standard gravity variables, which are needed to recover the structural pa-
rameters in our model, we apply a two-stage procedure similar to the one from Anderson and
Yotov (2011). In particular, first we estimate (26) to obtain the ER effects after addressing
endogeneity, then we restrict the ER estimates in a constrained second-stage optimization,

where the bilateral fixed effects are replaced with the standard set of gravity variables.
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Orthogonality between the ER effects and the standard gravity covariates validates this
approach.

Results are reported in column (3) of Table 4. There are no statistically significant
differences from estimates in column (1). In particular, (i) the standard gravity estimates
are identical; (ii) the ER estimates are not statistically significant; and (iii) the structural
parameters from columns (1) and (3) in panel B are not statistically different from each
other. The estimates for services from column (6) and column (8) are identical as well.

In the last experiment, exchange rate effects can vary over time due to splitting the data
in two periods: before and after 2002. Choosing 2002 to allow for time-varying ER effects has
two advantages in addition to being the mid-year in our sample. First, the Canadian dollar
depreciated steadily during the period 1997-2002 , while it appreciated steadily between 2002
and 2007. These patterns provide an opportunity to look for asymmetric trade responses to
ER changes. Second, splitting the time series at 2002 can pick up any changes in trade due
to changes in border security after the 9/11 events.

Pre-2002 and post-2002 estimates for goods are reported in columns (4) and (5) of Table 4,
respectively. Similar estimates of the standard gravity covariates obtain in the two periods.
There are also two important differences between the estimates in columns (4) and (5).
First, we obtain a large positive and statistically significant estimate on ER_ CA_FEXP for
the period before 2002, but a negative and significant estimate on ER_.CA_EXP for the
period after 2002. Based on the definition of f.., as a relative effect capturing the response
of Canadian exports to US relative to Canadian imports from US, our estimates imply that
when the CA dollar was depreciating, in the pre-2002 period, Canadian exports responded
much more than Canadian imports. The trade response was asymmetric in the post-2002
period too, when the CA dollar was steadily appreciating. This time however, the response of
Canadian imports was stronger than the response of Canadian exports. Hence, the negative
estimates of Ber for the post-2002 period. The implication of these results is that the response

of Canadian trade to exchange rate fluctuations is directionally asymmetric. Our findings also
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support the hypothesis that the passthrough of depreciation is stronger than the passthrough
of appreciation, taking the scale elasticity as constant. Thus our results are consistent with
those of Delatte and Lopez-Villavicencio (2012) based on price comparison data.

The second difference between columns (4) and (5) is between the estimates of the struc-
tural parameters. There is an insignificant estimate of ¢, in the post-2002 period (column
8), although the estimate lies within 2 standard deviations of the pre-2002 estimate. The
mechanical reason for the significance test result is that the standard error doubles in the
post-2002 period. Interpreting this weak evidence as indicating a fall in the scale elasticity
(in absolute value), the result is consistent with a thickening of the US border after 9/11. It
should be emphasized that scale effect inference is identified independently of exchange rate
effects so it is not subject to passthrough asymmetry.

For services there are no significant differences between the pre-2002 and post-2002 es-
timates. This finding underlines the conclusion drawn from the main results that the scale
and passthrough channels are weakly identified in the services data, and splitting the data
does not help. The results are reported in columns (9) and (10) of Table 4.

The sensitivity experiments support the base findings from Sections 4.1 and 4.2. The
main addition is evidence of differences in the response of goods trade flows to exchange rate

appreciations as opposed to depreciation.

5 Conclusion

We develop a structural model that can identify the effects of exchange rates in the structural
gravity model. Exchange rate influence moves through two channels, a volume scale effect in
trade costs and incomplete exchange rate passthrough. Non-uniformity of either passthrough
or scale induces relative price effects of exchange rate changes. Our application to the trade
of Canadian provinces with the US suggests that these channels are active.

Our theory and results suggest that gravity modeling should allow for variable returns
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to scale trade technology. This significant departure from constant returns points toward a
richer model that includes infrastructure detail as a determinant of bilateral trade. Applica-
tion to more disaggregated trade data would permit direct measures of trade volume to be
used to directly identify scale elasticities, increasing the precision of estimation. Disaggrega-
tion would also permit examination of more detailed analysis of scale effects, such as allowing
for multiple points of entry in borders, multiple modes of transport and infrastructure details.

Another novel implication of the extended trade cost function developed here is that
trade-volume effects can be used in combination with an exogenously given exchange rate
passthrough elasticity to recover estimates of the trade elasticity of substitution. Our results

suggest that this is a promising method of identifying substitution elasticities.
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Table 2: Border and Exchange Rates Collinearity Analysis
0 @) @) @ )
Main BRDR1 BRDR2 ER1 ER2
Bordr 16.216 16.216 16.216
(2.153)%* (2.153)%*  (2.153)%*
Busa,can 23.567 17.189
(2.584)%*  (2.450)**
Bean,usa -7.351 -0.973
(2.489)%*  (2.277)
Ber 0.018 0.018 0.018
(0.228)  (0.228)  (0.228)
Ber_eap -9.466 -0.955
(3.266)** (2.331)
6er7imp 9.484 0.973
(3.211)%* (2.277)
N 1014 1014 1014 1014 1014
1l -2836.314 -2836.314 -2836.314 -2836.314 -2836.314
ﬂer,imp + ﬁer,exp 0.018 0.018
(0.228) (0.228)
60(177/7'&8(1 + 6usa,can 16216 16216
(2.153)%*  (2.153)**

This table reveals correlation relationships between the border variables and the
exchange rate variables, respectively. Estimates of the rest of the gravity variables
are omitted for brevity. Standard errors in parentheses. + p < 0.10, * p < .05,

**p < .01,
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Appendix (not for publication)

Appendix A: Sector description

Goods. Agricultural products: unmilled wheat; corn, barley, oats and other grains, exclud-
ing imputed feed; live animals; other agricultural products (unprocessed milk, eggs, honey,
vegetables, seeds, tobacco and wool). Mineral Fuels: crude oil; natural gas, excluding liqui-
fied. Food products: meat, fish and dairy products (including processed milk); fruit and
vegetable products; feeds; flour; breakfast cereal; sugar; cocoa; coffee, tea etc. Leather, rub-
ber and plastic products: tires; other rubber products; plastic pipes; other plastics; footwear;
gloves; handbags; other leather products. Textile products: yarns and fibres; fabrics; ropes,
tents and threads; other textile products. Hosiery, clothing and accessories: hosiery; knitted
clothing; furs; custom tailoring; other clothing. Lumber and wood products: lumber and tim-
ber; plywood and veneer; wood chips; prefabricated buildings; wood containers; caskets and
coffins; other wood products. Furniture: household furniture; office furniture; mattresses;
lamps; furniture parts; other furniture. Wood pulp, paper and paper products: wood pulp;
newsprint; tissue; wrapping paper; paperboard; coated paper and paper products; paper
bags; stationery; other paper products. Printing and publishing: newspapers; magazines;
books; business forms; advertising; miscellaneous printing components. Primary metal prod-
ucts: ferro-alloys; iron and steel ingots; steel castings; bars and rods; flat iron and steel;
railway construction materials; oil and gas pipe; other pipes and tubes; primary forms of
aluminum copper, nickel, carbon, lead zinc etc.; precious metals excluding gold; scrap and
waste; other primary metal products. Fabricated metal products: boilers; tanks; plates; iron
and steel structural materials; metal doors and windows; stampings; containers; wire and
cable; chains; utensils; wire products; hardware; machine tools; furnaces; cooking equipment;
iron and steel forgings; valves; plumbing fixtures; gas and water meters; firearms; other fab-
ricated metal equipment. Machinery: agricultural machinery; bearings; pumps; conveyors;

elevators; fans; furnaces; industry-specific machinery for construction, oil and gas, logging
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metal working and other industries; power hand tools; refrigeration and air-conditioning
equipment; scales; vending machines; computers; miscellaneous machinery. Motor vehicles
and other transportation equipment: automobiles; trucks; buses; mobile homes; trailers;
specialized vehicles; motor vehicle engines and parts; motor vehicle electric equipment; air-
craft and engines; locomotives and railway stock; ships and boats; snowmobiles. FElectrical,
electronic and communication products: appliances; household equipment; household fur-
naces; household refrigerators and freezers; household cooking equipment; TVs, VCRs etc.;
telephone and related equipment; broadcasting equipment; electric motors; transformers;
batteries; wiring materials; lighting fixtures; other electric equipment. Non-metallic mineral
products: cement; concrete products; lime; brick; gypsum; stone; asbestos; glass; abrasive
products. Petroleum and coal products: gasoline; diesel; fuel oils; tar and pitch; naptha;
asphalt; other petroleum products. Chemicals, pharmaceuticals and chemical products:
industrial chemicals; hydrocarbons; organic acids; fertilizers; pharmaceuticals; soaps, deter-
gents and other cleaning products; explosives; paints; ammunition; insecticides; inks; other
chemical products. Miscellaneous manufactured products: scientific and lab equipment; mea-
suring and other scientific instruments; clocks and watches; photographic equipment; pearls
and precious stones; toys and games; shades and blinds; recordings; musical instruments;
miscellaneous end-use consumer products.

Services. Transportation and Storage Services: Air, water and rail passenger and freight
transportation; Bus (including school), ambulance and truck transportation; Urban transit
and taxi transportation; Pipeline transportation of natural gas and oil; Grain and other
storage; Warehousing. Communication Services: Radio, television broadcasting; Cable pro-
gramming; Telephone and telecommunication; Postal and courier. Finance, insurance and
real estate services: Paid charges to financial institutions; commissions and investment bank-
ing; Mutual funds, Other securities and royalties; Real estate commissions; Life and non-life
insurance; Pension funds; Paid residential and non-residential rent and lodging. Professional

Services: Architect, engineering, scientific, accounting, legal, advertising and other profes-
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sional services; software, computer lease, data processing and other information services;
Investigation and security services; Other administrative and personal services. Education
Services: Elementary, Secondary, College and University fees and tuition. Other education
fees. Health care and Social assistance Services: Private hospital, private residential care
and other health and social services; Child care outside the home; Laboratory, physician
and dental services; Other health practitioner services. Accommodation Services and Meals:
Hotel, motel and other accommodation; Meals outside the home; Board paid. Wholesale Ser-
vices: Wholesale trade and wholesaling margins. Miscellaneous Services: Beauty and other
personal care services; Funeral services; Child care in the home; Private household services;
Photographic, laundry and dry cleaning, services to building and dwellings; Automotive and
other repair and maintenance; Rental of office, machinery, equipment, automobile and truck;
Trade union and other membership organization dues and political parties contribution; Mo-
tion picture production, exhibition and distribution; Lottery, gambling and other recreation

services.
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Appendix B: Technical Notes

This appendix provides technical notes on multilateral scale elasticities and our model of
Pricing to Market with industry data. It closes with a derivation of the stability condition

for the model with increasing returns trade technology.

5.1 Bilateral vs. Multilateral Scale Models

It is useful to gain perspective by reviewing the bilateral scale trade costs model of the text
before proceeding to the multilateral case.

The gravity equation with exporter and importer fixed effects is given by
Xij = l'imjtiljia. (27)

Let the trade cost be given by

ri\” bj
tij = Tij — V;j . (28)

Ty
where 7;; denotes a log-linear function of the standard set of trade cost gravity variables
augmented by passthrough of bilateral exchange rate change r;/r; at passthrough elasticity
p;, and where volume shipped from ¢ to j is V;;. Congestion effects are a natural interpre-
tation of ¢; > 0, representing the crowding of fixed capacity ports and border entry points
while division of labor is a natural interpretation of IRS. The scale effect applies to bilateral
volume.

Volume is given by

Vij = Xiz/(tiri/75) (29)

where the deflator removes the effect of exchange rate appreciation (that raises ‘factory gate’
prices p¥), and also removes the volume lost in transit, so that the volume relevant to the
congestion is measured at destination size.

Use (27) in (29) and substitute the result into (28) to solve for the reduced form trade
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cost function repeated from (7):
—o;11/(1+0¢;)
tiy = [1ij(ximy)® (rifr;) =] .

The key implication is that when congestion is important enough, ¢; > p;, the effect of an
appreciation of i’s bilateral exchange rate is to lower trade costs from i to j.

It is alternatively natural to think that congestion affects all exporters simultaneously,
as when ships must wait to enter a port irrespective of their nationality. Or, division of
labor may naturally apply to all the exporters to a given market when they access various
intermediaries. Reality combines aspects of the bilateral and multilateral extremes. The pure
multilateral case, while more complex than the pure bilateral case, still remains manageably
simple. More important, the qualitative properties of the effect of an appreciation of exporter
1’s exchange rate on the value of bilateral trade from ¢ to destination j remain the same:
sufficiently important congestion implies that an appreciation of i’s exchange rate will lower
trade costs from i to j.

Let the trade cost function be given by

. ®;
r; bi
tiy = Tij <E) (; ij) : (30)

Now all exporters crowd the shipments to j. Again we can solve for a reduced from trade
cost that eliminates the endogenous volume.
Substitute (27) into (29) and substitute the result into (30). This yields, after simplifi-

cation,
é;

r\ % . -
tij = Tij (r_> [Z tes (/1) Yoemg| . (31)
j

Py

We can simplify (31) by taking advantage of a relationship between exporter trade costs into
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destination j that is implied by (27):
by _ Ty (ﬁ)pj (32)

Multiply both sides of (32) by t;; and substitute the result into (31). Simplify further to

obtain:
pi/(1+o¢;) —9j(140p;)/(1+0¢;)
— . 1+ . T T; . ob;
ti = TijT_;f%/( ap;) (T_%) (7, z) (I_jmj)qs]/(H— ¢J)7 (33)
J —j
where:
T—j = Z Tk,
ooy
T = ZT,;] T/T_j,
Py
. 1/(1+op;)
r_;= Tkj Lk T1+crpk

k£ 2 ki Thy Tk ’
7_; is a CES index of bilateral trade costs into j facing all exporters except j where the
weights are the exporter fixed effects. r_; is a CES index of exchange rates excluding j’s.
The weights are (73;/7_;) 7z /2x_;, exporter fixed effect weights adjusted for the volume
shifting effects of variation in 73; relative to its average 7_;.

Interpreting (33), consider first the special case of ¢; — 0 = t;; — 7;;(r;/7;)%. Reverting
to iceberg trade costs, exchange rate passthrough acts like a tax on exports. Once volume
effects on trade costs are active, the remainder of (33) applies. The rightmost term is a
scale of activity effect. The two middle terms in relative exchange rates act intuitively: a
rise in the bilateral exchange rate raises trade costs (it acts like an export tax) while a rise
in the cross-rate r;/r_; lowers trade costs because the reduction in volume from ¢ reduces
congestion, conferring a cost reduction to all exporters to j. Moving leftward, the direct

bilateral trade costs 7;; are offset by the index of direct costs from all exporters into j, 7_;.

49



Note that (33) retains the property that ¢;; is decreasing in r; if ¢; > p;, Ot;;/0r; > 0,
just as in the bilateral scale case. While cumbersome, (33) remains tractable in the simple
way it brings in all third party effects as they affect the bilateral trade cost from i to j

through scale effects.

5.2 Pricing to Market

There is ample evidence in the literature that firms sell identical goods to different markets
at prices that differ by more than the trade cost differentials between them. This could be
due to unobserved trade costs but also could reflect pricing to market by monopolistically
competitive firms.

The standard monopoly pricing theory implies that profit maximizing firms mark up
prices relative to costs using the inverse (demand) elasticity formula. Exchange rate changes
shift the relative costs of serving various markets and can potentially change markups be-
cause the new equilibrium has changed elasticities of demand facing the firms in the various
markets. With small numbers of monopolistic firms, pricing to market does produce effects
that vary by market.

The firm’s markup is derived from the profit maximizing condition that marginal revenue
should be equal to marginal cost in each market. This yields the condition that the ratio of

price to marginal cost should be equal to

1/(1+1/e) (34)

where € is the elasticity of demand facing the firm.
The CES demand system is the rationale for the structural gravity model. For CES

demand the formula for the elasticity of demand facing firm h based in country i, selling in
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market j in some generic sector with superscript suppressed for clarity is given by:
e = —o(1 — s}y) (35)

where o is the parametric elasticity of substitution among varieties, common to all markets,
sgh is the share of firm h from country 7 in total sales in market j, including sales of other
firms based in ¢ and all the firms not based in .

A standard case in the monopolistic competition literature simplifies to the small firms
case of s/, — 0. Applying specification (35) to markup formula (34) in this case yields
o/(c — 1), implying constant markups.

In contrast, more usefully for investigating pricing to market, with finite market shares
in (35), elasticities of demand do vary across markets and thus so do markups. Substituting
from (35) into (34) and simplifying for the general case yields markup formula

J

e 36
1—sl, —1/o (36)

In this situation, when costs change, as with an exchange rate change, the equilibrium shares
of the firms will change and the markups given by (36) move in response. The markup is
increasing the the share,?® while the share presumably decreases with appreciation of i’s
exchange rate, hence markups fall with appreciation.

For many markets, this action of exchange rates on markups will be small (see the
preceding footnote). With large values of o, the markup factor given by (36) will be close
to 1 no matter what the value of s{h. A standard range of elasticities for goods markets is
6 to 10, implying small response of markups to exchange rates. (Services trade is too little

explored to predict a range of elasticities, but these may be lower.) Also, when firm’s shares

30The elasticity of the markup in (36) with respect to the share is

- Sih/O' .
(1—s], —1/0)(1 — s4p)
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are small, the markups are confined close to ¢/(c — 1) and won’t have much movement in
the data.

In the absence of firm level trade data the market shares are not observable and we could
not draw inferences from aggregate data about changing markups based on the structure
of (36). We attempted pretending that there was a monopoly middleman in each market
who marked up according (36) replacing sgh with the observable bilateral market share of
all firms in ¢ selling to 7, s{ =>, sfh. Since markups are based on perceived elasticities we
assumed that the middleman used lagged shares to calculate an elasticity of demand. This

version of our model was unable to gain any traction on the data.

5.3 Stability with Increasing Returns

With increasing returns to scale, the supply of trade services function slopes downward.
Stable equilibrium arises when the supply of trade services function cuts the demand func-
tion from below under the plausible dynamic adjustment assumption that quantity supplied
adjusts toward quantity demanded. Consider the standard quantity adjustment analysis in

(Int;;,In X;;) space with the familiar Marshallian scissors diagram (not drawn).

R
On the demand side, taking logs of the CES expenditure function (27) and suppressing

irrelevant terms, the buyers’ willingness to pay for trade services is given by

lnt,-j = 1
— 0

On the supply side, taking logs of (28), suppressing irrelevant terms and using InV;; =

In X;; — Int;; yields the cost of services supplied as

1 oy
—In7m: + ——1InX;,. 38
1+¢j 7ii 1+¢j I ( )

ln tij =

The equilibrium defined by the intersection of (37) and (38) is locally stable under the

quantity adjustment assumption if 0 > ¢;/(1+ ¢;) > 1/(1 — o). Simplifying the rightmost
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inequality yields the stability condition 1+ o¢; > 0. QED.

With the constant elasticity structure imposed on supply and demand, the existence of a
stable interior equilibrium depends on the vertical intercept of (37) lying above the vertical
intercept of (38). Taking account of the suppressed constant term in (37) that includes the
positive frictionless value of trade and the positive value of In II; P;, the condition is ordinarily
met, though a high enough constant term (suppressed) in (38) can violate it. (Technically,
zero bilateral trade flows would result from the condition not being met. There are not many

zeroes in our data, but the proportion rises with disaggregation.)
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