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|. Introduction

Much of our current understanding of the factarlibd growth and development, and
our continuing attempts to deepen that understandrbased upon cross-national estimates of
levels and growth rates of real standards of livikipfortunately, for many of the poorest
regions of the world the underlying data supporegrigting estimates of living standards is
minimal or, in fact, nonexistent. Thus, for exaemmhile the popular Penn World Tables
purchasing power parity data set version 6.1 pexvical income estimates for 45 sub-Saharan
African countries, in 24 of those countries it diot have any benchmark study of pricet a
similar vein, although the on-line United Nationatlddnal Accounts database provides GDP data
in current and constant prices for 47 sub-Sahavantdes for each year from 1991 to 2004, the
UN statistical office which publishes these figuhesl, as of mid-2006, actually only received
data for just under half of these 1410 observatanshad, in fact, received no constant price
data, whatsoever, on any year for 15 of the coemtor which the complete 1991-2004 on-line
time series are publishéd.

Where official national data are available for eleping countries, fundamental problems
of measurement produce a considerable amount afamidjable uncertainty. As noted by
Heston (1994), consumption measures for most dpwgaountries are derived as a residual,

after subtracting the other major components otagure from production side estimates of

!See "Data Appendix for a Space-Time System of Matidccounts: Penn World Table 6.1", February
2008. As explained in the source, expatriate ptistvance indices were used to extrapolate theetiadies of
benchmark countries to non-benchmark economiegs prbblem has been alleviated somewhat with ti 2GP
worldwide study of prices that informs PWT 7.0. lAshow further below, the updating of PWT datahis fashion
moves its level estimates systematically closenyaesults.

“This statement is based upon a purchase in 2086 the national accounts data records ever providehe
UN Statistics Division by member countries. Wheriged about the discrepancy between the completesfeheir
website and the data | had purchased, UN offigiase quite frank about the difficulties imposedtbg demands
from users for a complete series, and their welogitmly explains that much of their data is dravemt other
international organizations and extrapolationg{ftinstats.un.org/unsd/snaama/metasearch.agpjlaSirankness
concerning the need to use extrapolations frondéta of other countries to fill in gaps is presemthe World Bank
data website (see http://go.worldbank.org/FZ43ELWOKR



GDP. Production side estimates of subsistencerdoamal production and other untaxed
activities are, however, very poor, leading to gregors in the calculation of consumption
levels. Thus, for example, the first national syref the informal sector in Mozambique in 2004
led to a doubling of the GDP estimate of nominalgde consumption expenditure. Where direct
surveys of consumer expenditure are available weldping countries, these must also be treated
with care, given the difficulty of collecting aceate nominal consumption data. This is best
illustrated by the case of the United States whegeconsiderable difference between the growth
of reported expenditure in the Consumer Expendffunerey and the NIPA (using the production
residual method) led to about a log 40 percenthgdween the two series by the early 1990s
(Slesnick 1998). The problems of getting accureperts of household expenditure, and
marrying them to appropriate price indices, shdaddcven greater in poor countries with limited
resources devoted to collecting data from indivislwath minimal education.

The paucity and poor quality of living standardadi@mr less developed countries is well
known and is motivating expanding efforts to imprdlie quality of information, as represented
by the World Bank's International Comparison Pragree and Living Standards Measurement
studies. However, there already exists, at thegotetime, a large body of unexamined current
and historical data on living standards in deveigmiountries, collected as part of the
Demographic and Health Survey (DHS). For more thandecades this survey has collected
information on the ownership of durables, the dualf housing, the health and mortality of
children, the education of the youth and the atioceof women's time in the home and the
market in the poorest regions of the world.

In this paper | use the DHS data to constructredgs of the level and growth of real

consumption in 29 sub-Saharan and 27 other devejaqmuntries. These estimates have the



virtue of being based upon a methodologically cstesit source of information for a large
sample of poor economies. Rather than attempdimgeasure total nominal consumption and
marry it to independently collected price indicd®y employ direct physical measures of real
consumption that, by their simplicity and patentiobisness (the ownership of a car or bicycle,
the material of a floor, the birth, death or illaes a child), minimize the technical demands of
the survey. While the items they cover provididliinformation on comparative living standards
in developed countries, in the poorest regionfiefworld they are clear indicators of material
well being, varying dramatically by socioeconontiatss and covering, through durables, health
& nutrition and family time, the majority of housal expenditure.

The principal result of this paper is that reali$ehold consumption in sub-Saharan
Africa is growing between 3.4 and 3.7 percent peuan, i.e. three and a half to four times the
0.9 to 1.1 percent reported in international datases. | find that the growth of consumption in
non sub-Saharan economies is also higher thantegpiorinternational sources, but the
difference here is much less pronounced, with gna¥t3.4 to 3.8 percent, as opposed to the 2.0
to 2.2 percent indicated by international sourd#ile international data sources indicate that
sub-Saharan Africa is progressing at less thanthalfate of other developing countries, the
DHS suggest that African growth is easily on pahwhat being experienced by other
economies. Regarding the cross-national disperdiomal consumption, the DHS data suggest
levels that are broadly consistent and highly dateel with those indicated by the Penn World
Tables, although there are substantial differefmemdividual countries.

| follow the lead of scholars such as Becker,ipsiln and Soares (2005) and Jones and
Klenow (2011) and take a broader view of consunmptii@n is typically used in the national

accounts, including health outcomes and the usanaify time. These elements, however, do



not explain the discrepancy between my estimatdsraarnational sources. | find the real
consumption equivalent of health and family timééogrowing about as fast or slightly slower
than the average product, so their removal ledwesiain results unchanged. In general, | show
that the results are not unusually sensitive tett@usion of any particular product, while a
narrow focus on the slowest growing product grotgllohousing) still produces sub-Saharan
growth estimates which are double those of intéwnat sources.

I begin in Section Il below by describing the DH&a. Section Il then presents an
intuitive introduction to my method, describing hbaonvert data on real product consumption
into money metric real consumption equivalents ydchg them by the Engel curve coefficients
estimated off of household micro data. Sectiompibvides a more formal exposition, while
Section V applies the technique to the DHS datadycing the results outlined above. The
analysis of Section V imposes the simplifying asptiom that a single Engel curve equation
approximates global demand for a product. | rétéin Section VI, estimating Engel curves

country by country, and show that the growth resate unchanged. Section VII concludes.

II. Demographic and Health Survey Data on Living Standards

The Demographic Health Survey and its predeceabsoWorld Fertility Survey, both
supported by the U.S. Agency for International Depment, have conducted irregular but in-
depth household level surveys of fertility and bieal developing countries since the late-1970s.
Over time the questions and topics in the survay levolved and their coverage has changed,
with household and adult male question modulesdtmla central female module, whose
coverage, in turn, has expanded from ever marrieuen to all adult women. | take 1990 as my
starting point, as from that point on virtually sllrveys include a fairly consistent household

module with data on household educational charatts and material living conditions that are



central to my approach. In all, | have access3® durveys covering 1.6 million households in
56 developing countries, as listed in Appendix¥e occasional nature of the DHS surveys
means that | have an unbalanced panel with fairbtie dates. Thus, | will not be able to
meaningfully report a full set of country specifiowth rates for the past two decades. | can,
however, divide the sample into sub-Saharan andsuabsSaharan countries and calculate the
average growth rate of each group during the pexoa@red by the data (1990-2006). This is
what | do further below.

The raw data files of the DHS surveys are distatas standardized "recode” files.
Unfortunately, this standardization and recoding b@en performed, over the years, by different
individuals using diverse methodologies and makimegy own idiosyncratic errors. This
produces senseless variation across surveys @it two examples, individuals with the same
educational attainment are coded as having draafigtifferent years of education or
individuals who were not asked education attendgunestions are coded, in some surveys only,
as not attending. In addition, there are undeglylifferences in the coverage of the surveys (e.g.
children less than 5 years vs. children less thgeaBs) and the phrasing and number of questions
on particular topics (e.g. employment) which pragturther variation. Working with the
original questionnaires and supplementary raw gateerously provided by DHS programmers, |
have recoded all of the individual educationaliatteent data, corrected coding errors in some
individual items, recoded variables to standardefihitions and, as necessary, restricted the
coverage to a consistent sample (e.g. married wpomgdren less than 3 years) and removed
surveys with inconsistent question formats (inipatar, regarding labour force participation).

Appendix A lists the detaif%.

*The cleaned data files and all of the programmes trs produce the results of this paper are availab my
website http://personal.lse.ac.uk/YoungA/. Thegiorl data are available at www.measuredhs.com.



Table I: DHS Real Living Standard Measures by Gartg
N Mean N Mean
Ownership of Durables Housing Conditions
Radio 1549722 573 Electricity 1526536 .530
Television 1569789 406 | Tap Drinking Water 1561296 451
Refrigerator 1465668 .249 Flush Toilet 1441519 323
Bicycle 1481982 .296 Constructed Floor 1392545 .599
Motorcycle 1423388 .103 log # Sleeping Rooms per Person 709399 | -.927
Car 1452204 | .066
Telephone 1127789 172
Children’s Nutrition and Health Household Time draimily Economics
log Weight (100g) 465085 4.44 Attending School (age 6-14) 1916473 712
log Height (mm) 454582 6.59 | Attending School (age 15-24) 1219551 .340
Diarrhea 586536 .201 | Working (women age 15-24) 191822 412
Fever 575492 .323 | Working (women age 25-49) 579082 .551
Cough 582544 .342 | Gave Birth Past Year (age 15-24) 288156 312
Alive 642014 .930 Gave Birth Past Year (age 25-49) 894103 .140
Ever Married (women age 15-24) 723039 431
Ever Married (women age 25-49) 1078875 .936
Notes: All variables, other than log weighgjght and rooms per capita, coded as 0/1. OwrecfHdurables:
at least one such item in the household; Housingd@ions: constructed floor means made of othanttiirt, sand
or dung. Household Time: individual variables, coded separately for each individual of thatiaghe
household; recent fertility and market participatiefer to currently married women only. ChildeeHealth:
individually coded for each child born within 35 nths of the survey; diarrhea, cough and fever niefgto the
occurrence of these for the individual in questibalive) in the preceding two weeks; log weightddog height
referring to measurements of living children at tihee of the survey.

| use the DHS data to derive 26 measures of mraumption distributed across four
areas: (1) ownership of durables; (2) housing taord; (3) children's nutrition and health; and
(4) household time and family economics. Tablbdwe details the individual variables and
sample means. All of these variables are relatdmbisehold demand and expenditure, broadly
construed, and, as shown later, are significarttyetated with real household incomes, as
measured by average adult educational attainmdrdve selected these variables on the basis of
their availability and with an eye to providinganspling of consumption expenditures that
would, through material durables, nutrition & headind household time, cover most of the

budget of households in the developing world. Bgluding health and family economics, | take



a broader view of consumption than the typicaloratl accounts measure. However, as shown
later, this does not drive my results, as thesdymts show close to average growth. | have made
the decision to break measures of household titoedifferent age groups to account for
different demand patterns at different ages apdtissibilities for substitution between home
production, human capital accumulation and maidablir evolve. Thus, for example, in richer
households young women are more likely to be imstchnd less likely to be working in the late
schooling years (ages 15-24), but, consequentymare likely to be working as young adults
(ages 25-49). Although males are included in tt®@sling and children’s health variables, | do
not include separate time allocation measuresdolt anales because male questionnaire
modules are less consistently available and matecipation behavior, when recorded, is less
strongly related to household income and, hencenypynethodology, would play little role in
estimating relative living standards.

Before turning to the analysis, it is useful taghically depict the DHS data that drives
the results of this paper. In Figure | below Igirafor each survey x product combination, the
country demeaned values of the product consunipéigainst the country demeaned values of
the survey year. To provide a money metric forrtfewyements in the consumption of each
product, | scale each product measure so thatrtiss-country standard deviation of the product
consumption level equals the cross-country standevéation of log consumption per equivalent

adult reported in the Penn World Tabfe3hus, the vertical movement in each product

“For the In variables (rooms, height and weight$é the urban/rural weighted survey average, whdoea
the dichotomous variables | take the logit of #nagrage, i.e. In(c/(1-c)), as | use the logit asbasgeline discrete
choice model later in the paper. In each figuleop the (usually 14) countries for which | havéyame survey
observation on the product in question. The dathase surveys is used, however, in benchmarkiegtoss-
sectional standard deviation of consumption, asriesd shortly. | should also note that | drop mhieldle
observation for Nigerian height, as it is bizarrelyw and throws off the entire scale of the figufiehis observation
is used in the analysis below and has little infes as there are Nigerian surveys before andiafter

*Thus, if  is the country demeaned product consumption measthe country mean product consumption
measure, and[PWT] the PWT standard deviation of In real monepgsumption levels In(E(as reported in Table



Country Demeaned Consumption Measures

Figure I: Product Level Consumption Growth
(Cross-Country Standard Deviation Normalized to PWT Levels)
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Country Demeaned Consumption Measures

In Weight: ~Africa

Figure I: Continued

Children's Health
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consumption measure can be interpreted as the noamsyimption equivalent movement
implied by a crude Engel curve calculated off @& tnoss-national variation in mean product
consumption.

The figure shows two characteristics of the DH&ddirst, across most products there is
simply "too much” movement in consumption, partly for the African countries. PWT and
UN consumption growth rates for sub-Saharan Afrstewn later, are around .01 per annum.
Thus, a country (demeaned) year value of 5 inithed should be associated with a vertical
movement of .05 for Africa, i.e. a negligible mowamhon the vertical scale of the graph. This is
clearly not the case, with most products showirmisd growtt? Second, while the PWT and
UN suggest that non-African consumption growth @erthan double that of sub-Saharan
Africa, in the DHS the consumption movement in Atiecan countries appears, by and large, to
be roughly equal to that of the non-African cowesri A skeptic might argue that my sample of
products, however broad | believe it to be, is éia®wards a set of goods whose relative prices
are falling rapidly, i.e. the LDC equivalent of dpthyers in recent decades in the developed
world. This, however, cannot explain why Africamogth in these products matches non-

African growth.

[11. Methods: An Intuitive I ntroduction

| begin with an intuitive and simplified presentatiof my methods, leaving the more

VI later), | divide eachcby = o[c;)/c[PWT]. This can be motivated by the equatipr f*In(C;). Since this
equation should contain an error term, my calcoifafirobably overstates the implied Engel elastigitgnd hence
understates the growth suggested by the data.

®Some products are negatives, e.g. diarrhea, fexkcaugh, and growth in these cases is defined as a
reduction in their incidence in the household. MYkt this point this may seem arbitrary, in therfal analysis | use
the micro-data relationship between the producteahetational attainment to determine the changecaged with
rising consumption. For the reader's informatemside from the three health variables just mentdpn®men
working when young and births and marriage at ajgyare found to be negatively associated with Hmlde
educational attainment (Table V later).



Table 1I: Average Household Bicycle Ownership and
Implied Relative Log Real Consumption in Econonfesnd B

(a) bicycle ownership (b) equivalent yrs of edbd.c) log real consumption
A B A B A B
1990 220 .200 11.0 10.0 1.10 1.00
2000 .236 220 11.8 11.0 1.18 1.10

Notes: (a) is the fraction of households owrartgjcycle; (b) equals (a) divided by a .02 coéfit derived from a
micro data regression of ownership on educatiottairement; (c) equals (b) times an estimated .10dglian return
to a year of education. All values are hypothética

formal and complete exposition for later. Imagome observed the data presented in Table 1l on
household ownership of bicycles in two economi&s.shown in panel (a), economy A has a
higher average ownership level than B and ownelishiimth economies is growing. Next,
consider using micro data in the two economiesotih Iperiods to run a regression of ownership
on household educational attainment. Say thisymeslia coefficient of .02 on years of
educational attainment. Dividing the mean consiongdevels in panel (a) by the coefficient of
.02 produces the education equivalent consumptieeis reported in panel (b). If one found,
separately, that a year’s education in both ecoesmasults in, say, a 10% increase in log real
income and consumption, one could derive the megeyvalent log real consumption levels
reported in panel (c). We would conclude that ecoy A was 10% richer than B in 1990, and
only 8% richer in 2000, while growth was 8% and 1i@%A and B, respectively, between 1990
and 2000. In sum, my approach is to use Engelesumplicitly estimated off of educational
attainment data to convert physical consumptioelkeinto money metric measures of real
consumption.

Any reasonable reader will immediately object th&iost of factors other than real
consumption determine the presence of a bicycéehousehold. For the purposes of discussion,

I will divide these into two categories: (a) irglices which increase demand for a given product,



but only at the expense of lowering demand for sbing else; (b) influences which change
measured product demand without reflecting sulisiiitfrom other products or any changes in
underlying real consumption. Relative prices ar@lvious cause of the substitution described
in (a). Demographic factors contribute to the ésasuggested by (b). Thus, households with
more members, perhaps in poorer countries or aweas, are more likely to report the presence
of a bicycle for any given level of real living atéards per member. Similarly, the height and
weight of infants, for any given level of real cangption expenditure, is strongly influenced by
their age. | should emphasize that in this charaszition of potential problems | exclude factors
which lower the overall real price of consumptidrhus, households living in countries where
governments provide good transport, power and a@mit infrastructure will, for a given set of
nominal goods prices, experience lower shadow p¢eonsumption and enjoy better measured
material outcomes. These should properly be cduasendicative of higher real consumption.
The key characteristic of substitution between potsl brought about by relative price
differences is that it has no particular sign guemted value for any given product. The obvious
solution, suggested by sampling theory, is to datedog consumption values such as those of
Table | for a wide variety of products and avertigese to produce an overall estimate of living
standards. To be as representative as possiblprdkduct sample should be “stratified”, drawing
across diverse areas of expenditure, such as tablds, housing, family economics and health
areas indicated in my description of DHS data.kkiaife techniques (i.e. case-wise deletion of
observations)and comparison of results across product categjaiiegive a sense of the

sensitivity of the results to the product choices.

"The application of the jackknife involves calcutafia statistic N times, each time deleting onéhefN
observations. While its principal objective isamarametric estimate of the standard error atsutation allows
one to observe and report the sensitivity of tisailte to individual outliers.

10



Econometrics provides techniques that improve eretficiency of simple sample
averages. Key among these is the recognitiordiffatent observations come with differing
degrees of accuracy. Consider, for example, tbe/trimplied by the consumption of a product,
as presented in Table 1. Wi,fﬁdenoting the regression coefficient on educatiattainment
for product i,M; its mean consumption level at time t in countrggiRe the association
between log real consumption and education, estoin@ioney metric equivalent growth for

product i in country c is given by:

~ Mi200 =~ Mitgon A ) =4 &('él)
(1) gic = : ~ J(gic) - gic S
A B B

The right-hand side of (1), the estimated stanéarar of §,., is arrived at through the “delta

method” by multiplying the absolute value of theidative of §,. with respect to[?i by the
estimated standard error ﬁf.g As the equation shows, the standard errag,ofwill be larger
the larger is the ratio of the standard erro;f?ptto [z’, itself, i.e. the lower its statistical
significance.

Let gic be the actual Engel curve consumption equivaleswth implied by the growth of
the physical consumption of product i. Becauseelzttive price trends, say. is distributed
normally with mean.. (the growth of log real consumption in countryagp variance®.
Consequently, an observatidy). is normally distributed with mean and variance
o’ +d(§,.)°. Ourinterest lies in estimatipg. The probability or likelihood we observe a

sample of N product growth rates for country ciigeg by:

®To keep the example simple, | assukhg andRe are known with certainty. In practice, it is tightness
of the Engel curve relation that determines thatingd variance of different product observatiorssireean
consumption levels are estimated to a high degraeauracy with even modest sample sizes, wRilaffects all
products equally.

11
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2) L =
@ Dpnlaua(gic)zjex’{ 2[o*+6(6.7]

Taking the derivative of the log of this likelihood with resgegt. and setting it equal to zero,

we find that the maximum likelihood solution f@yis given by:

@) 4, =ivvi©ic where w; = s +&(Ag“i)z]_l_1 and > w =1
E Z[azw(gic)zl i

Thus, under the given distributional assumptiones,most efficient estimate of the growth rate is

a weighted average of the estimated product groatds. The weight placed on each product is

declining in its estimated variance. If each piids estimated with the same variance, the

weights are all 1/N and we take the simple aveemgess products.

A standard calculation of consumption growth, bageah price and nominal expenditure
data, would weight the growth of each product’s ceamsumption by its share of nominal
expenditure. Equation (3) shows that, absent datd, my approach uses the significance of the
first step estimate of the Engel curve relationgbigzeight the growth of real consumption
implied by dividing product consumption growth bty Engel curve coefficient. In practice, this
tends to remove extreme growth outliers as, almestt adjustments, | find African growth to be
above 7%, i.e. more than double the 3.4% | reponty variance-adjusted baseline estimates. In
addition to accounting for the error with which ebstions are estimated, | also improve
econometric efficiency by introducing run-of-thelmandom effects designed to account for the
role relative prices play in producing persisteiffedences across countries in levels and trends

for the consumption of particular products. Thalse change the relative weighting of

9The first order condition fas is given by Y (Gic = 4.)’[0° +8(§,0)*17 = > [0 +6(8,.)*] ™ which,
along with (3), generally gives two non-linear eiiprs in the two unknowng. ands®. When each prgduct is
estimated with the same variance, this equatiorttiesimple solutiorr® = Z (G, —1.)*IN-G6(G,.)
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Table 1ll: Implied Relative Log Real Consumptioh Adjustment for Demographic Biases

(a) dummies (b) average yrs (c) equivalent yrs (d) log real
of educ. of education consumption
A B A B A B A B
1990 .140 .150 3.0 2.0 10.0 9.50 1.04 0.95
2000 .150 .130 3.5 4.0 11.0 10.5 1.10 1.0%

Notes: (a) reports the dummies in a regressidrousehold ownership on demographic variablescatibnal attainment

and country x time period dummies; (b) equals mesars of household educational attainment; (c) lsqia divided by

the .02 coefficient on educational attainment estad in (a), plus (b); (d) equals (c) times annested .10 Mincerian retur

to education. All values are hypothetical.

observations, but as they are standard and thegiirieal influence is trivial, | leave their
presentation for later.

Finally, turning to the biases introduced by hdwde demographic characteristics, these
can be removed in the micro data regressions.owoilh on the example earlier above,
microdata on household ownership of a bicycle aarub on demographic controls, household
educational attainment and a full set of counttyne dummies. Say, for the sake of simplicity,
that this regression again produces the .02 cosftion educational attainment described earlier,
and the country x time dummies described in pamedi Table 1ll. These dummies measure
relative consumption purged of the influence of méamographic variables and educational
attainment. My objective is a measure of relatgasumption purged only of demographic
influences. Consequently, in panel (b) I repogttiiean household educational attainment in
each region x time period which | add to the dunsnaiepanel (a) divided by .02 to produce the
regional educational equivalent levels of consuarpteported in panel (c). Multiplying these
values by the estimate of a 10% income profilechfaation produces the relative incomes
reported in panel (d), which are purged of the eantling influence of demographic factors.

The key point of this example is that residual dunvariables from a multivariate regression can
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be substituted for mean national consumption lewetsilculating the education equivalent
consumption levels, thereby correcting for demoli@pharacteristics, provided national mean
education levels are added back in, as they ateptre national education equivalent
consumption of the product.

Broadly speaking, the type of computations illustdain Table Ill, averaged across a
variety of products to reduce the error introdubgdelative price effects and with the estimation
precision and random effects weighting describetlaluded to above, form the basis of the

calculations central to this pap@r.

V. Methods: Product Sampling and the M easurement of Real Consumption
(a) Modd
| begin by laying out the theoretical framework d@hen describe its empirical
implementation. Let some measure of the real ddrmgrhousehold h for product p in region r

in period t be described by the equation:

(4) 109@Qy) =@, +17,109(Ci,) + &,109(R,) + By Xy + Ee
wherea, is a constanty,, the quasi-income elasticity of demar{a,,',\r't nominal household
consumption expenditur@,r’, a vector of own and cross quasi-price elastictiiegdemand,
log(P,) the vector of regional prices relative to someeba%hn and ,Bp vectors of
demographic characteristics and their associatefficents, and€,,; a mean zero idiosyncratic

household preference shock. | use the term quatascribing the elasticities, because

9n practice, | calculate urban/rural estimatesefach country, and weight these by survey data®n th
urban/rural household population shares to prodggeegate national estimates of product consumfeiais. For
the most part, | use discrete choice models rdttzar linear regressions to calculate regional dussrand
educational demand coefficients, so that the estichBousehold ownership probabilities always ligveen 0 and 1.
In addition, there is a variant of my procedure rgheallow demand patterns to vary country by coufinstead of
imposing common global patterns), which still allome to calculate growth rates of real consumptiatnot
levels. This is explained later in the paper.
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log(Q;,,x) need not be actual log quantity demanded, but emiye measure related to that
quantity, such as the index in a probability maatehn outcome of food demand such as body
weight. Homogeneity of demand of degree 0 in eggare and prices implies that the quasi-
income elasticity of demand equals the negativd®Bum of the own & cross quasi-price

elasticities:

) 7, = _Z $og

Equation (5) holds even whépis not strictly speaking quantity demanded, aghang
associated with that demand should, equally, haeesame homogeneity of degree 0 property.
To reformulate (4) in terms of real consumptior, add and subtract from nominal

expenditure the expenditure share weighted moveuofegnices from the base to produce

6) 109(Q,.) = a, +7,[log(Cy,) - O}, log(P,)]
+17,[00 + &, 1n.110g(P,) + By X + Enpr

where C:)rt is a vector of regional product expenditure shireBhe second term on the right-

hand side is real expenditure, while the third tean be thought of as a region x time error term:

R

(7) Iog(thrt) = ap + ,7p IOg(chrt) + ”pgsrt + IB;JXhI’t + Ehprt

B

where the superscrig? on €,

is used to emphasize the role relative prices iplagtermining
this error term. Clearlyé and ?p //7p are vectors whose components sum to one and negati
one, respectively, so that when added they surartm ZConsequently, uniform inflation drops

out of the regional error term which, when normediby the quasi-income elasticity, is a zero-

“These are actual product expenditure shares amguast in any way, but, as will be seen, thereiseed
to actually ever compute them
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weight average of relative price changes; somettiiagy arguably, is homoskedastic across
products and has an expected value of zero.
Household real consumption expenditure per adultreasonably be thought of as being

proportional to permanent income per adult, whickurn is related to educational attainment:
Ry — R RY — R~E
(8) Iog(chrt - art + Iog(tht) log(tht) - IOg(Yrt ) + REEhrt

whereEy is the average years of educational attainmeatloft household membeiR; is the
return to a year of education, atat(Y," ") is education adjusted log regional real income at
time t. It follows that average regional log hdusle consumption expenditure at time t is given
by:

(9 log(CY) =1log(C; %) + R.E,
whereE;; is mean regional household educational attainmediog(C" %) = a,, +log(Y.s ")
is education adjusted log regional real expendipereadult:?> Average log country expenditure

is the population weighted sum of log regional eglenditure:

10) log(Cq) = >, S, log(Cy)

rfr(c)

wherer(c) is the set of regions in countryand theS; are the regional population shares.
Regions can be defined at any level that allowsistent aggregation across time, and in my
case will consist of the urban and rural areasaohecountry

Finally, | assume that real consumption expendiisigrowing at an average rate g, so

that real household consumption in country ¢ aétiroan be written as:

1) log(Cy) =log(C) + gt + g t+&,

2Clearly, savings rates are allowed to vary acregions and time (noie, in (8)), but there is the implicit
assumption that savings rates out of permanentrirado not vary by educational attainment. Thigvedl me to
estimate the relative real consumption expenditfieducational categories using data on theirikgabcomes.
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whereg. represents the deviation of the country's groata from the averaggand Iog(CCR)
equals log relative consumption in the base yehiciwin my analysis will be the year 2000.
Uncovering the base year levétg(CF) and average growth rageof real country log
consumption is the fundamental objective of my gsial

(b) Estimation

Estimation proceeds in two steps. In the firgpst combine all of my surveys to
estimate household demand equations, product luptoof the form

12) log(Q.) =a,, +b,Ey + 6|’o)zhn * €t
where logQnprt) Will usually be the index in a discrete choicelpability model or otherwise the
log of some measurable continuous outcome, andenthea, s are a complete set of product
specific region x time (equivalently, survdydummies. Under the assumptions laid out above,
asymptotically the coefficient estimates convexgthe following values:

13 b,=7,R =B, &, =a,+,l0gCr")+n,ep,
While the unconditional expectation 6frt, the influence of relative prices, is zero, itdalon
particular values within any particular productegion x time grouping and ends up being
incorporated into the dummies.

Next, | construct measures of log real regionakscomption as implied by the
consumption of a particular product by dividing preduct x region x time dummy by the
coefficient on educational attainment, adding tineay estimate of average regional educational

attainment, and multiplying by a separately estedaeturn to education:

3In practice, | assign a common date (equal to taamhousehold survey date) to all observationsimwith
particular country survey. Thus, the t's in the&ipn above are really country survey dates.
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Weighted using the regional household populatiares) these measures produce a panel dataset
of country mean log consumption measures, as ichplyethe different product consumption

equations:

19 logCh,) = Y. S, log(C},

rr (c)

These estimates are then projected on product@nitry dummies, time entered separately for
the sub-Saharan African and non sub-Saharan Afdoantries, and a series of random shocks

designed to improve econometric efficiency:
N .
(16) Iog(Cpct) - ap + al: + gAtA + g~At~A + Vct + th + upc + epct +epct

In (16), having removed variation in mean prodwrtsumption levels with the product constants
ap,14 | usea, to estimatéog(C’), the relative country consumption level in theebgsar (2000),
andga andg-a to estimate the mean African and non-African comstion growth rates. The
random coefficients; andyv, explicitly allow growth to vary across countriesdadue to relative
price trends, across product types, while the rameffectu,. takes into account the fact that
relative price differences will result in persidteifferences in product consumption levels across
countries. Each random shock is independently nli@vthe level of its subscript(s). Thusijs

an independent draw from a zero-mean normal digtab affecting the growth of country c,

while uyc is an independent draw from a zero-mean norméilalision affecting the level of

consumption of product p in country ¢ The regm@ssesidual variation has two components:

YThis is unnecessary for a balanced panel, butmitant for unbalanced panels as otherwise mean
worldwide product consumption levels have a spwinfiluence on the estimates of relative countiyregate
consumption.
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(a) the residual variation of the trllmag(CSct) after accounting for the components modeled on the
right-hand sideg, ; plus (b) the additional variation introduced hg uise of the estimate
Iog(ég‘ct) of log(C}, ) as the dependent variabi,, .

By explicitly stating the likelihood | can providee reader with a fuller description of the
role played by the different components in (16der the assumption that all of the errors and

random shocks are normally distributed, the prdigihe sample is observed is given by

(7 L= eXp["S(\EZ_ )Xf,i‘f;‘;ﬁv “XP \uhere = S(RS)+ Ixole,, |? + £(FS)
T

and whereY is the Nx1 vector of observatiomg(égd) , Xis the Nxk matrix of regressors
consisting of product and country indicator varesband time entered separately for the African
and non-African countries, ads kx1 made up of the coefficient vectagsandac, plusga and
g-a. The covariance matr® is made up of three components: X{)RS), the covariance across
observations created by the random shgtk vyt + up, which will depend on the standard
deviations of the component processgs,], o[v,] ando[uy]; (2) IXcs[epct]Z, the orthogonal
variation stemming from the residual orthogonalatawn in Iog(CEm ); and (3)2(FS), the
covariance across observations stemming from thar@nce in the estimation error

Iog(é;‘d) ~log(C,). The log likelihood is maximized with respecitas{Vc], o[V], o[up] and

olex]. Z(FS) is fixed and is calculated from the first stepariance matrices.

15As shown in (15) and (14)09(6;) is computed as the ratio of normally distributedatales. In
calculating the distribution of non-linear funct®af normal variables, it is customary to make afsthe "delta
method", an application of the central limit theareHowever, even the central limit theorem hasintits. As the
probability mass around zero of the random varigbtee denominator increases, the central limébtem breaks
down, the most notable example of which is the wedwn result that the ratio of two independenhdtad normal
variables follows a cauchy distribution, which doesven have any moments. Thus, in preciselgéises where |
want to place the least weight on a variable (beedlie estimate &f, has a substantial probability mass around
zero), the delta method will be a poor guid&¢eS). | handle this problem by using Monte Cadchiniques to
estimatex(FS), generating 100,000 draws from the estimatigd distribution of thea,s andb, in each product
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Maximization of (17) with respect produces the standard GLS estimate of the
coefficient vector as a weighted average of thenXX @ observations:

18 A=(X'QX)TX'QY
In this case, the weighting has two componentsst,Rhere is the weighting imposed by the
random shocks. Thus, for example, to the exdfnt ando[v,] are found to be large, in
estimatingga andg-a less than one-for-one weight will be placed onntoes or products with
relatively large numbers of time series observatioeflecting the fact that, because of the
covariance of growth within countries or produtasge samples for a given country or product
provide less information than equivalent sampl@svdracross countries or products. Similarly,
if o[uyc] is found to be large, less than one-for-one wevgh be placed on large numbers of
product x country observations in estimating thedpct and country meaag anda.'® Given
the highly unbalanced nature of my panel, thesesaiients could have a large effect on the
coefficient estimates if there is a great dealasfation in growth rates and levels by sub-sample
size. In practice, they do not, as shown furtietoWw.

The second component of weighting in (18) involthescovariance matrix of the first
step estimates dbg(éffa) , 2(FS). If one orders the observations product lnglpct, one sees
that this covariance matrix is largéfylock diagonal, made up of the product specifitrives

2,(FS). The inverse of a block diagonal matrix $&it block diagonal. Thu¥-XB deviations

equation and then calculating the resulting meahvamniance of the ratios, to which | then add tbeaciance matrix
of the estimated mean educational attainment bipmeg

®Appendix B provides some mathematical expositioback up this intuition.

YSince the componentg; andb, are estimated product by product (i.e. independariables are entered
separately for each product), the maximum likelthestimate of their covariance matrix is block diagl.
Log(Cy,) also depends on the estimate of mean regionahmigatE,,, which is common to all products. However,
the estimated variance Bf; is tiny relative to the product specific comporsent
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for products where the first step covariance mesrigre large will face small inverses, placing
correspondingly small weight on those observat?BnIs)g(éEd) depends on the ratio of the
regional dummiesy to the education Engel coefficieriis(see equation 14). Since, absent
other regression components, regional dummieseamerglly estimated quite accurately in large
samples, this covariance matrix is large primasihen the consumption-education relation is
weak. Thus, as in the case of the simple exanfiileeqrevious sectiolf, my estimates place
more weight on products where the estimated reisliip between education and consumption is
stronger. As shown further below, this weightiagxtremely important as absent this
adjustment average growth rates are found to bard77.2 percent for the non-African and
African economies, respectively.

Finally, | should note that when comparing indivadicountry levels to PWT levels, |
estimate the country levedg as fixed effects, as described above. Howeverstiéndard
deviation of a set of point estimates is inflatgdestimation error. Consequently, when | seek to
describe the standard deviation of country levelsoimpare with the same statistic from PWT, |
estimate the country levels as random effagtsith standard deviatios[uc]. This choice of

specification has a negligible effect on the ottwefficients estimated in the regression.

®The reader will recognize that for heuristic pugsam acting as iE{RS)+l[e,]*+Z(FS)[* = Z(RS)
l+I/c[epq]2+2(FS)1. This is, of course, not true, so the descripiiothe text literally applies only when the other
components are removed from the model, i.e. igigariteractions between the component matriceshdrcase of
this paper, the presenceX{RS) does not really affect the estimates so ttexaotions between the random shocks
and estimation accuracy weighting are, indeed, pomtant.

1n that simple example, | focused on the calcutatiba mean across product observations for aesing|
country. With each product estimated separatbht, produced a diagonal covariance matrix, allowmgto use
simple algebra to discuss the individual produatlihoods. My actual estimates involve calculasiéor groups of
countries in an unbalanced panel, combined witdeemshocks across products and countries, all afhwh
produces the more complicated matrix algebra dgamigbove. The intuition, however, is the same.
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V. Resaults: The Standard Deviation & Growth Rate of Living Standards

(@) TheReturnto Human Capital

As a preliminary, 1 use DHS data on individualreags from work to calculate the return
to education. | focus on individuals 25 or oldehose education can be taken as completed,
reporting earnings from working for others (i.et far family or self). | find earnings data of
this sort for adult women in 26 DHS surveys in I-Saharan African and 10 other countries,
and for adult men in a sub-sample of 16 of theseeys in 11 sub-Saharan countries and 5 other
countries (see Appendix A). | run the typical Menian regression of log wages on educational
attainment, age, sex and regional controls.

As shown in Table IV, the OLS estimate of the metio human capital is somewhat
sensitive to the number and level of regional adatr While column (1) includes the most basic
controls, a dummy variable for the nominal levelalges in each survey, column (2) includes
survey x rural/urban controls. Doubling the numblegeographical controls in this fashion
lowers the return to a year of education from 1@.50.8 percent. Adding random effects at the
cluster level (column 3) lowers the marginal retfurther, while fixed effects at the cluster level
(column 4) bring it down to 9.5 percent. Thesailtsscan be rationalized by arguing that rich
people tend to live together in rich places, iegions and locales (such as urban centers) which
provide higher earnings for any given level of eation. As more detailed geographical controls
are introduced, the return to education is increggiidentified from within locale differences in
educational attainment and incomes, rather thassaegional income differences. However, it
is also important to note that more detailed ggaigcal controls increase the noise to signal ratio

in educational attainment, biasing the coeffictemtards zero. This is particularly relevant for
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Table IV: Log Wage Regressions
1) 2 3) 4) ()
survey survey x rural/ cluster cluster cluster fixed
dummies urban dummieg random effects| fixed effects effects (V)
educ .115 (.002) .108 (.001) .104 (.001) .095 (.002) .116 (.005)
age .047 (.007) .047 (.007) .049 (.006) .048 (.007) .046 (.008)
age2 -.000 (.000) -.000 (.000) -.000 (.000) -.000 (.000) -.000 (.000)
sex -.350 (.019) -.360 (.019) -.365 (.015) -.366 (.017) -.396 (.020)
N 22996 22996 22996 22996 18418
Notes: Dependent variable is log annualizedwiricome of individuals aged 25-65 working for e,
Coefficients on age2 are small (around -.0004 sgrificant. Educ. and age measured in years=ske¥ female.

the estimates with cluster fixed effects, as tltesamies account for 58 percent of the residual
(orthogonal to the individual controls) variationindividual educational attainment.

Column (5) of Table IV controls for measuremembem individual educational
attainment by instrumenting it with the mean edwcet attainment of other adult members of
the same household, as well as their mean age,aamgegexX® As shown, when instrumented,
the estimated return on human capital jumps to péréent. When compared with the
coefficient for column (4), this suggests that noegesient error accounts for about .19 of the
residual variation in individual educational attaient in that specificatioff. This implies a
measurement standard error of about 1.6, i.eathait 32 percent of the wage reporting sample,

with mean educational attainment of 9.5 y&apser or understate their educational attainment

The absolute values of the t-statistics of these Variables in the first stage regression are 461, 5.7
and 6.1, respectively.

ZThe education coefficient of column (4) using taenple of column (5) is 9.40. Divided by column'§5)
coefficient of 11.60 this indicates a signal tonsibplus noise ratio of .81. The measurement staherror reported
in the next sentence equals the square root dfmk3 the variation in education orthogonal todtieer controls.

“’The wage reporting sample is considerably bettecad than the average for the adult men and wamen
the male & female survey modules from which thedatme (5.1 years). Most of this selection hatotavith
working for others, rather than working per se.ugtthe average educational attainment of adultsreport they
are working is 5.4 years, while the average edanatiattainment of adults who report earnings dakether
working for themselves or others, is 6.7 yeard. réfrun the specification of column (5) usingadlult individuals
reporting earnings from work (including, presumalgigpital income) | get an education coefficienidf6. Thus, a
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by 1.6 years or more. This is large, but by nomsemplausible. Adjusting the coefficient of
column (2) by this estimate of measurement errodpces a point estimate of an "attenuation
bias adjusted"” return to education of 12.5 pergetitat column. When compared with column
(5)'s point estimate, this indicates that althoogfasurement error is a concern there is also
substantial correlation, below the urban/rural Ieletween individual's incomes and the
education-adjusted income level of the locales tiveyin.

In what follows, | will take 11.6 percent as myntkwn" estimate oRe. Psacharopolous
(1994) in his oft cited survey of Mincerian regiess, finds an average marginal return of 13.4
percent in 7 studies of sub-Saharan Africa and 2149 studies of Latin America and the
Caribbean, regions which, together, make up 3thetountries in my sample. Thus, the
number | use is not particularly large or out oéjimg with the existing literaturé. Readers
who have strong alternative priors can scale ahefgrowth rates and cross-national standard
deviations of real expenditure reported below keyrtitio of their preferred number to 11.6.
However, it would take an enormous reduction indbtmated return to education, to around 3

percent, to bring the DHS-implied African growthdres in line with international estimates.

broader sample with a broader measure of incomgupes a higher estimate Rf and hence implies a greater
discrepancy between the DHS and international nreasaf growth.

It would be nice to implement selectivity bias adjoents to correct for selection into employment.
However, these are difficult to implement meanitigfin a Beckerian framework in which family econmsis part
of household demand, so that traditional labourketaselection instruments like marital status arehjpancy are
seen to be correlated with the relative produgtigitthe individual in the household and in the kedr
Nevertheless, just to report what the standard:geiy adjustments produce, | have proceeded blirmligmenting
the earnings equation with separate male and fese#detion equations, including variables such astal status,
current pregnancy (of a woman or a man's partaag,births in the past year, estimating (in an MisEnework)
separate correlations between the disturbance fermtsese male/female equations and the earniggatien. |
consider two possible cases: (1) selection inttgypation/employment alone, whether working féiners or not
(with the wage equation focusing only on those wagKor others, this being taken as random concii@n
employment); (2) selection into reporting wage @sgs working for others. Working on the specifioatof column
(2), which is the easiest to implement in this feavork, | find that the coefficient falls from 10& 10.7 in the first
case and rises to 12.0 in the second.

“In a later section | alloRe to vary by region and find that it is systematigaigher in sub-Saharan Africa,
which raises the estimated growth for that region.
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Table V: Product Level Estimates of the Respoadeducational Attainment
coefficient | Y elasticity coefficient| Y elasticit
Radio .153 (.001) 0.57 Electricity .228 (.001) 0.92
Television .236 (.001) 1.21 Tap Drinking Water| .076 (.001) 0.36
Refrigerator .253 (.001) 1.64 Flush Toilet .234 (.001) 1.37
Bicycle .056 (.001) 0.34 Constructed Floor | .210 (.001) 0.73
Motorcycle .190 (.001) 1.47 log(Rooms/Capita)| .020 (.000) 0.17
Car .250 (.001) 2.01
Telephone .248 (.001) 1.77 At School (6-14) .200 (.001) 0.50
At School (15-24) | .148 (.001) 0.84
log Weight .007 (.000) 0.06 Working (15-24) | -.032 (.002) -0.16
log Height .002 (.000) 0.02 Working (25-49) .020 (.001) 0.08
Diarrhea -.033 (.001) -0.23 Birth (15-24) -.012 (.001) -0.07
Fever -.019 (.001) -0.11 Birth (25-49) -.026 (.001) -0.19
Cough -.006 (.001) -0.04 Marriage (15-24) | -.058 (.001) -0.28
Alive .059 (.002) 0.04 Marriage (25-49) | -.077 (.001) -0.04
Note: The reported number is the coefficistendard error) on household mean adult educationa
attainment in years, with each equation includirnpiplete set of country x survey x region (urbaal)
dummies and the following controls: (1) consumamathles & housing: log number of persons in the
household; (2) children's health: sex, log(1+agadmths) and log(1+age in months) squared (faowll
height, weight and mortality, which are quite linealog(1+age)); (3) household economics: age ayel
squared, as well as sex for education attendan@bles (all others refer to women alone). Y etétstis the
income elasticity, as explained in the footnotéhmtext. Each equation is estimated separately.

Moreover, such a reduction would produce new pwszas it would imply very low growth
outside of Africa and an extremely small cross-¢ouwariation in living standards.

(b) First Step Estimates

Table V above reports the coefficients on houshwan years of adult educational
attainment in product by product demand equatiestsmated with country x survey x
urban/rural dummies and the household and individemographic controls noted in the table.
With the exception of log weight, height and rogmes capita, the figures are the coefficients in a
logit discrete choice model with the implied quesieme elasticities evaluated at the sample

mean probability?

*For the In variables (weight, height and sleepmms), the implied income elasticityfifRe, wherep is
the coefficient. For the logit dichotomous varigglthe elasticity of the probability with resptxrteal income is
B(1-P)/R:, where P is the mean sample value (Table I).
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For our purposes, the main relevance of Tablettfasit establishes that each of the real
consumption variables used in this paper is sigaifily and substantially related to real income,
as measured by years of education. Across therdift products, none of the coefficients is even
close to being insignificant at the 1% level. Tieome elasticities, coupled with the standard
deviation (s.d.) of mean household adult educaddn years) and implied s.d. of predicted log
incomes (4.5*.116 .5), produce substantial variation in predictettomes. Thus, a one s.d.
movement in educational attainment produces a 8ge2cent higher relative probability of
owning a radio (mean value of .573 - see Tablad)alog 68 percent higher probability of
having a flush toilet (.323). Given the early af¢he subjects (0-35 months), children's weight
and height move relatively less, an average ofdBlapercent, respectively, with a s.d. movement
in educational attainment, but are, nevertheless; significantly correlated with household
incomes. The cumulative probability of survivat the average 0 to 35 month year old (mean
value of .930) rises 2 percent with a s.d. movenreptedicted incomes, a small apparent
movement, but actually an implied fall in averagenalative mortality from .07 to .05. The
probability children and youths are in school rigégpercent (mean value of .712) and 42 percent
(.340) with a s.d. movement in incomes, while thabpbility a young woman is working (.412)
or ever-married (.431) falls by 8 percent and 1vt@at, respectively.

(c) The Growth and Standard Deviation of Real Consumption

Table VI below estimates the growth and standardadion of living standards in my
sample of African and non-African countries. | ipelgy establishing, as a benchmark, the Penn
World Tables & United Nations national accounts sugas of consumption growth and relative

levels?® The two data sources are broadly in agreemeggesting a non-African growth rate of

%To make the results comparable with what follolusse estimates are based upon the 135 country x yea
combinations present in my 1990-2006 DHS data.
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Table VI: Estimates of the Growth and StandaediBtion of Living Standards

PWT & UN national accounts: = a + ga*t + ga*t + Uc + V¥t + e

Penn World Tables 7.0 UN National Accounts
Private Consumption Private Consumption
per Capita per Equivalent Adult per Capita
O-a .022 (.004) .020 (.004) .022 (.004)
Oa .011 (.003) .011 (.003) .009 (.003)
ofug .818 (.078) .790 (.075) .710 (.068)
olvd .010 (.003) .010 (.003) .011 (.003)
oleq .084 (.010) .083 (.009) .080 (.009)
DHS products: y = + g-a*t + ga*t + Uc + V't + VFt + Upe + Gt
All Products Consumer Housing Health Fam||y.
Durables Economics
O-a .038 (.006) .046 (.010) .038 (.011) .033 (.006) .031 (.006)
Oa .034 (.005) .056 (.010) .018 (.011) .034 (.006) .025 (.006)
ofug .713 (.072) .742 (.090) 1.08 (.123) .578 (.068) 592 (.071)
o[V .019 (.003) .024 (.007) .017 (.006) .006 (.005) .010 (.005)
olvd .015 (.002) .016 (.004) .027 (.005) .013 (.005) .013 (.003)
o[Upd .872 (.020) .968 (.042) 1.01 (.053) .504 (.030) .765 (.036)
olepcd .241 (.006) .221 (.009) .252 (.014) .273 (.018) .206 (.010)

Notes: The u terms represent random effeatsvaily for variation in country and country x prodigvels,
the v terms represent random variation in countiy roduct growth rates, and e represents the mor. The
subscripts denote the index across which the rarstaok or error applies (e.g, i random variation in country
growth). The PWT and UN regressions do not inclashelom product level and growth variation becahse
dependent variable is a national GDP aggregsité represents the estimated standard deviatigheofelevant
random effect or error. PWT uses PPP measuresbtonsumption and the UN measures are in constariet
exchange US dollars with ad hoc PPP adjustmengsf@getnote in text). PWT calculates equivalentlesdoy
assigning a weight of .5 to persons under 15. Di¢8sures incorporate the first step covariancexnato the
likelihood, as discussed earlier above.

just over 2 percent, a sub-Saharan growth rateooira 1 percent, and a standard deviation of
living standards across countries in 2000 (the aae) of between .7 and 28.As shown in the

lower left hand panel of the table, the DHS prodiath are consistent with a comparable

*This is not surprising as, given the benchmarkl&wéexpenditure, PWT extrapolates internatiorsihdet
measures of growth by GDP component, while the dtdlthse, despite being nominally at market excheatgs,
makes ad hoc PPP adjustments to levels (as repatrtetp://unstats.un.org/unsd/snaama/formulasiagpe case of
economies with volatile price levels and excharages, an adjustment is made using relative donigSimflation
rates back to "the year closest to the year intgqurewith a realistic GDP per capita US dollar figt).
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standard deviation of living standards in 2000 §)7 but suggest a non-African growth rate of
3.8 percent and a sub-Saharan growth rate of 3céipie the latter being three and a half times
that reported by the PWT and UN. When the DHS degaexamined product group by product
group, we find greater sub-Saharan growth in dergbbds (5.6 percent) and lower growth in
housing (1.8 percent), but even this measureliglstible that of the international sources. The
consumption growth implied by health and family momics is slightly below the average for all
product groups. Hence, my results do not stem ftanfact that | use a concept of consumption
that is broader than the typical national accoumgasuré’ Finally, | note that the standard
deviation of living standards is substantially hegin housing, but the overall dispersion of these
measures by product group is not grossly incondistéh the PWT aggregates.

Figure Il graphs the DHS point estimates of remattensumption levels in 2000 (the base
year) against the comparable estimates from the .PR6F the purposes of comparison, | show
data from PWT 6.2, the earliest to contain 200@ diat all my economies, and the latest PWT
7.0, which incorporates significant updates bagehuhe 2005 ICP worldwide detailed study of
prices. Several facts stand out. First, the mexs#nt version of PWT contains a massive
downward revision of the relative consumption ahBabwe, producing a huge discrepancy with
my DHS estimate. In a hyperinflationary economyabBmifferences in the timing of the
measurement of nominal expenditure and price lesaatsproduce extraordinary errors, and |
would be inclined to favour my DHS estimates onetessary, the earlier PWT calculations.
Second, my DHS estimates are systematically hitjizer the PWT for the former centrally

planned economies which, because the material ptagstem didn't measure non-material

?’Restricting my measure to durables and housingtiegel get non-African and African growth rates4o8
(.009) and 4.1 (.009) percent, respectively.
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Figure II: Relative Real Consumption (2000)
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sectors such as services, tend to underestimate’&BRecluding Zimbabwe and the former
centrally planned economies, the correlation betvtee DHS and PWT 7.0 relative level
estimates for the year 2000 is .902. In PWT 7e0stib-Saharan economies are on average 97%
poorer than the non-African countries. My DHS rasties return a similar log gap of 8.

Figure Il illustrates a third significant fact. Beeen PWT 6.2 and PWT 7.0 there is a
strong convergence towards my DHS calculationsyvaenced by the tighter fit around a°45
line in the second panel. Much of this stems fthenfact that no benchmark study of prices
existed for many of the countries in PWT 6.2. Reging the change in the estimate of relative
consumption between PWT 6.2 and PWT 7.0 on therdifice between the PWT 6.2 and my
DHS estimates of relative consumption, | get afoaeht of -.47 (-.39 without Zimbabwe). If,
however, | restrict attention to the 16 economagsathich no benchmark study of prices existed
in PWT 6.2 (which does not include Zimbabwe), | geefficient of -.66. As the PWT has
developed actual data on prices for some of ite@ties, and improved the estimates of the
others with the detailed 2005 ICP, its estimatels/ofg standards in the year 2000 have
converged to those | derive from the DHS. The Pafimates of growth in the poorest regions

of the world, however, remain dependent upon trgels fabricated historical series of GDP

*Thus, in the case of China, the example | am naostliar with, as surveys have been initiated toezov
previously unmeasured sectors there have beenuargard revisions of GDP. | should also note thit
discrepancy is not due to my use of non-traditi@oalsumption measures such as health and famihoetics. The
average gap between the DHS and PWT estimateg oéldtive GDP of the 7 former CPEs in Figure6286. If |
recalculate the DHS estimates without health andljaeconomics, it actually rises to 71%.

2%Some readers have queried whether this, couplédmjtestimates of African growth, does not imply
implausible poverty in Africa prior to the base y2800. In response, | ask that the following $am kept in mind:
(1) the gap between the highest and lowest logtcpgonsumption per equivalent adult in 2000 in PW0O is 5.0,
or 3.5 if restricted to the 56 countries | stud), PWT 6.2 showed a log gap of .69 in the base, yras the PWT
revision alone moved relative African incomes ddwralmost 30 percent; (3) My analysis is for 1990, so all |
am arguing is that rather than losing 1% per anfrom 1990 to 2000 relative to the other LDCs in saynple (as
suggested by PWT & UN) Africa kept pace with th€#);In an absolute sense | am reporting .34 grdatii\frica
from 1990 to 2000 as opposed to the .11 indicaye@dWT 7.0. In sum, compared to the differencesiwiand
across versions of PWT the relative and absoluteements | am talking about are quite small.
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Table VII: Crude Growth of Living Standards by Buot
(regression of country x product measures on trandscountry dummies)
G-A Oa d-a Oa
Radio .016 (.008) .056 (.007) Electricity .056 (.008) .048 (.007)
Television .055 (.006) .067 (.006) | Tap Drinking Water| .008 (.022) .028 (.020)
Refrigerator | .040 (.006) .029 (.005) Flush Toilet .068 (.010) .019 (.009)
Bicycle .082 (.019) 131 (.015) Constructed Floor | .032 (.007) .019 (.006)
Motorcycle .035 (.008) .027 (.006) | log(Rooms/Capita)| .040 (.013) | -.015(.010)
Car .016 (.006) .016 (.005)
Telephone .081 (.016) .081 (.016) At School (6-14) .034 (.007) .044 (.006)
At School (15-24) .035 (.009) .028 (.008)
log Weight .027 (.010) .032 (.008) Working (15-24) .027 (.067) | -.046 (.049)
log Height .055 (.043) .019 (.034) Working (25-49) .029 (.113) .156 (.082)
No Diarrhea | .016 (.028) .076 (.025) Birth (15-24) .149 (.029) .038 (.026)
No Fever .048 (.056) .245 (.049) Birth (25-49) .118 (.014) .021 (.013)
No Cough .105 (.193) 542 (.170) Marriage (15-24) .026 (.011) .050 (.009)
Alive .083 (.010) .039 (.009) Marriage (25-49) .027 (.010) .046 (.009)
Product Averages:_g= .050 (.010), g=.069 (.008).
Note: Dependent variable in each case is tbdymt x country level given by equation (15).

growth circulated by international agenciés.

Since the key discrepancy between my resultsraednational sources lies in the growth
rate, in Table VIl | summarize this aspect of thd$data by reporting the consumption growth
estimated by simply regressing the real consumpéieels implied by each DHS product (see
equation (15) earlier) on time trends and countmychies. These numbers highlight two aspects
of my results and methodology. First, the aversage Saharan product growth rate, at 6.9

percent, is higher than the average non-Africaipcogrowth rate of 5.0 percent, suggesting

*There has been a slight upward revision of groates between PWT 6.2 and PWT 7.0, as the analfsis o
the upper half of Table VI produces slightly lovggowth rates using PWT 6.2 data (e.g. growth ofgki¢ent
outside of sub-Saharan Africa and 0.9 percent withib-Saharan Africa using consumption per equitaldult).

This should represent revision of national accoumtasures, and not PWT PPPs, as the PWT measu&&oby
component (e.g. consumption) simply involve exttapiog levels in the benchmark year using nati@ealounts
growth rates. Thus the inconsistency in PWT gronates produced by the reweighting of GDP companienéach
new benchmark highlighted by Johnson et al (2099pt relevant here.
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Table VIII: Sensitivity Tests
Yoot = & + Ga*t + ga*t + Uc + V't + VIt + Upe + 6t

first step logit for dichotomous variables
2" step 2" step Jackknife Bootstrap | 1% step cluster 1% step cluste
w/outX(FS) | w/outZ(RS) Products All Steps | random effects fixed effects
O-A .047 (.019) .035 (.006) .038 (.005) .038 (.008) .047 (.006) .049 (.008)
Oa .072 (.018) .032 (.005) .034 (.005) .036 (.008) .038 (.006) .038 (.007)
olud .938 (.117) .743 (.073) .713 (.083) .739 (.092) .841 (.085) .853 (.087)
alternative first step functional forms
Probit Weibull Gompertz Cauchy Linear Hermite
O-a .037 (.005) .039 (.005) .041 (.007) .046 (.007) .037 (.005) .038 (.005)
Oa .032 (.005) .028 (.005) .042 (.006) .041 (.007) .029 (.005) .032 (.005)
olug] .680 (.069) .675 (.069) .820 (.083) .957 (.102) .657 (.067) .692 (.070)

Note: Unless otherwise noted, each spedifinancludes the full set of error terms,,(Ve, e, &) as in the lower
left panel of Table VI, but only the & o[u] are reported. “w/oUuE(FS)”: without first step estimation error
covariance matrix in"® step GLS covariance matrix. “w/oBfRS)”: without covariance matrix induced by random
shocks y, Ve and yin 2 step GLS covariance matrix (includes the randdiecef}. as this is used to measure
dispersion of base year consumption levels).

that overall African consumption growth is at leastpar with non-African growtf. Second,
these numbers show that, in producing the estintdt€able VI above my method of weighting
by including the first step covariance matrix ie BLS likelihood systematically places a lower
weight on high growth outliers. This is further@masized in the upper left hand panel of Table
VIl below, where | calculate the aggregate constiompgrowth implied by the DHS data using
the same random effects model specified in TabléMi without the inclusion of the first-step
covariance matrix in the likelihood. In this (ecometrically incorrect) specification, | find
average growth rates of 4.7 percent and 7.2 peneehé non-African and sub-Saharan countries,

respectively, and a much higher cross country stahdeviation of .938 in the year 2000.

1For the reader who notes it, | should explain thatlarge negative growth implied by the market
participation of young women comes from the faet ith the micro-data regression young women'’s gigtion is
negatively associated with household educatiotairehent (i.e. young women in richer householddess likely
to be working and more likely to be in school), the trend in the African sample is for rising metrRarticipation
by young women. However, neither the African e hon-African trend in this regression is sigrafit
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Beyond estimation without the covariance matriabl€ VIII reports additional sensitivity
tests of the DHS results. In the second uppertdfimn, | estimate the baseline model without
the random effects for country x product consumplévels (i) and without the random
variation in product and country growth ratesdmd \). Relative to this panel, we see that the
baseline model (lower-left panel of Table VI) higlgly higher growth rates. As noted earlier,
the controls for random variation in product androy growth rates (vand \) reduce the
relative weight on products or countries with largenbers of observations, which could be
important in my unbalanced panel. Although théwstied standard deviations of these shocks in
the baseline model are quite substantial, the tvamign growth rates by number of observations
is not large enough to make this re-weighting @ity important.

The third column in the upper panel of Table VYéports the average growth rate and
estimated standard deviation estimated from thécgtion of the jackknife to the data, i.e.
estimating the model 26 separate times, each #meving one product from the sample. The
mean jackknife point estimates and the jackkniteresge of their standard errors are incredibly
close to those of the baseline lower left hand pah&able VI earlier. With different relative
price levels and trends, individual products wilbs/ unusually high or low levels and growth
rates, but this distribution, with the adjustmehthe I step covariance matrix, looks to be about
what one expects from the normally distributed rtbat underlie the specification of the
baseline model. The delete-1 jackknifed growtbsaange from .036 to .039 for the non-
African economies and .030 to .036 for the Afrisample. This variation is smaller when
growth is estimated using local income elasticjteessshown in the next section.

The fourth column in the top row of the upper paridable VIl provides an alternative

calculation of means and standard errors usingdo¢strap. My estimation procedure involves
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multiple steps, with the calculations from earb&ps appearing as dependent variables or
elements of the second step covariance matricake thle survey data themselves are collected
in clusters which are, typically, stratified by i@g, so the usual estimates of standard errors
could be inaccurat&. Consequently, | bootstrap and recalculate athefresults 250 times,
randomly sampling with replacement 135 surveys froynl35 surveys, randomly sampling the
clusters within each survey (stratified by urbardrlocation), and randomly sampling 26 from
my 26 products. As shown in Table VI, the reggtpoint estimates are close to those
calculated using the original data, but the stash@arors are between 30 and 60 % larger than
those reported in the lower left hand panel of €l The bootstrapped 95% confidence
intervals for the non-African and African growthes are .025 to .051 and .022 to .049,
respectively. Given the enormous computationa¢tinvolved, it is not possible to repeat this
procedure for all of the other estimates | shalbrg but this gives some sense of the degree to
which the reported standard errors might be adjuiSte

Columns five and six of the upper panel of Tabld ¥8-estimate the first-step product
demand equations using cluster random and fixettsfto explicitly allow for correlation in the

error terms for households within clusters. Whstimsated with cluster random or fixed

%2Given the complexities introduced by the samplirmgrfework and the use of monte carlo estimateseof th
covariance matrix based upon the first step estimjdhe standard two step formulas (e.g. MurphyTaymel 1985 or
Hardin 2002) are not easily applied here. Outesidéie bootstrap calculations, in all second sidgbets | report
standard errors based upon the inverse of the imedassian, while the first step covariance masigused in the
monte carlo calculation of covariance matrices)thgesandwich adjustment for clustering.

33 est there be any confusion, | should clarify tiet difference between the third and fourth columins
Table VIl lies in the conceptualization of the gaing problem, and not in the jackknife vs. the tst@p. The third
column provides a non-parametric estimate of thiakdity induced by the sampling of products, giwhe first step
estimates and the survey sample. The fourth colprowvides a non-parametric estimate of the vaitghitiduced
by the sampling of surveys, clusters and produkctRuld just as easily bootstrap the third coluamrawing 250
samples of 26 products from my 26 products. Thislpces the coefficients (s.e.) .034 (.005), .08@5), and .729
(.081). The jackknife, however, allows me to repbe sensitivity of the growth rate to the extreméthe product
growth distribution, as noted in the text.

33



effect$?, the first step quasi-income elasticities (i.eeftioients on educational attainment) fall,
implying that any movement in physical consumpt®rels is associated with greater real
consumption growth. Consequently, the estimateseofirowth and standard deviation of living
standards are higher, as shown in the fifth antth giglumns of Table VIII. Although the cluster
effects are always significahtit is not clear these estimates are an improvéemethose found
ignoring cluster level correlations. First, as tmenels down to the cluster level, the noise to
signal ratio in measures of household educatidt@hanent rises, biasing the coefficients
towards zero. Thus, it is not clear whether thalEmestimates of quasi-income elasticities of
demand are more accurate representations of re&8#gond, much of the correlation within
clusters in consumption represents, in fact, theane of demand (for communal infrastructure)
that is implicitly paid for through the cost of leing and land. To this extent, one would clearly
want to identify the quasi-elasticity of demandngsbetween cluster, rather than within cluster,
variation. For these reasons, | treat estimatésowt adjustment for cluster random or fixed
effects as my baseline, as reported in Table Viezaf

The lower panel of Table VIII explores the senslyiof the results to alternative

specifications of the probability model used in #stimation of the *lstep demands for the

% For the dichotomous variables, | use Butler & Mi(1982) random effects specification, modeting
random effect as normally distributed and usingg3adermite quadrature to integrate the clustet jouit
probability, while for fixed effects | use Chamkzn's (1980) conditional logit likelihood, implititdifferencing out
the cluster fixed effects (without actually estimgtthem) by evaluating the likelihood of a partanucluster
outcome conditional on overall cluster charactexsst As for both logit and regression the regiahainmies cannot
be directly estimated with cluster fixed effecteniploy a two-step procedure: first, estimatingiticome elasticity
and demographic coefficients using cluster fixddas, and then using these estimated coefficemtn offset in a
cluster random effects specification where | cataithe regional product dummies. The covarianaixnof the
regional dummies and the estimated income elasticé adjusted for the two-step procedure.

%The estimate of random cluster variation is alwsigsificantly different from zero, while a Hausmigst of
fixed versus random effects always concludes indawf fixed effects, i.e. that there is correlatlmetween the
random effect and the independent variables.

*In all tables, when | don't have explicit clustandom or fixed effects | always adjust the firsist
covariance matrix (which is then used in the seciad mle) for clustering.
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dichotomous (0-1) variables. The plot of the prgbormal) cumulative density is, when
rescaled, very similar to that of the logit, thelwd is asymmetric with somewhat fatter upper
tails, the gompertz is asymmetric with fatter lowagls, the cauchy fattens both tails
symmetrically, and the linear probability model gmoes thinner (zero) tails at the extremes of
the distributior®’ A fatter (thinner) tail means that changes in meansumption levels in that
region are associated with bigger (smaller) movamienthe index determining the probability.
Consequently, the gompertz and cauchy translateliberved movements in the low levels of
sub-Saharan product consumption into higher estisnat aggregate consumption growth, while
the weibull and linear model translate these movesiato lower estimates of consumption
growth. To resolve these differences, | applysbmiparametric discrete choice model
developed by Gabler, Laisney and Lechner (1993ijchmirises a Hermite series expansion of the
cumulative density, a flexible form that can appnoate all of the other distributions used in the
table®® As shown in the last column of the lower paneTable VI, this produces estimates

that are just slightly below the baseline logitulesof Table VI.

VI. Estimates Using Local Income Elasticities

The analysis above imposes the strong assumpptatritte return to education and the
income response of demand is the same in all acé¢baomies. Levels of development,
however, are likely to affect both the return taegtion and the income elasticity of demand for

particular products, while differences in local ddions and relative prices will not only

%’Since the weibull and gompertz are asymmetricsfreification of a “success” (e.g. cough or no ¢jug
affects the results. | adjust the measuremerttef/ariables so that a success is associated pitkitive quasi-
income elasticity in the gompertz and a negatiastality in the weibull. Thus, for example, succés the health
variables is measured as no diarrhea, no feverpngh, and child alive. Since the weibull and genwp
distributions are mirror images of each other,dpposite scaling simply exchanges the two setesflts.

%) set their k = 3, which results in the probabilitging the integral of a 6th order polynomial in XBes the
normal density for XB.
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influence levels of demand (as allowed above) laa mcome elasticities. Although | have
explored a variety of functional forms, includingnsiparametric approximations, that translate a
given coefficient on household educational attaininneto different elasticities of demand at
different levels® it is still possible that heterogeneity acrossshample accounts for my results.
In particular, if the response of demand to edocati attainment is systematically higher in sub-
Saharan Africa or the return to education is syaterally lower, then the estimates reported
above will overstate African growth. In this sectil address this concern by estimating demand
patterns country by country and the return to etloicavithin and outside Africa. While I find
heterogeneity across the sample, it is not systeafigtrelated to the results emphasized in this
paper, i.e. with local demand coefficients | dtilld African growth to be the equal of non-
African growth and close to four times as fasteggmorted in international sources.

(&) Methods

If one re-estimates the household demand equakt@ne@rlier above country by country,

the resulting measures of regional living standariidoe given by:

“ . ~ |l a A
aay ) =Re| "=+ E,

p

where the superscript ¢ on the quasi-income elgstind the return to education emphasizes that
these may now vary by country. These regional (rlean/rural) measures can no longer be
meaningfully compared across countries. Howewer growth of product consumption within a
country, translated into income equivalents wittbastant country-specific income elasticity,

can still be examined. Thus, | use population Wisigo produce country level measures

% Thus, for example, in the logit the elasticity bétpurchase probability with respect to educational
attainment ig1-P)b,, whereb, is the product coefficient on educational attaintrendP is the expected probability
of purchase. Clearly, this falls as the consunmpgicbability (level) rises.
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In(é;*;) (as in (15) earlier) and study the growth of thesasures in the random effects

regression:

(16)’ ln(Csct) = a'pc + gAtA + g~At~A + Vct + th + epct + épct

Relative to equation (16) earlier, | now introd@eomplete set of product x country dummies

apc to account for the differing levels introducedthy country varyindy, , and make no attempt

to compare overall country levels of consumption.

In the PWT a fixed set of international prices $ed to weight local real expenditures,
producing estimates of relative real consumptisaugh space and time. In a similar fashion,
the simplifying assumption of common internatiogaési-income elasticities of demand in the
previous section allowed me to translate produnsamption levels into income equivalents that
could be compared internationally and intertempyrah the national accounts, country specific
constant price indices are used to calculate growtbm a welfare theoretic perspective, these
produce more accurate measures of growth thanWhe @s the component real expenditures
are weighted by the prices faced by the econontargl¢ but the resulting level measures are no
longer comparable internationally. Similarly, ms section, in calculating the income equivalent
of product consumption using local income elasésitl produce measures of local growth that
are theoretically (if not necessarily statisticallyore accurate, but at the cost of no longer being
able to compare levels internationally.

(b) First Step Estimates

As a preliminary, Table IX below runs separate ¢¢iman regressions for the African and

non-African countries of log earnings from workifog others on education and demographic
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Table IX: Log Wage Regressions by Region
1) 2 3) 4) ()
survey survey x rural/ cluster cluster cluster fixed
dummies urban dummieg random effects| fixed effects effects (IV)
educ .140 (.003) .129 (.003) .123 (.002) .113 (.003) .139 (.009)
« age .064 (.012) .064 (.012) .064 (.011) .053 (.013) .051 (.015)
-§ age2 -.001 (.000) -.001 (.000) -.001 (.000) -.000 (.000) -.000 (.000)
< sex -.043 (.037) -.056 (.037) -.063 (.026) -.061 (.030) -.030 (.038)
N 8041 8041 8041 8041 5897
educ .103 (.002) .098 (.002) .095 (.001) .087 (.002) .103 (.005)
© age .042 (.008) .042 (.008) .046 (.007) .051 (.008) .050 (.010)
£ | age2 -.000 (.000) -.000 (.000) -.000 (.000) -.001 (.000) -.000 (.000)
<;: sex -.548 (.019) -.554 (.019) -.553 (.019) -.539 (.020) -.555 (.023)
N 1495¢ 1495¢ 1495¢ 1495¢ 1252
For notes and details on variable constructen®able IV and Appendix A. Coefficients on age2 generally
between -.0004 & -.0006 and significant.

characteristics following the specifications desed in Table IV earlie?’ As can be seen, the
return to education appears to be higher in Afincall formulations. As before | instrument with
the educational attainment of other household mesrtbecontrol for measurement error, which
becomes an increasingly serious concern as adalitiocal fixed effects are added. Comparing
the last two columns of the table, the proportia@tsnuation bias from measurement error
appears to be roughly the same for the two gro@ipsuntries, with an implied measurement
standard error of 1.5 in both cases. | take theg¥Ccification, with an estimated return to

education of .139 in Africa and .103 outside ofiédr as the basis for my analy$ts.

“°As | do not have wage data for many countries, it possible to calculate a sepaftéor each country.
The Africa/non-Africa breakdown employed aboveduls the results emphasized in the paper.

“IAs shown in the table, women appear to face agietgi discount in the labour market in sub-Saharan
Africa. This is a place where selectivity biadikgly to play a major role and, indeed, adjustrseaibng this
dimension yield the expected results. When | egtinthe wage equation formulation of column (2)tlgiwith a
labour participation equation using marital andgmancy status as independent determinants of jpatiicn (as
described in the footnote associated with seldgthias in Table V), the woman's discount rise986 in Africa,
while remaining at 59% for the non-African econosni¢dowever, the educational income profile, ab.a8d .098
within and outside Africa, respectively, is largelychanged.
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Table X: Cross-Country Heterogeneity of Logit aggRession
Coefficients on Household Educational Attainment
Mean Standard Mean Standard
Country Dev. of N Country Dev. of N
Coefficient Coef. Coefficient Coef.
Radio .162 (.006) | .043 (.004) | 55 | Electricity .235(.012) | .084 (.009) | 53
Television .252 (.009) | .063 (.006) | 55 | Tap Water .091 (.009) | .066 (.007) | 55
Refrigerator .264 (.009) | .067 (.007) | 54 | Flush Toilet .248 (.008) | .058 (.006) | 53
Bicycle .059 (.010) | .071(.007) | 55 | Cons. Floor .205 (.010) | .071(.007) | 54
Motorcycle .161 (.012) | .086 (.009) | 55 | log(Rms/Capita) | .016 (.002) | .012 (.001) | 50
Car .244 (.008) | .057 (.006) | 53
Telephone .270 (.010) | .072(.008) | 52 | At School (6-14) | .208 (.009) | .066 (.007) | 56
At School (15-24)| .163 (.009) | .068 (.007) | 55
log Weight .007 (.000) | .002 (.000) | 51 | Working (15-24) | -.009 (.007) | .044 (.005) | 49
log Height .002 (.000) | .001 (.000) | 51 | Working (25-49) .052 (.010) | .067 (.007) | 49
Diarrhea -.035 (.004) | .023 (.003) | 55 | Birth (15-24) -.014 (.003) | .014 (.003) | 56
Fever -.020 (.003) | .019 (.003) | 55 | Birth (25-49) -.033 (.004) | .023 (.003) | 56
Cough -.005 (.003) | .023(.003) | 55 | Marriage (15-24) | -.050 (.007) | .050 (.005) | 56
Alive .057 (.005) | .030(.004) | 56 | Marriage (25-49) | -.089 (.008) | .058 (.006) | 56
Notes: N = # of country-level estimating equasio Numbers in parentheses are standard erroesun bind

standard deviation estimated taking into accoumtlt step standard errors of the coefficientsauséhold
educational attainment.

Table X describes the strong heterogeneity ac@osstries in demand patterns. For each
product | regress the first-step country level Gioeits on household educational attainment on
a constant. The figures reported in the tablegreeonstant (mean country coefficient) and the
standard error of the regression (standard dewiatiche coefficientsj? As can be seen, the
standard deviations are very large relative tontlean values of the coefficients, reflecting the
degree of heterogeneity. To cite just one examphde the demand for tap water is strongly
positively associated with educational attainmarthe world as a whole (mean coefficient =
.091), it is quite negatively associated with edioceal attainment in the Dominican Republic

(coef. =-.10), where tap water is known to be aonhated.

“2Since the dependent variables are estimated, tpocate their covariance matrix in the likelihoothus,
the constants are adjusted for weighting based tipoprecision of each estimate and the standand efrthe
regression is reduced by the MLE's recognition izt of the variation in the dependent variabéesinple
estimation error.
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Table XI: Growth Measures Based on Local DemartteRes
Ypct = & t ga*t + ga't + Vp*t + vt + €pct

first step logit for dichotomous variables

All Consumer . Family
Products Durables Housing Health Economics
O-a .034 (.005) .041 (.008) .044 (.008) .025 (.007) .024 (.008)
Oa .037 (.005) .051 (.009) .019 (.012) .037 (.008) .040 (.008)
2" step 2" step Jackknife Bootstrap | 1% step cluster] 1% step cluster
w/outZ(FS) | w/outZ(RS) Products All Steps random effects fixed effects
O-A -.023 (.038) .033 (.002) .034 (.004) .033 (.007) .041 (.006) .051 (.008)
Oa .099 (.024) .038 (.002) .037 (.004) .037 (.008) .044 (.006) .049 (.008)
alternative first step functional forms
Probit Weibull Gompertz Cauchy Linear Hermite
g | .033(.005) | .032(.005) | .036(.006) | .039(.006) | .035(.006) | .033(.005)
Oa .036 (.005) | .033(.004) | .042(.006) | .043(.007) | .031(.004) | .036 (.005)

Note: Unless otherwise noted, each spedificas run separately for Africa and non-Africadaincludes product X
country dummies (g) and random effects for country and product grofvthv,). To save space | only report the
estimated growth rates, g “w/out=(FS)”: without first step estimation error covari@matrix in 2 step GLS
covariance matrix. “w/out(RS)": without covariance matrix induced by randshocks y and v in 2" step GLS

covariance matrix.

(c) Second Step Growth Results

Table XI presents separate estimates of growtherAfrican and non-African economies

based on equation (16)". It is immediately appatteat the considerable heterogeneity in

demand patterns described above has little effeth® results. Focusing on the baseline logit

formulation, African growth is now seen to be sorhatnhigher than previously estimated in

Table VI (.037 vs .034) and non-African growth sevhat lower (.034 vs .038). As before, the

growth rates of durables are higher than the aeenagile African growth is substantially slower

in housing. Growth in the non-traditional consuimptimeasures, health and family economics,
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is somewhat lower than the average, particulartgida of Africa, so these do not explain the
discrepancy with international measures of grot#th.

Turning to the results reported in the lower r@fithe table, we see that estimates
without adjustment for the precision of the firgsestimates are nonsensical (methodologically
and practically). The variation in the significenaf first step estimates of the relationship
between product consumption and education at thetoplevel is enormous and accounting for
this substantially re-weights the observationscdntrast, removing the adjustment for random
variation in product and country growth rates hidlle leffect on estimated growth. The estimated
standard deviations of the product and country gnawates §[vp] ando[v]) for the African
(.017 and .012) and non-African (.018 and .013neades in the upper-left hand cell of Table
XI are substantial, but this re-weighting hagditffect as there does not appear to be much
systematic variation in growth rates by the nundfesbservations within my unbalanced panel.
A product jackknife produces means and standaod<sthat are close to those estimated under
the baseline assumptions, showing once againhbatdvariance weighted product growth
distribution approximates the normal distributi@s@amed in the baseline model. The gap
between the slowest and fastest delete-1 jacklgniferth rates is actually smaller than in
previous section, i.e. ranging from .032 to .035tf@ non-African countries and from .036 to
.039 for sub-Saharan Africa. A bootstrap of alpst of the estimation process (surveys, clusters
and products) suggests that the true standardsemght be about 40 to 60 % as large as those
reported initially in the upper-left hand columntbé table. The bootstrapped 95% confidence
interval is .023 to .045 for non-African growth a®@4 to .050 for sub-Saharan growth. As

before, estimates with random and fixed effect&iyégher average growth rates, alternative

“3Removing these and focusing on durables and hoasimg raises the non-African growth rate to .0d@ a
the African growth rate to .038.
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functional forms produce minor variation in theuks, and a flexible hermite approximation
returns growth estimates which are close to thdésleecbaseline model.

All of these results follow the patterns repdrtn the previous section. There is, without
a doubt, considerable heterogeneity across cosntridgemand patterns, but this averages out
completely and does not eliminate the surprisitngiyn growth, particularly for sub-Saharan

Africa, indicated by the DHS data.

VII. Conclusion

Demographic and Health Survey data on the consompfi consumer durables and
housing, children's health and mortality, the sd¢ingoof youth and the allocation of women's
time between marriage & childbirth and market agtjundicate that since 1990 real material
consumption in sub-Saharan Africa has been ridirzgrate three and half to four times that
recorded by international data sources such aBWAE and UN, and on par with the growth
taking place in other regions of the world. Tligimiraculous achievement, given that the very
real ravages of the AIDS epidemic have deprivedlfasnof prime working age adults, burdened
them with medical and funeral expenses, orphangid $bhool age children and directly and
adversely affected the health of their infants.dAmt, the overall health and mortality of
children is improving, their school attendancdasswg, and family consumption of a variety of
material goods is growing at a rapid rate. Ndistanding these heartening trends, it is
important to keep in mind that the DHS data alsbdate that Africa is much poorer than other
developing countries, with levels of log consumpt@8 percent lower than those enjoyed by the
other developing countries in the DHS sample. dfiats tragic difficulties, sub-Saharan Africa
Is not being left further behind by the rest of tharld. It remains, nevertheless, very much

behind.
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I X: Appendix A: Demographic and Health Survey Data

Table Al below lists the DHS surveys used in thpgn. The DHS survey codes
corresponding to the living standard variablegtsn Table | above are ("hv" variables come
from the household file, all others from the worsdié):

Radio (hv207), television (hv208), refrigerator 209), bicycle (hv210), motorcycle (hv211),
car (hv212), telephone (hv221), electricity (hv2@ép drinking water (hv201), flush toilet
(hv205), constructed floor (hv213), sleeping rodmg216), weight (hw2), height (hw3),
diarrhea (h11), fever (h22), cough (h31), alive)(latending school (hv121 or hv110 if
unavailable), working (v714), gave birth past y@&09), ever married (v502).

All "don't know" or "missing" responses are dropiesh the sample. Some variables are
recoded into broad dichotomous 0/1 categories |asfe:

Constructed floor: hv213 <= 13 (dirt/sand/dung), otherwise (cement/wood/tiles/etc) = 1.
Flush toilet: hv205 < 21 (including septic tanks} /otherwise (pit/latrine/bush/etc) = 0. Tap
drinking water: hv201 < 21 (tapped or piped) =theowise (well/stream/lake/etc) = 0.
Diarrhea, fever and cough in past 2 weeks: yew@nssl or 2 coded as 1 (extra detail on last
24 hours not universal across surveys and not usedjoded as 0. Gave birth past year: one
or more births coded as 1, none coded as 0. Mat#tus: currently and formerly coded as 1,
never coded as 0.

Conditioning/demographic variables (see Table ¥)a@mstructed as follows:

Log number of household members (number of hvidxskbold records); young children's
sex (b4) and age in months (v008-b3); youth's bex(d4) and age (hv105); married women's
age (v012).

Because of changes in the coverage of DHS survestigmnaires over time, samples are
restricted to generate consistent samples, assilo

Children’s health variables: children aged 35 mewothless (i.e. born within 35 months of the
survey). Women'’s fertility and work variables: nantly married women only.

For the wage regressions in Table 1V, | restrigsaif to female and male individuals
aged 25 to 65 reporting that they work for othe&l9 or mv719 = 2, "m" denotes the male
questionnaire). Annual earnings are constructeah fr736/mv736 data, with the earnings of
individuals reporting annual, monthly and weeklyges multiplied by 1, 12 and 50, respectively
(individuals reporting an hourly or daily wage, nogning about 1/5 of those working for others
and reporting wage data, are dropped from the sgmpls | have painstakingly recoded all the
educational data for the household files, but hreatedone the same for the male and female
questionnaires, | get individual age and educationaracteristics by merging the individual files
(which contain the earnings data) with the housetfitds using the individual id numbers,
eliminating cases where the individual's sex dagsmatch across the two files or there is a
discrepancy of more than 2 years in the reported(agighly 7 percent of cases that meet the
other wage sample eligibility criteria).
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Table Al: DHS and Associated Surveys Used in téyeelP
Benin 96*, 01, 06 Niger 92, 98, 06 Bolivia 94*, 98*, 03
Burkina Faso 92, 98, 03 Nigeria 90, 99*, 03 Brazil 91, 96
Cameroon 91, 98, 04 Rwanda 92, 00, 05 Colombia 90, 95%, 00, 05
Cen. Af. Rep. 94* Senegal 92, 05 Dom. Rep. 91, 96*, 99, 02
Chad 96*, 04 South Africa 98* Guatemala 95*, 98*
Comoros 96* Tanzania 92, 96, 99, 03, 04 Guyana 05
Congo 05 Togo 98* Haiti 94, 00, 05
Cote D'lvoire 94, 98, 05 Uganda 95* 00, 06 Honduras 05
Ethiopia 00, 05 Zambia 92, 96*, 01 Nicaragua 97*, 01
Gabon 00 Zimbabwe 94*, 99, 06 Paraguay 90
Ghana 93, 98*, 03 Peru 92, 96*%, 00, 04
Guinea 99, 05 Bangladesh 93, 96, 99, 04
Kenya 93, 98, 03 Cambodia 00, 05 Armenia 00, 05
Lesotho 04 India 92, 98, 05 Egypt 92, 95*%, 00, 03, 0
Madagascar 92, 97*, 03 Indonesia 91, 94, 97, 02 Kazakhstan 95, 99
Malawi 92, 00, 04 Nepal 96*, 01, 06 Kyrgyz Rep. 97
Mali 95*% 01, 06 Pakistan 90 Moldova 05
Mozambique 97*, 03 Philippines 93, 98*, 03 Morocco 92, 03
Namibia 92,00 Vietnam 97, 02 Turkey 93, 98*, 03
Uzbekistan 96
Notes: Years denote date when survey begda;abllection often continues into the followingay. 9x
numbers are 199x, 0x numbers are 200x. (*) Surwéfyswage income data

Employment, schooling and marital status poseiappmblems. On women's
employment, variation in the question form has draereffects on average responses. The
standard questionnaire first asks women if, aparhfhousework, they are currently working and
then follows up with a question that explains thhaten may work in a variety of ways (for cash
or in kind, selling things, in their businesses fams or in the family business) and asks the
respondent if she is currently doing any of theBke combination of these two questions form
the basis for DHS code v714. An occasional thudsgion on whether the woman has done any
work in the past 12 months then produces v731. pfbklem is that many DHS surveys vary
this pattern, omitting the first or second of the tpart v714 question, inserting the words "last
week" into one or both of these questions, omittiregpreliminary v714 questions in their
entirety (but including the v731 question), andreweodifying the questions to focus on working
for cash only. When compared across survey yeatiadividual countries, these changes
produce very large variation in average employmates. Consequently, | restrict my measure
to v714 and only those surveys where the two-pagstion is asked in its standard form.

On schooling, some questionnaires ask whethandabeehold member attended school in
the past year (hv121) and others whether the holg@ember is currently in school or still in
school (hv110). The form of this question doesse&m to be important, as the differences
within surveys where the two questions overlap lagtsveen surveys when the questions change
are small. Consequently, | take hv121 when ivalable, and use hv110 as a reasonable
substitute when it is not. The main problems #rate in the educational data are that (1) in
some surveys individuals who, when questioned aic&ibnal attainment, say they have never
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been to school are automatically coded as not itlyrattending school, whereas in other
surveys they are not; (2) the educational atterelgnestion is generally restricted to individuals
6 to 24, but in some surveys the age range isdurtgstricted, while those who were not asked
the question are automatically coded as not attgndi solve these problems by coding all
individuals whose educational attainment is listechaving never attended school as not
currently attending and, in cases where problenaliggs for 6 year olds only, coding all 6 year
olds as missing. For the Indian surveys, probi2hatises for individuals older than 14, 17 or 18
(depending on the survey), eliminating most of16e24 age group. Consequently, | eliminate
India from the sample for this variable. In thee®af the few surveys with missing data for 6
year olds, | deem that the age controls and thetenge of data for the remainder of youths aged
6-14 allow me to keep them in the sample.

On marital status (never vs currently/formerlfjstis reported in the women's question
module which, in some surveys, is restricted ta-evarried women. To code never-married
women for these surveys, | begin by identifying aldielitional eligibility criterion for the female
survey (usually "slept last night", rarely "usuasident”, but the two variables are extraordinarily
correlated). | then code all women in the housgfitd meeting the additional eligibility
criterion who are also listed as "not eligible" tbe women's questionnaire as "never married”,
and merge these records with the marriage datatlierwomen's question module. The marital
status of women who do not meet the additionalkglity criterion is uncertain (they are
excluded from the female survey even if they areried), so they are dropped from the marital
status sample.

Finally, | turn to educational attainment. The ®Huestionnaires ask respondents for
their educational attainment, measured as grad éhieved, not the number of years attended.
The DHS "recode" takes this raw data, convertst@ & broad categorical variable (hv106 =
none, primary, secondary, tertiary), a measuresafyat that level (hv107), and total years of
attainment (hv108). Unfortunately, the procedw®sd by programmers to generate these
conversions over the years have varied, with, Xangle, the number of years of education
falling in each hv106 category varying even withountries. Most fundamentally, there are
extraordinary errors and inconsistencies in reagthe final years of attainment (hv108), with, to
cite some examples, those responding "don't knawdde of 8 in many surveys, credited 8 years
of education; reaching tertiary education (not cmgnyears there) being credited anything from
10 to 19 years base (sometimes, within the sametigguupper secondary systems that require
10 formal levels to reach being coded as 6 ye&rs; Working with the DHS questionnaires,
original "raw" non-recode data generously providgdhe DHS programmers, and summaries of
educational systems and their history found on wwebsiosted by UNESCO,
education.stateuniversity.com, jstor, and the etimecaninistries of different countries, | have
recoded all the educational attainment data taesgmt years of formal attainment within each
country's educational ladder, taking the levelrdkeng 6 year olds as the starting point. In
cases where systems change over time (e.g. alysikehs primary lasted 6 years and a new
system primary lasts 8 years, so "completed pritaag different meanings), | use the timing of
institutional reform, an individual's birth cohoaind sample information on the distribution of
years of attainment by age group (e.g. those wittompleted primary up to a certain birth
cohort indicate no more than 6 years) to imputapropriate estimate of years of completed
education to different birth cohorts.
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X: Appendix B: Random Variation and Observation Weights

In equation (16) | allow for random variation hretlevel of consumption at the product x
country level () and the trends of particular products or coustig, v). In this appendix |
explain the claim in the text that these randontkbaffect the weighting of observations in the
estimation of the product and country fixed effegtanda; and the time trendg, andg-a.

| begin by describing the solution to a standarbfem. Consider the panel regression:
(Bl) Yit = xitlg +uizit +£it

wherei denotes the panel data group atfte within group observation; is a group specific
shock multiplied by the variabi&;, andX, f andZ; are 1xk, kx1 and 1x1, respectively. The
covariance matrix for th& observations for grouipis given by:

(B2) £, =0’l, +0°ZZ/

u 1 1

wherely; is the identity matrix of dimensioR, andz is the column vector dfi; observations for
groupi. LettingX; andY; denote the corresponding matrice§abbservations foX;; andYi,
following standard GLS results the maximum likebldcestimate of is given by:

4 .
09 p-(mxson ) (mxmy) (575 (257)
where X, =Q?X,, Y, =Q?Y, Q*2Q?=5" and

/
vzl _8ZZ | in g=1- . .
i o Ti Z/Z i (0_52 + O'UZZi/Zi )1/2

£

The dependent variable in (16) is indexed by tletesgacteristics (product x country x
time) and there are multiple random shocks onitjie hand side. Some intuition into how the
random shocks relate to the estimation of diffecemfficients can by arrived at by linking the
three characteristics to the standiaxd notation and considering segments of the probftem i
isolation. With regards to the random effagis leti denote the product x country grouping and
t denote the time dimension, wifl equal to the constant 1. Further, considering tré
estimation of either the country or product fixéfbets @ or a,), let X be the k mutually
exclusive 0/1 indicator variables for the productountry categories. Since tKevariables are
orthogonal to each other, the cross-product matace diagonal and, applying (B3), we see that
the estimate of the coefficient for the kth grosiven by:

®4) A :[za—m]_[z a-a)° zvn] with 6 =1 %
i0S(k) S (k)

(07 +oT)

whereS(K) is the set of (product x country) groupings appearing in catgdaandS(i) is the set
of t (time) observations for grouping The OLS estimate of the kth fixed effect eqBk) with
0, equal to O for ali. Asé, is larger for groups with a larger number of olkagonsT;, we see
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that relative to OLS the GLS estimate places lear & one-for-one weight on observations from
larger groups. This explains my claim regardingitifluence oti,c on the country or product
fixed effects in equation (163 anday).

Regarding the random variation in trengsandv. in (16), leti be the country or product
(respectively)t the cross of the remaining categories (i.e. prodditne or country x time), and
Z andX; the year of the observation (s&¥;). Thus, in this case | am considering (B1) as a
univariate regression on a time trend (without mstant) with random variation across groups in
the trend. Applying (B3) we find that

g,

(BS) :éyr :[Z (1_gi)2 ZyritzJ_ (Z (1_0i)2 ZYn yritJ with 6’| =1- . 172"
i S0) i t0S(i) (0’5 N U'UZ Z yrifj

t0S(i)

The OLS estimate of the time trend equals (B5) witgual to O for all. If the magnitude of
theyr observations is roughly the same acliag®ups, the sum of their squares will be roughly
proportional taol;, sod; will be larger for groups with more observation®nce again, we see

that relative to OLS the GLS estimate places lear & one-for-one weight on observations from
larger groups. This explains my claim regardingitifluence ofj, andv. on the estimation of

the time trendga andg-a in equation (16).

I introduce the random variatiag. to allow for permanent differences in consumption
levels brought about by relative price differencesl the variation, andv, to allow for the fact
that different products (because of global prieads) and countries have different trend growth
rates. In the actual estimation of (16) all of taedom shocks and coefficients are estimated
simultaneously, which introduces interactions nqtiered in the equations above, but | believe
these examples provide some intuition as to hosetleéfects influence the coefficient estimates.
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