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1 Introduction

The United States is the richest country in the world, but American ninth graders rank 28th in

math, 22nd in science, and 18th in reading achievement.1 Seventy percent of American students

graduate from high school, which ranks the United States in the bottom quartile of OECD coun-

tries (Education at a Glance 2007). In large urban areas with high concentrations of blacks and

Hispanics, educational attainment and achievement are even more bleak, with graduation rates as

low as thirty-one percent in cities like Indianapolis (Swanson, 2009). The performance of black and

Hispanic students on international assessments is roughly equal to national scores in Mexico and

Turkey – two of the lowest performing OECD countries.

In an effort to increase achievement and narrow differences between racial groups, school districts

have become laboratories of innovative reforms.2 One potentially cost-effective strategy, which has

yet to be tested in urban public schools, is providing short-term financial incentives for students to

achieve or exhibit certain behaviors correlated with student achievement.3 Theoretically, providing

such incentives could have one of three possible effects. If students lack sufficient motivation,

dramatically discount the future, or lack accurate information on the returns to schooling to exert

optimal effort, providing incentives for achievement will yield increases in student performance.4 If
1Author’s calculations based on data from the 2003 Program for International Student Assessment, which contains

data on forty-one countries including all OECD countries.
2These reforms include smaller schools and classrooms (Nye et al., 1995; Krueger, 1999), mandatory summer

school (Jacob and Lefgren, 2004), merit pay for principals and teachers (Podgursky and Springer, 2007), after-school

programs (Lauer et al., 2006), budget, curricula, and assessment reorganization (Borman et al., 2007), policies to lower

the barrier to teaching via alternative paths to accreditation (Decker, Mayer, and Glazerman, 2004; Kane, Rockoff,

and Staiger, 2008), single-sex education (Shapka and Keating, 2003), data-driven instruction (Datnow, Park, and

Kennedy, 2008), ending social promotion (Greene and Winters, 2006), mayoral/state control of schools (Wong and

Shen, 2002, 2005; Henig and Rich, 2004), instructional coaching (Knight, 2009), local school councils (Easton et al.,

1993), reallocating per-pupil spending (Marlow, 2000; Guryan, 2001), providing more culturally sensitive curricula

(Protheroe and Barsdate, 1991; Thernstrom, 1992; Banks, 2001, 2006), renovated and more technologically savvy

classrooms (Rouse and Krueger, 2004; Goolsbee and Guryan, 2006), professional development for teachers and other

key staff (Boyd et al., 2008; Rockoff, 2008), and increasing parental involvement (Domina, 2005).
3Many parents, teachers, public schools, and high-achieving charter schools [Knowledge is Power Program (KIPP)

and Harlem Children’s Zone, for example] use some form of incentive program in their schools. This paper is the

first large scale intervention project designed to test the effect of student incentives on achievement in urban public

schools in America.
4Economists estimate that the return to an additional year of schooling is roughly ten percent and, if anything,
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students lack the structural resources or knowledge to convert effort to measurable achievement or

if the production function has important complementarities out of their control (effective teachers,

engaged parents, or peer dynamics, e.g.) then incentives will have very little impact. Third,

some argue that financial rewards for students (or any type of external reward or incentive) will

undermine intrinsic motivation and lead to negative outcomes.5 Which one of the above effects –

investment incentives, structural inequalities, or intrinsic motivation – will dominate is unknown.

The experimental estimates obtained will combine elements from these and other potential channels.

In the 2007-2008 and 2008-2009 school years, we conducted incentive experiments in public

schools in Chicago, Dallas, New York City, and Washington, DC – four prototypically low perform-

ing urban school districts – distributing a total of $6.3 million to roughly 38,000 students in 261

schools.6 All experiments were school-based randomized trials. The experiments varied from city to

city on several dimensions: what was rewarded, how often students were given incentives, the grade

levels that participated, and the magnitude of the rewards.7 The key features of each experiment

consisted of monetary payments to students (directly deposited into bank accounts opened for each

student or paid by check to the student) for performance in school according to a simple incentive

scheme. In all cities except Dallas, where students were paid three times a year, payments were

disseminated to students within days of verifying their achievement.8

is higher for black students relative to whites (Card, 1999; Neal and Johnson, 1996; Neal, 2005). Short-term financial

incentives may be a way to straddle the perceived cost of investing in human capital now with the future benefit of

investment.
5There is an active debate in psychology as to whether extrinsic rewards crowd out intrinsic motivation. See, for

instance, Deci (1972), Deci (1975), Kohn (1993), Kohn (1996), Gneezy and Rustichini (2000), or Cameron and Pierce

(1994) for differing views on the subject.
6Throughout the text, I depart from custom by using the terms “we,” “our,” and so on. While this is a sole-

authored work, it took a large team of people to implement the experiments. Using “I” seems disingenuous.
7There are approximately four to five articles per day in major newspapers written about NYC public schools.

Given this media scrutiny and the sensitive nature of paying students to learn, we were unable to design more elaborate

experiments with many treatment arms within a single city. This approach is possible in development economics

[see Bertrand et al. (2009) for a good example]. Thus, to obtain important variation, we designed experiments that

spanned multiple U.S. cities. The natural desire of local governments to tweak experiments being planned in other

cities and to “own” a unique twist led to our pseudo-planned variation. This is not ideal. Future experiments may

be able to provide important treatment variation within a city.
8There was a vast and coordinated implementation effort among twenty project managers to ensure that students,

parents, teachers, and key school staff understood the particulars of each program; that the program was implemented
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Traditional price theory, under a simple set of assumptions, predicts that providing incentives

based on output is socially optimal.9 The key idea is that students know the mapping from the

vector of inputs to output and differ in their marginal returns across inputs. Incentives for inputs

operate as price subsidies for those particular inputs. Incentives for output also operate as a price

subsidy, but allow each student to decide which input from their production function to subsidize.

Since students are assumed to have superior knowledge about how they learn, it is socially optimal

to allow them to allocate their time across inputs. However, if this simple set of assumptions

is violated (risk aversion, noisy output, or if students only have a vague idea of how to produce

output, e.g.), then it can be more effective to provide incentives for inputs. Understanding whether

incentives for inputs or outputs are more effective in increasing student achievement is of great

importance to education policy makers and researchers as they build a framework to understand

the economics of incentive-based education reform. This is the spirit in which we designed our set

of experiments. The programs in Chicago and New York City are “output” experiments, while the

programs in Dallas and Washington, DC, are “input” experiments.

In NYC, we paid fourth and seventh grade students for performance on a series of ten interim

assessments currently administered by the NYC Department of Education to all students. In

Chicago, we paid ninth graders every five weeks for grades in five core courses. In Dallas, we paid

second graders $2 per book to read and pass a short quiz to confirm they read it. In the District of

Columbia, we provided incentives for sixth, seventh, and eighth grade students on a series of five

metrics that included attendance, behavior, and three inputs to the production function chosen by

each school individually.

The results from our incentive experiments are interesting and in some cases quite surprising.

Remarkably, incentives for output did not increase achievement. Paying students for performance

on standardized tests yielded treatment effects for seventh graders between -.018 (.035) and -.030

(.063) standard deviations in mathematics and .018 (.018) and .033 (.032) standard deviations in

reading. The programs in which fourth graders were paid for their test scores exhibited similar

results. Rewarding ninth graders for their grades yielded increases in their grade point average of

.093 (.057) and .131 (.078), but had no effect on achievement test scores in math or reading.

with high fidelity; and that payments were distributed on time and accurately.
9In the classic principal-agent framework, it is assumed that the agents’ actions are not contractible, rendering

moot the decision between inputs and outputs (Mirrlees, 1974; Holmstrom, 1979; Grossman and Hart, 1983).
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Conversely, incentives can be a cost-effective strategy to raise achievement among even the

poorest minority students in the lowest performing schools if the incentives are given for certain

inputs to the educational production function. Paying students to read books yields a large and

statistically significant increase in reading comprehension between .180 (.075) and .249 (.103) stan-

dard deviations, increases vocabulary between .051 (.068) and .071 (.093) standard deviations, and

increases language between .136 (.080) and .186 (.107) standard deviations. The estimated impacts

on vocabulary scores are not significant; increases in language are marginally significant. Similarly,

paying students for attendance, good behavior, wearing their uniforms, and turning in their home-

work increases reading achievement between .152 (.092) and .179 (.106) standard deviations, and

increases mathematics achievement between .114 (.106) and .134 (.122) standard deviations. The

point estimates are moderate in size, but we do not have enough statistical power to make confident

conclusions. The effects of incentives in Washington, DC, on reading achievement are marginally

significant in reading and statistically insignificant in math.

A central question in the study of incentives is what happens when the incentives are taken away.

Many believe that students will have decreased intrinsic motivation and that their achievement will

be negative once the incentives are discontinued (Kohn, 1993 and references therein). Contrary

to this view, the point estimate a year after the Dallas experiment is roughly half of the original

effect in reading and larger in math, but not statistically significant. The finding for reading is

similar to the classic “fade out” effect which has been documented in other successful interventions,

such as Head Start, a high quality teacher for one year, or a smaller class size (Nye, Hedges, and

Konstantopoulos, 1999; Puma et al., 2010).

We also investigate treatment effects across a range of predetermined subsamples – gender, race,

previous year’s performance and behavior, and an income proxy. In cities where incentives increased

student achievement – Dallas (reading books) and Washington, DC (attendance, behavior, etc) –

boys gained more from the experiment than girls. Partitioning the data by race shows that Hispanics

gained substantially throughout the input experiments. Neither Asians nor whites did especially

well, though the effects on these racial groups are measured imprecisely due to small numbers.

Students eligible for free lunch, a typical proxy for poverty, gained less than students not on free

lunch. Splitting the data by previous year’s achievement shows no particular patterns. Dividing

the sample by previous year’s behavioral incidents reveals that students in the Washington, DC,

6



treatment with previously bad behavior show large treatment effects [.400 (.235) standard deviations

in reading and .164 (.274) standard deviations in math], but these are measured with considerable

error. The program in Washington, DC, was the only treatment that contained incentives for good

behavior.

We conclude our statistical analysis by estimating how incentives for student achievement affect

alternative outcomes, effort, and intrinsic motivation. Paying students to read books has positive

spillovers on their course grades and a positive but statistically insignificant effect on their math test

scores. Incentives for grades in core courses cause an increase in attendance and students pass, on

average, almost one more course during their freshman year. Providing incentives for achievement

test scores has no effect on any form of achievement we can measure. Across all cities, there is scant

evidence that total effort increased in response to the programs, though there may be substitution

between tasks. Finally, using the Intrinsic Motivation Inventory developed in Ryan (1982), we

find no evidence that incentives decrease intrinsic motivation. The signs on the coefficients are

seductive – input experiments seem positively associated with motivation and output experiments

seem negative. However, the point estimates are too small and the standard errors are too large to

conclude anything other than a null effect.

In summary, we find that relative to achievement-increasing education reform in the past few

decades – Head Start, lowering class size, bonuses for effective teachers to teach in high need schools

– student incentives for certain inputs provide similar results at lower cost. Yet, incentives alone,

like these other reforms, are not powerful enough to close the achievement gap.

Finding the correct interpretation for our set of experiments is difficult. Much depends on the

interpretation of the results from Washington, DC. The leading theory is that students do not

understand the educational production function and, thus, lack the know-how to translate their

excitement about the incentive structure into measurable output.10 Students who were paid to

read books, attend class, or behave well did not need to know how the vector of potential inputs

relates to output, they simply needed to know how to read, make it to class, or sit still long enough

to collect their short-term incentive.

There are three pieces of evidence that support this theory. First, evidence from our qualitative

10We characterize this theory as “leading” because it is the only theory confirmed by significant qualitative

observations.
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team found consistent narratives suggesting that the typical student was elated by the incentive

but did not know how to turn that excitement into achievement.11 Second, focus groups in Chicago

confirmed this result; students had only a vague idea how to increase their grades. Third, there is

evidence to suggest that some students – especially those who are in the bottom of the performance

distribution – do not understand the production function well enough to properly assess their own

performance, let alone know how to improve it (Kruger and Dunning, 1999).

Three other theories are also consistent with the experimental data. It is plausible that students

know the production function, but that they lack self-control or have other behavioral tendencies

that prevent them from planning ahead and taking the intermediate steps necessary to increase

the likelihood of a high test score in the future. A second competing theory is that the educational

production function is very noisy and students are sufficiently risk averse to make the investment

not worthwhile. A final theory that fits our set of facts is one in which complementary inputs

(effective parents, e.g.) are responsible for the differences across experiments.

Though incentives for student performance are considered questionable by many, there is a

nascent but growing body of scholarship on the role of incentives in primary, secondary, and post-

secondary education around the globe (Angrist et al., 2002; Angrist and Lavy, 2009; Kremer,

Miguel, and Thornton, 2004; Behrman, Sengupta, and Todd, 2005; Angrist, Bettinger, and Kremer,

2006; Angrist, Lang, and Oreopoulos, 2006; Barrera-Osorio et al., 2008; Bettinger, 2008; Hahn,

Leavitt, and Aaron, 1994; Jackson 2009).

The paper is structured as follows. Section 2 provides some details of our experiments and

their implementation in each city. Section 3 describes our data, research design, and econometric

framework. Section 4 presents estimates of the impact of financial incentives on student achieve-

ment. Section 5 presents estimates of the impact of financial incentives on alternative forms of

achievement, effort, and intrinsic motivation. Section 6 interprets the results through the lens of

economic theory. Section 7 concludes. There are two appendices. Appendix A is an implementation

supplement that provides details on the timing of our experimental roll-out and critical milestones

reached. Appendix B is a data appendix that provides details on how we construct our covariates

and our samples from the school district administrative files used in our analysis.

11The qualitative team was led by Paul Attewell and consisted of seven full-time qualitative researchers who

observed twelve students and their families, as well as ten classrooms in NYC.
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2 Program Details

Table 1 provides an overview of each experiment and specifies conditions for each site. See Appendix

A for further implementation and program details.

In total, experiments were conducted in 261 schools across four cities, distributing $6.3 million

to 38,419 students.12 All experiments had a similar roadmap to launch. First, we garnered support

from the district superintendent. Second, a letter was sent to principals of schools that served

the desired grade levels. Third, we met with principals to discuss the details of the programs.

In New York, these meetings largely took place one school at a time; in the other three cities

large meetings were assembled at central locations. After principals were given information about

the experiment, there was a sign-up period. Schools that signed up to participate serve as the

basis for our randomization. All randomization was done at the school level. After treatment

and control schools were chosen, treatment schools were alerted that they would participate and

control schools were informed that they were first in line if the program was deemed successful

and continued beyond the experimental years. In each school year, students received their first

payments the second week of October and their last payment was disseminated over the summer.

All experiments lasted at least one full school year.

Dallas

Dallas Independent School District (DISD) is the 14th largest school district in the nation with

159,144 students. Over 90 percent of DISD students are Hispanic or black. Roughly 80 percent of

all students are eligible for free or reduced lunch and roughly 25 percent of students have limited

English proficiency.

Forty-three schools signed up to participate in the Dallas experiment, and we randomly chose

twenty-two of those schools to be treated (more on our randomization procedure below). The

treatment sample was comprised of 3,788 second grade students. To participate, students were

required to have a parental consent form signed; eighty percent of students in the treatment sample

signed up to participate. Participating schools received $1500 to lower the cost of implementation.

Students were paid $2 per book read for up to 20 books per semester. Upon finishing a book,

students took an Accelerated Reader (AR) computer-based comprehension quiz which provided

12Roughly half the students and half the schools were assigned to treatment and the other half to control.
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evidence as to whether the student read the book. A score of eighty percent or better on each book

quiz earned each student a $2 reward. Quizzes were available on 80,000 trade books, all major

reading textbooks, and the leading children’s magazines. Students were allowed to select and read

books of their choice at the appropriate reading level and at their leisure, not as a classroom

assignment. The books came from the existing stock available at their school (in the library or

in the classroom). Three times a year (twice in the fall and once in the spring) teachers in the

program tallied the total amount of incentive dollars earned by each student based on the number

of passing quiz scores. A check was then written to each student for the total amount of incentive

dollars earned. The average student received $13.81, the maximum $80 – with a total of $42,800

distributed to students.

New York City

New York City is the largest school district in the United States and one of the largest school

districts in the world – serving 1.1 million students in 1,429 schools. Over seventy percent of NYC

students are black or Hispanic, fifteen percent are English language learners, and over seventy

percent are eligible for free lunch.

One hundred and forty-three schools signed up to participate in the New York City experiment,

and we randomly chose sixty-three schools (thirty-three fourth grades and thirty-one seventh grades)

to be treated.13 The treatment sample consisted of a total of 8,176 total students. Participating

schools received $2500 if eighty percent of eligible students were signed up to participate and if the

school had administered the first four assessments. The school received another $2500 later in the

year if eighty percent of students were signed up and if the school had administered six assessments.

Students in the New York City experiment were given incentives for their performance on six

computerized exams (three in reading and three in math) as well as four predictive assessments that

were pencil and paper tests.14 For each test, fourth graders earned $5 for completing the exam and

$25 for a perfect score. The incentive scheme was strictly linear – each marginal increase in score

was associated with a constant marginal benefit. A fourth grader could make up to $250 in a school

13Grades and schools do not add up because there is one treatment schools that contained both fourth and seventh

grades and both grades participated.
14All schools had a computer version of the predictive assessments, but very few schools exercised that option

because of the burden of moving classes in and out of relatively small computer labs or slow Ethernet connections.
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year. The magnitude of the incentive was doubled for seventh graders: $10 for completing each exam

and $50 for a perfect score – yielding the potential to earn $500 in a school year. To participate,

students were required to turn in a signed parental consent form; eighty-two percent signed up to

participate. The average fourth grader earned $139.43 and the highest earner garnered $244. The

average seventh grader earned $231.55 and the maximum earned was $495. Approximately sixty-

six percent of students opened a student savings account with Washington Mutual as part of the

experiment and money was directly deposited into these accounts. Certificates were distributed in

school to make the earnings public. Students who did not participate because they did not return a

consent form took identical exams but were not paid. To assess the quality of our implementation,

schools were instructed to administer a short quiz to students that tested their knowledge of the

experiment; ninety percent of students understood the basic structure of the incentive program.

See Appendix A for more details.

Washington, DC

The third experiment on financial incentives took place in Washington, DC – the school district

with the second lowest overall achievement in the country on the National Association of Education

Progress (NAEP) assessments. According to NAEP, 4.5 percent of Washington, DC, middle school

students score at or above proficient in math and 7.6 percent score at or above proficient in reading.

The district is comprised of 92.4 percent blacks and Hispanics; 70 percent of students are eligible

for free or reduced lunch.

Washington, DC, is a relatively small school district, containing only thirty-five schools with

middle school grades. Thirty-four schools signed up to participate in the experiment and we ran-

domly selected seventeen of them to be treated. The remaining seventeen schools served as control

schools. Students in treatment schools were given incentives for five inputs to the educational

production function. We mandated that schools include attendance and behavior as two of the

five metrics. Each school was allowed to pick the remaining three, with substantial input from our

implementation team – we directed them to concentrate on interim achievement metrics.15 Final-

ized metrics differed from school to school but a typical scheme included metrics for attendance,

15The intuition of Chancellor Rhee and several school principals suggested that schools possessed asymmetric

information on what should be incentivized so we wanted to provide some freedom in choosing metrics.
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behavior, wearing a school uniform, homework, and classwork.16

Incentives were given on a point system – students were given one point every day for satisfying

each of the five metrics. At the end of each two-week pay period, students could earn up to fifty

points (five metrics, 10 school days). Students earned $2 per point and the money was distributed

into Sun Trust Bank Accounts or paid by check. Sixty-six percent of kids opened up an account

as part of the experiment and the remaining one-third received checks in intervals left up to the

school’s discretion.17 The average student earned approximately $40 every two weeks; $532.85 for

the year. The highest amount received was $1,322. Each participating school received stipends

for participation in the program based on the number of students in their school. Amounts were

determined by current negotiated overtime rates and ranged from $2,200 in small schools to $13,000

in the largest schools. The incentive schemes in Washington, DC, were the most complicated, but

86.2 percent of students scored ninety percent or higher on a test administered to assess their

understanding of the basic structure of the program.

Chicago

The Chicago experiment took place in twenty low-performing Chicago Public High Schools.

Chicago is the third largest school district in the US with over 400,000 students, 88.3 percent of

whom are black or Hispanic. Seventy-five percent of students in Chicago are eligible for free or

reduced lunch, and 13.3 percent are English language learners.

Seventy schools signed up to participate in the Chicago experiment. To control costs, we selected

forty of the smallest schools out of the seventy who wanted to participate and then randomly selected

twenty to treat within this smaller set. Once a school was selected, students were required to return

a signed parental consent form to participate. The set of students eligible to be treated consisted

of 4,396 ninth graders. Ninety-one percent of eligible students signed up. Participating schools

received up to $1,500 to provide a bonus for the school liaison who served as the main contact for

our implementation team.

Students in Chicago were given incentives for their grades in five core courses: English, mathe-
16Detailed metrics for each school are available from the author upon request.
17Everyone received checks for the first two payments because SunTrust was still in the process of setting up bank

accounts. After that point, it was up to schools to pick up and distribute checks every two weeks and they had the

discretion to give out checks later to encourage students to open bank accounts. Checks were processed every two

weeks to coincide with direct deposits.
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matics, science, social science, and gym.18 We rewarded each student with $50 for each A, $35 for

each B, $20 for each C, and $0 for each D. If a student failed a core course, she received $0 for that

course and temporarily “lost” all other monies earned from other courses in the grading period.

Once the student made up the failing grade through credit recovery, night school, or summer school

all the money “lost” was reimbursed. Students could earn $250 every five weeks and $2,000 per

year. Half of the rewards were given immediately after the five-week grading periods ended and the

other half is being held in an account and will be given in a lump sum conditional on high school

graduation. The average student earned $695.61, the highest achiever earned $1,875.

3 Data, Research Design, and Econometric Model

We collected both administrative and survey data. The richness of the administrative data varies

by school district, but includes information on each student’s first and last name, birth date,

address, race, gender, free lunch eligibility, behavioral incidents, attendance, matriculation with

course grades, special education status, and English Language Learner (ELL) status. In Dallas and

New York, we are able to link students to their classroom teachers. New York City administrative

files contain teacher value-added data for teachers in grades four through eight.

Our main outcome variable is an achievement test unique to each city. We did not provide

incentives of any form for these assessments.19 In May of every school year, English-speaking stu-

dents in Dallas public elementary schools take the Iowa Tests of Basic Skills (ITBS) if they are

in kindergarten, first, or second grade. Spanish-speaking students in Dallas take a different exam

labeled Logramos.20 New York City administers mathematics and English Language Arts tests,

developed by McGraw-Hill, in the winter for students in third through eighth grade. The Wash-

ington, DC Comprehensive Assessment System (DC-CAS) is administered each April to students

in grades three through eight and ten. All Chicago tenth graders take the PLAN assessment, an

ACT college readiness exam, in October. See Appendix B for more details.

We use a parsimonious set of controls to aid in precision and to correct for any potential im-

18Gym may seem like an odd core course to provide incentives for achievement, but roughly twenty-two percent

of ninth grade students failed their gym course in the year prior to our experiment.
19We wanted an objective measure of achievement without the influence of incentives.
20The Spanish test is not a translation of ITBS. Throughout the text, we present estimates for these tests separately.

The score distributions are too different to consider these results together.
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balance between treatment and control. The most important controls are test scores from previous

years, which we include in all regressions along with their squares. Previous year’s test scores are

available for most students who were in the district in the previous year (see Appendix Tables

1A through 1F for exact percentages of experimental group students with valid test scores from

previous years). We include the previous two years of achievement tests in math and reading.21

We also include an indicator variable that takes on the value of one if a student is missing a test

score from a previous year and zero if not.

Other individual-level controls include a mutually exclusive and collectively exhaustive set of

race dummies pulled from each school district’s administrative files, indicators for free lunch eligi-

bility, special education status, and whether a student is an English language learner. A student

is income-eligible for free lunch if her family income is below 130 percent of the federal poverty

guidelines, or categorically eligible if (1) the student’s household receives assistance under the Food

Stamp Program, the Food Distribution Program on Indian Reservations (FDPIR), or the Tempo-

rary Assistance for Needy Families Program (TANF); (2) the student was enrolled in Head Start

on the basis of meeting that program’s low-income criteria; (3) the student is homeless; (4) the

student is a migrant child; or (5) the student is a runaway child receiving assistance from a program

under the Runaway and Homeless Youth Act and is identified by the local educational liaison. De-

termination of special education and ELL status varies by district. For example, in Washington,

DC, special education status is determined through a series of observations, interviews, reviews of

report cards, and administration of tests. In Dallas, any student who reports that his or her home

language is not English is administered a test and ELL status is based on the student’s score on

that test.

We also construct three school-level control variables: the percentage black, percentage His-

panic, and percentage of students eligible for free lunch of the school’s student body. To construct

school-level variables, we construct demographic variables for every student in the district enroll-

ment file in the experimental year and then take the mean value of these variables for each school.

In Dallas, New York, and Washington, DC, we assign each student who was present at the begin-

ning of the year, i.e. before October 1, to the first school that they attended. We assign anyone

21For fourth graders in New York, we only include one previous year test score because New York State assessments

begin in third grade.
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who moved into the school district at a later date to the school that they attended for the longest

period of time. For Chicago, we are unable to determine exactly when students move into the

district. Therefore, we assign each student in the experimental sample to the school that they

attended first, and we assign everyone else to the school that they attended for the longest period

of time. We construct the school-level variables for each city based on these school assignments.

To supplement each district’s administrative data, we administered a survey in each of the four

school districts. The data include basic demographics of each student such as family structure and

parental education, time-use, effort and behavior in school, and (most importantly) the Intrinsic

Motivation Inventory described in Ryan (1982).

Survey administration in Dallas and Washington, DC, went relatively smoothly. We offered

up to $2,000 (pro-rated by size) for schools in which ninety percent or more of the surveys were

completed. Eighty percent of surveys were returned in Dallas treatment schools and eighty-nine

percent were returned in control schools. In Washington, DC, seventy-three percent of surveys were

returned in treatment schools and seventy-one percent in control schools. For surveys administered

in urban environments, these response rates are high (Parks, Housemann, and Brownson, 2003;

Guite, Clark, and Ackrill, 2006).

In the two other cities, survey responses were low. In Chicago, despite offering $1,000 per

school to schools for collecting ninety percent of the surveys, only thirty-five percent of surveys

were returned in treatment schools and thirty-nine percent in control schools.22 In New York

City, survey administration was the most difficult. The New York City Institutional Review Board

did not allow us to provide any sort of incentives for students or schools to turn in surveys. We

were able to offer $500 to schools to administer the survey and could not condition the payment

on survey response rate. Further, the review board insisted that students turn in an additional

parental consent form for the surveys only. Only fifty-eight percent of surveys were returned in the

treatment group and twenty-seven percent were returned by students in control schools.

Appendix Tables 1A through 1F provide pre-intervention descriptive statistics for Dallas (A

and B), New York City fourth graders (C), New York City seventh graders (D), Washington, DC

22Months after Arne Duncan resigned as the CEO of Chicago Public Schools to become Secretary of Education in

the Obama administration and the two-year experiment was shortened to one year, support for the program dwindled.

Half of the surveys were lost. We do not report survey results from Chicago.
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(E), and Chicago (F). In each table, the first three columns provide the mean, standard deviation,

and number of observations for each variable used in our analysis for the entire treatment and

control sample. See Appendix B for details on how each variable was constructed. The second set

of numbers provides the mean, standard deviation, and number of observations for the same set of

variables for our set of treatment schools. The last set of numbers provides identical data for our

set of control schools.

Research Design

In designing a randomized procedure to partition our sets of interested schools into treatment

and control schools, our main constraints were political. For instance, one of the reasons we

randomized at the school level in every city was the political sensitivity of rewarding some students

in a grade for their achievement and not others.23 We were also asked to not implement our program

in schools that were mayoral priorities for other initiatives. We used the same procedure in each

city to randomly partition the set of interested schools into treatment and control schools.

The goal of any randomization is to have the most balanced sample possible across treatment

and control schools on observables and unobservables. The standard method to check whether a

randomization was successful is to estimate regressions such as:

Treatments = α + Xsβ + εs (1)

where s represents data measured at the school level. The dependent variable takes on the value

of one for all individuals in treatment schools. The number of treatment and control schools range

from 34 (Washington, DC) to 143 (New York City), which is consistent with the number of groups

in typical Group Randomized Trials (Donner, Brown, and Brasher, 1990; Feng et al., 2001; Angrist

and Lavy, 2009), though Washington, DC, is smaller than usual.

Recall that we randomized among all schools that previously expressed interest in participating.

Suppose there are X schools who are interested in participating and we aim to have a treatment

group of size Y. Then, there are X choose Y potential permutations. From this enormous set of

possibilities – 2.3 billion in Washington, DC, and 2.113×1041 in New York – we randomly selected

10,000 treatment-control designations and estimated equation (1) in each city for each possible
23We were also concerned that randomizing within schools could prompt some teachers to provide alternative

non-monetary incentives to control students (unobservable to us) that would undermine the experiment.
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randomization.24 We then selected the randomization that minimized the z-scores from the probit

regression.25

Appendix Table 2 present the results of our school-based randomization from each city. The

column under each city includes all variables we have collected and which we will use as controls

in the forthcoming analysis. Data vary by city according to availability. The model estimated is a

linear regression identical to equation (1).

In Dallas, treatment and control schools are fairly balanced. In New York, we had a larger

number of treatment and control schools than in other city and the samples are also very balanced.

In fourth grade, there are negligible differences between treatment and control in the percent of

special education students [.030 (.014)] and previous year’s reading score [.021 (.010)]. In seventh

grade, the sample is similarly balanced. Treatment schools in Chicago have slightly higher previous

year’s math scores [.100 (.041)], and slightly lower reading scores than control schools [-.115 (.053)].

Washington, DC, the smallest of the four school districts, had only thirty-four (out of thirty-five

possible) schools with grades six through eight that signed up to participate. As a result, our

independent variables are not as balanced across treatment and control as the other cities. Schools

in the treatment group have significantly higher proportions of blacks, Hispanics, and students who

report to be “other race,” and are much less likely to be elementary schools. The latter may be

particularly important, as there is evidence that kindergarten through eighth grade schools are

more effective at increasing the test scores of their students when they enter high school compared

to similar middle school students (Offenberg, 2001).26

To complement the linear regressions described above, Appendix Figures 1A and 1B show the

geographic distributions of treatment and control schools and their census tract poverty rates across

our respective cities. These maps confirm that our schools are similarly distributed across space

and are more likely to be in higher poverty areas of a city.

24There is an active debate on which randomization procedures have the best properties. Karlan and Valdivia

(2006) prefer the method adopted here. Kling, Liebman, and Katz (2007) suggest matched pairs. See Bruhn and

McKenzie (2009) for a review of the issues.
25In NYC, we had an additional constraint that no treatment schools could contain participants in Oppor-

tunity NYC, an incentive program implemented at the same time that provided rewards for various activities

(http://opportunitynyc.org/), which forced us to choose the sixth best randomization.
26A joint significance test for each city yields an F-statistic of 3.57 in Dallas, 1.84 in NYC fourth grade, 1.01 in

NYC seventh grade, 2.88 in Chicago, and 7.24 in Washington, DC.
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Econometric Models

To estimate the causal impact of providing student incentives on outcomes, we use three statisti-

cal models. We begin by estimating intent-to-treat (ITT) effects, i.e. differences between treatment

and control group means. Let Zs be an indicator of treatment school assignment, let Xi be a vector

of baseline covariates measured at the individual level, and let Xs denote school-level variables;

Xi and Xs comprise our parsimonious set of controls. The ITT effect, π1, is estimated from the

equation below:

achievementi,s = α1 + Zsπ1 + Xiβ1 + Xsγ1 + ε1i,s (2)

The ITT is an average of the causal effects for students in schools who were randomly selected

for treatment at the beginning of the year and students in schools that signed up for treatment but

were not chosen. In other words, ITT provides an estimate of the impact of being offered a chance

to participate in a financial incentive program. All student mobility between schools after random

assignment is ignored. We only include students who were in treatment and control schools as of

October 1 in the year of treatment.27 For most districts, school begins in early September; the first

student payments were distributed mid-October. All standard errors, throughout, are clustered at

the school level.

Under several assumptions (that the treatment group assignment is random, control schools are

not allowed to enroll in the incentive program, and that being selected for the incentive program only

affects outcomes through the use of incentives), we can also estimate the causal impact of actually

participating in the incentive program. This parameter, commonly known as the “Treatment-on-

the-Treated” (TOT) effect, measures the average effect of being in a school which was assigned

treatment for participating students. The TOT parameter can be estimated through a two-stage

least squares regression of student achievement on fraction of the school year that the student is

signed up to participate in a treatment school (Fraction of Year in Treatment i) using initial random

assignment, (Zs), as an instrumental variable for the fraction of the school year treated:

achievementi,s = α2 + Fraction of Y ear in Treatmenti · π2 + Xiβ2 + Xsγ2 + ε2i,s. (3)

27This is due to a limitation of the attendance data files in Chicago. In other cities, the data are fine enough to

only include students who were in treatment on the first day of school. Using the first day of school or October 1

does not alter the results (data not shown).
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The TOT is the estimated difference in outcomes between students who participate in treatment

schools and those in the control group who would have participated if given the chance.

Mobility is common in poorly performing urban schools. A key concern in estimating the TOT is

how to account for students who enter or exit a treatment school during the school year. If attrition

is non-random, the TOT estimates may be biased if we estimate the effect on current participants.

To sidestep issues concerning endogenous mobility, we restrict our sample to students who were in

treatment and control schools when the randomization took place, ignore all students who enter

treatment and control after that date, and follow experimental students who leave experimental

schools but remain in the school district. This approach ensures that our ITT and TOT samples

are identical.28

In New York City, seven schools were switched from control to treatment (three in fourth grade

and four in seventh grade), and thus violate the technical assumptions needed to credibly estimate

TOT.29 Thus, in lieu of TOT estimates in New York, we will provide local average treatment

effects (LATE) – our third statistical model. LATE is the estimated difference in outcomes between

students who participate in participating schools and those in non-participating schools who would

have participated if given the chance. That is, we switch those seven schools from control to

treatment when we estimate LATE.

4 The Impact of Financial Incentives on Student Achievement

Table 2 presents ITT, TOT, and LATE estimates for our output experiments. The first four

columns in Table 2 present estimates from our experiments in New York; the final two columns

provides results from Chicago. The odd-numbered columns in Table 2 report ITT estimates; even

numbered columns report LATEs (in New York) and TOTs (in Chicago).

The impact of offering incentives to students for test scores or grades is statistically zero and

substantively small in all specifications. For fourth graders, the ITT estimate of the effect of being

28If we allow entry and exit into treatment schools (some students enter and exit treatment schools multiple times

a year), the estimates are .04 to .07 larger than those reported.
29Six of these cases were due to the fact that these schools contained grades kindergarten through eight. The

principals insisted on having both grades in treatment if the other was in control. The remaining school was moved

from control to treatment for political reasons.
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offered an incentive program which pays students for test scores is -.023 (.034) standard deviations

without controls and -.021 (.033) standard deviations including our set of controls for reading. For

math, the results are .052 (.046) standard deviations without controls and .067 (.046) standard

deviations with controls for math. The estimates of the local average treatment effect (LATE) are

similar. We find a treatment effect of -.036 (.051) standard deviations in reading and .092 (.070)

standard deviations in mathematics with our standard set of controls.

The results are similar for seventh graders. The raw ITT for mathematics is .008 (.048) standard

deviations and -.018 (.035) standard deviations with controls. The raw ITT for reading is .040 (.036)

standard deviations and .018 (.018) standard deviations with controls. Our LATE estimates are

similarly small, -.030 (.063) standard deviations for math and .033 (.032) standard deviations for

ELA with controls.

The final two columns in Table 2 provide estimates of the causal impact of providing incentives

for course grades on achievement in Chicago. The estimates are statistically zero and substantively

small in all specifications. The raw ITT for mathematics is -.030 (.031) standard deviations and

-.010 (.023) standard deviations with controls. TOT estimates are very similar. The raw ITT for

reading is -.027 (.044) standard deviations and -.006 (.027) standard deviations with controls. Our

TOT estimates are also small, -.035 (.056) standard deviations without controls and -.008 (.035)

standard deviations with controls. Paying students for grades does not increase their achievement.

This may be an unfair conclusion for two reasons. First, the assessment in Chicago is created by

the makers of the American College Test (ACT) and is designed to prepare students for the ACT

and measure college readiness. It is not directly tied to what is being learned in the classroom.

Second, we paid for grades, not test scores. The estimate of the impact of incentives on grades is

.093 (.057) [ITT] and .131 (.078) [TOT]. We use test scores as our main outcome, however, in lieu

of grades because of the relative subjectivity of grades.

Table 3 presents estimates of the causal effect of input incentives on student achievement. The

first four columns provide results from second grade students in Dallas (separated by whether they

took an English or Spanish test). The final two columns provide results for six through eighth grade

students in Washington, DC. Reading achievement in Dallas is split into three mutually exclusive

categories: reading comprehension, reading vocabulary, and language.

Offering students the chance to participate in a program that pays them to read books yielded
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a .182 (.071) standard deviation increase in reading comprehension skills, a .045 (.068) standard

deviation increase in vocabulary scores, and a .150 (.079) standard deviation increase in language

skills without controls. Adding our parsimonious set of controls changes these estimates to .180

(.075), .051 (.068), and .136 (.080) standard deviations, respectively. Our set of controls does not

significantly alter the point estimates.

Our estimate of the effect of actually participating in a program that pays students to read

books yielded a .253 (.097) standard deviation increase in reading comprehension skills, a .062 (.093)

standard deviation increase in vocabulary scores, and a .207 (.105) standard deviation increase in

language skills. Adding our set of controls adjusts these estimates to .249 (.103), .071 (.093), and

.186 (.107) standard deviations, respectively. Hence, paying second grade students to read books

has a relatively large effect on their reading comprehension, a more modest effect on their language

scores, and a small, statistically insignificant effect on vocabulary.

The juxtaposition of the results from New York and Dallas – large achievement gains when

providing incentives to read books for second graders and no improvement when paying fourth

graders for test performance – emphasizes the key theme from our experiments. Providing incentives

for inputs, not outputs, seems to spur achievement.

Columns (3) and (4) in Table 3 presents similar estimates for Spanish-speaking students in Dallas

who took the Logramos test. In this case, our ITT estimates show a .199 (.096) standard deviation

decrease in reading comprehension skills, a .256 (.101) standard deviation decrease in vocabulary

scores, and a .054 (.114) standard deviation decrease in language skills. Adding controls does not

significantly alter the results. The TOT estimates with controls are similar, yielding decreases of

.200 (.108), .281 (.119), and .073 (.149), respectively.

A straightforward explanation for these results is that incentives have a negative impact on

Spanish speakers, but the intensity of the negative coefficients begs for more exploration. Students

who took their tests in Spanish read roughly forty percent of their books for rewards in English,

introducing the potential that our program crowded-out investment in Spanish. There are four

pieces of evidence which, taken together, suggest that the crowd-out hypothesis may have merit;

however, we do not have a definitive test for this theory. First, as we show later, the negative

results are entirely driven by the lowest performing students on the Logramos test. These are the

students who are likely most susceptible to crowd-out. Second, all bilingual students in Dallas
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receive ninety percent of their instruction in Spanish, but poorly performing students are provided

more intense Spanish instruction. If intense Spanish instruction is correlated with higher marginal

cost of introducing English, this too is consistent with crowd-out. Third, research on bilingual edu-

cation and language development suggests that introducing English to students who are struggling

with native Spanish can cause their “academic Spanish” (but not their conversational skills) to de-

crease (Mancilla-Martinez and Lesaux, 2010). Thus, our experiment may have had the unintended

consequence of crowding out (or confusing) the lowest performing Spanish-speaking students who

were being provided intense Spanish remediation. Ultimately, proof of this hypothesis requires an

additional experiment in which students are paid to read books in Spanish.

Columns (5) and (6) in Table 3 display the results from our Washington, DC experiments where

students were rewarded for several inputs to the educational production function. Offering students

a chance to participate in a program that pays them for attendance, behavior, wearing a uniform,

and turning in their homework yielded a .041 (.223) standard deviation decrease in reading and a

.055 (.217) standard deviation decrease in mathematics. Adding our set of controls changes these

estimates to .152 (.092) and .114 (.106) standard deviations, respectively. In this case, our set of

controls alters the results considerably, which is troubling. Recall that the randomization left the

experimental group unbalanced on school size and fraction minority in the school.

Our estimate of the effect of participating in the Washington, DC, experiment is -.053 (.282)

standard deviations for reading and -.071 (.274) standard deviations for math without controls.

Adding controls changes the estimates to .179 (.106) and .134 (.122), respectively. Hence, paying

middle school students for various inputs to the educational production function such as attendance

and behavior has a positive, though marginally significant, effect on reading scores and a slightly

smaller (not significant) effect on math scores once one accounts for our set of controls. While

these estimates are modest in size and similar in magnitude to the Dallas estimates, we do not have

enough statistical power to make more confident conclusions given only thirty-four schools in the

experimental group (fifteen of which administered the treatment).

Let us put the magnitude of our estimates in perspective. Jacob and Ludwig (2008), in a survey

of programs and policies designed to increase achievement among poor children, report that only

three often practiced educational policies pass a simple cost-benefit analysis: lowering class size,

bonuses for teachers for teaching in hard-to-staff schools, and early childhood programs. The effect
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of lowering class size from 24 to 16 students per teacher is approximately 0.22 (0.05) standard

deviations on combined math and reading scores (Krueger, 1999). While a one-standard deviation

increase in teacher quality raises math achievement by 0.15 to 0.24 standard deviations per year

and reading achievement by 0.15 to 0.20 standard deviations per year (Rockoff, 2004; Hanushek

and Rivkin, 2005; Kane and Staiger, 2008), value-added measures are not strongly correlated with

observable characteristics of teachers, making it difficult to ex ante identify the best teachers. The

effect of Teach for America, an attempt to bring more skilled teachers into struggling schools, is

0.15 standard deviations in math and 0.03 in reading (Decker, Mayer, and Glazerman, 2004). The

effect of Head Start is 0.147 (0.103) deviations in applied problems and 0.319 (0.147) in letter

identification on the Woodcock-Johnson exam (Currie and Thomas, 2000; Ludwig and Phillips,

2007). An average charter school in New York City raises math scores by 0.09 (0.01) standard

deviations per year and ELA scores by 0.04 (0.01) standard deviations per year (Hoxby and Muraka,

2009).30 Thus, our estimates of the effect of participating in an incentive program based on inputs

are consistent with successful reforms in recent decades, but have considerably lower cost. The

most expensive of the incentive experiments tested here cost less than $600 per student. Paying

students to read books was an order of magnitude less expensive. Krueger and Whitmore (2001)

estimate the cost of reducing class size from 22 to 15 students to be $7,502 per student per year

(in 1997-98 dollars). Early childhood investments are typically more expensive.

Tables 4A and 4B investigate treatment effects for subsamples that we deemed important before

any analysis was conducted – gender, race, previous year’s test score and behavioral incidence, and

an income proxy.31 Gender was divided into two categories; the 119 students in Dallas, 284 in

NYC, and 24 students in Dallas with missing gender information were not included in the gender

subsample estimates. We divide race into five categories: non-Hispanic whites, non-Hispanic blacks,

non-black Hispanics, Asians and other race. We only include race in our analysis if there are more

than one hundred students of that race within our experimental group. This restriction eliminates

whites and Asians in Dallas and a small “other race” category in other cities. Previous year’s

test scores are partitioned into four groups – evenly distributed terciles for students with a valid

pre-treatment test score and a missing category for students without a valid pre-treatment score.

30Very successful charter schools can generate achievement gains of .3 to .4 standard deviations per year (Dobbie

and Fryer, 2009; Abdulkadiroglu et al., 2009; Angrist et al., 2010), but these are not representative.
31These subsamples are also standard in the literature (see Kling, Liebman, and Katz, 2007).
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Because of frequent mobility in and out of urban school districts, an average of eighteen percent

of students in Dallas, sixteen percent in Chicago, and thirty-one percent in Washington, DC, were

missing a previous year’s test score. Eligibility for free lunch is used as an income proxy.32 The

final distinction is between students with at least one behavioral incidence in the previous year that

led to a suspension and those with none.33

Table 4A presents TOT and LATE estimates for gender and race subsamples.34 The first

column provides estimates on the full sample (from Tables 2 and 3) for comparison. There are no

gender differences in the two output experiments. Seventh grade boys gain .037 (.040) standard

deviations in reading and -.011 (.070) standard deviations in math. In New York, seventh grade

girls are similar: .027 (.035) standard deviations and -.046 (.064) standard deviations, respectively.

The same pattern holds for fourth graders. In Chicago, the treatment effect on reading scores was

.018 (.038) standard deviations for boys and -.034 (.040) standard deviations for girls. Estimates

for math are -.028 (.035) and -.002 (.034) standard deviations, respectively.

In sites where incentives were relatively effective, boys seem to gain more from the experiment

than girls. In the book reading experiment, the TOT estimate is .319 (.110) standard deviations for

boys and .178 (.106) standard deviations for girls for reading comprehension, .148 (.106) standard

deviations for boys and -.012 (.095) standard deviations for girls for vocabulary, and .241 (.101)

standard deviations for boys and .127 (.144) standard deviations for girls for language total. Simi-

larly, in the attendance/behavior experiment, the TOT estimate in reading is .267 (.132) standard

deviations for boys and .091 (.081) standard deviations for girls. The TOT estimate in math is .188

(.136) standard deviations for boys and .076 (.114) standard deviations for girls. This finding is

surprising, given results from previous demonstration projects that seem to favor girls (Anderson,

2008; Angrist and Lavy, 2009; Sanbonmatsu et al., 2006; Kling, Liebman, and Katz, 2007).

One of the motivations to perform our experiment was to test whether financial incentives are

a potentially cost-effective strategy to decrease racial and socioeconomic achievement gaps. Recall

32Using the home addresses in our files and GIS software, we also calculated block-group income. Results are

similar and available from the author upon request.
33These are relatively major infractions. Five randomly chosen descriptions of behavioral incidence from Wash-

ington, DC, include: (1) wrapped teacher up in tape on arm; (2) caught stealing juices from the after school program

snack. Juices were found in his book bag and he was selling them at lunch-time; (3) exited the school building without

permission; (4) fighting; and (5) student was throwing objects during instruction time.
34Appendix Table 3 provides ITT estimates.
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that the TOT estimates for the full sample in Dallas were .249 (.103) standard deviations in reading

comprehension, .071 (.093) standard deviations in vocabulary, and .186 (.107) standard deviations

in language. We cannot reject the null hypothesis that blacks and Hispanics gained equally from the

Dallas experiment. Across the three components of the test, both racial groups scored similarly.

The estimated treatment effects are .169 (.123) standard deviations for blacks and .314 (.122)

standard deviations for Hispanics in reading comprehension, and .179 (.102) standard deviations

for blacks and .197 (.135) standard deviations for Hispanics on language. Reading vocabulary

scores show a bigger increase for blacks than Hispanics, but are very imprecise. Whites and Asians

made up a small portion of the Dallas sample and were not included in the subsample analysis for

that site. In Washington, DC, Hispanics benefited from the experiment: a .302 (.116) standard

deviation increase in reading scores and a .168 (.132) standard deviations increase in mathematics.

All racial groups in New York show either small or inconsistent gains. There were no differences

among racial groups in Chicago.

Table 4B presents TOT and LATE estimates from our remaining subsamples. Partitioning

by previous year’s achievement shows at least one important pattern. For students taking the

Logramos test in Dallas, the negative results at the mean are all driven by students in the bottom

tercile.35 The treatment effects for the bottom third of the students taking the Logramos exam are

very large: -.370 (.156) in reading comprehension, -.559 (.137) in vocabulary, and -.294 (.199) in

language. The treatment effect for Logramos students in the middle and top terciles is statistically

zero and substantively small. All other coefficients are roughly equal across terciles. Vocabulary

scores in Dallas seem to increase among weaker students. Splitting the sample by whether or not a

student had a behavioral incident in the previous year shows no difference in New York. Estimates

from Washington, DC, the only experiment that provided incentives for good behavior, suggest

that students who had a behavioral incident leading to suspension in the previous year had a

relatively large increase in their scores [.400 (.235) standard deviations in reading and .164 (.274)

standard deviations in math], though large standard errors make definitive conclusions difficult.

The corresponding estimates for students who were not suspended in the previous year are .175

(.097) and .139 (.115) standard deviations.

35This holds whether you split pre-treatment test scores in 5 or 10 categories. In the latter case, negative results

are concentrated in the bottom three deciles.
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Perhaps the most interesting and informative comparison is between students eligible for free

lunch and their counterparts who are not eligible for free lunch.36 The point estimates for students

eligible for free lunch are lower than those not eligible for free lunch in the input experiments, but

one cannot reject the null hypothesis that they are the same.37 In our output experiments, students

not eligible for free lunch show modest gains from the experiment on three out of four assessments.

The point estimates for fourth graders in reading are -.006 (.057) standard deviations for students

eligible for free lunch and -.141 (.112) standard deviations for those not eligible for free lunch. One

cannot reject the null hypothesis that these coefficients are the same. All other coefficients for

students not eligible for free lunch are positive, but measured imprecisely. The treatment effect for

fourth graders in math is .179 (.143) standard deviations for students not eligible for free lunch and

.056 (.072) standard deviations for those eligible for free lunch. In seventh grade, the differences are

similar. The impact on achievement of participating in an incentive program is .116 (.086) standard

deviations in math and .229 (.091) standard deviations in reading for seventh graders who are not

eligible for free lunch. The corresponding treatment effects for students who qualify for free lunch

are -.052 (.061) standard deviations and .013 (.036) standard deviations. This pattern was not seen

in Chicago, where the treatment effect for students not eligible for free lunch is .025 (.077) standard

deviations in English and -.075 (.052) standard deviations in math. The impact of incentives on

achievement for students eligible for free lunch is -.006 (.036) standard deviations in reading and

-.009 (.030) standard deviations in math in Chicago.

Taken together, our analysis of heterogeneous treatment effects adds some nuance to our main

results. The bulk of the evidence suggests that input experiments are effective for minorities and

especially for minority boys, while incentives for output may benefit those who do not qualify for

free lunch. Providing incentives for behavior seems to be effective at increasing reading achievement

among students who had at least one behavioral incident that led to a suspension in the year before

treatment.

36In the Early Childhood Longitudinal Study, a recent and large nationally representative sample of students

from kindergarten through eighth grade collected by the Department of Education, students on free lunch are more

likely to be concentrated in single parent households, have more siblings, and have parents with less education than

students who are not eligible for free lunch.
37This does not include the Logramos students.
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5 Alternative Outcomes

Thus far, we concentrated on student achievement as measured by statewide assessments. Al-

ternative measures of achievement might also be informative. For example, in NYC, the state

assessments are given in late January (reading) and early March (math). This reduced calendar

severely truncates the length of the experiment.38 A predictive assessment, given to every student

in the district, is highly correlated with the state exam and is given in October and June. Students

were also given incentives for these predictive exams (but not the state assessments) as part of the

ten total tests that were rewarded, which provides further variation. In addition, financial incen-

tives may also affect outcomes such as behavior, daily attendance, report card grades, or overall

effort.

Alternative Outcomes

Table 5 shows estimates of the impact of incentives on alternative outcomes. All variables are

taken from each district’s administrative files and, hence, differ slightly from city to city. In each

district, we have data on attendance rates and report card grades. Each student’s attendance rate

is calculated as the total number of days present in any school divided by the total number of days

enrolled in any school, according to each district’s attendance file. Grades were pulled from files

containing the transcripts for all students in each district. Letter grades were converted to a 4.0

scale. Student’s grades from each semester (including the summer when applicable) were averaged

to yield a GPA for the year. As with test scores, GPAs were standardized to have mean of zero and

standard deviation of one among students in the same grade across the school district. In addition,

Dallas contains math scores from the Iowa Tests of Basic Skills; Washington, DC, has behavioral

incidence data; Chicago has the number of total credits earned; and New York City collects data

on behavioral incidence and scores on additional math and ELA assessments.

Each panel in Table 5 represents a different school district. The estimates in Panel A, for

Dallas, show that there is no treatment effect of incentives on attendance rates. This finding is not

surprising, given that the average second grader in Dallas attends ninety-seven percent of school

days. Incentives had a large impact, however, on report card grades; students who participated

38In the year after the experiment ended, the NYC Department of Education moved the state assessments to later

in the academic year.
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in the incentive program gained .311 (.142) standard deviations. Math test scores also slightly

increased but the treatment effect is not statistically significant. There is no evidence that students

who took the Logramos exam increased or decreased their performance on any of these alternative

outcomes.

Panels B and C present estimates of the impact of incentives on alternative forms of achievement

in Washington, DC, and Chicago, respectively. Students in the Washington, DC, treatment had

higher attendance rates [.171 (.235)] and fewer behavioral incidents [-.323 (.245)], but because of

lack of statistical power we cannot make confident conclusions. Report card grades did not increase

[.049 (.148)]. Conversely, our experiment in Chicago demonstrates that paying students for better

course grades has a modest impact on their grades – an increase of .131 (.078) standard deviations –

along with a larger increase in attendance .214 (.113) and an increase of 2.697 (1.556) credits earned.

All the estimates on the above alternative outcomes for Chicago are marginally significant. The

typical course in Chicago is worth four credits. Treatment students, therefore, passed approximately

one-half more course on average during their freshman year than control students. This evidence

from Chicago suggests that incentives for grades may be an effective dropout prevention strategy,

though it does not increase human capital in a measurable way after one year.

The final panel in Table 5 provides LATE estimates of our intervention on alternative outcomes

for fourth and seventh graders in New York. Providing incentives for students to earn higher test

scores did not cause students to attend school more often, behave better, earn better grades, or

perform better on predictive exams for which they were incentivized. More succinctly, we cannot

find any evidence on any quantifiable dimension that paying students for higher test scores changed

their behavior.

Effort

Along with the outcomes described in Table 5, it is potentially important to understand how

incentives altered different forms of effort in school. Unfortunately, data on student effort is not

collected by school districts, so we turn to our survey data. On the survey, we asked nine questions

to serve as proxies for effort, which included: (1) how often a student is late for school; (2) whether a

student asks for teacher help if she needs it; (3) how much of her assigned homework she completes;

(4) whether she works very hard at school; (5) whether she cares if she arrives on-time to class; (6)

if her behavior is a problem for teachers; (7) if she is satisfied with their achievement; (8) whether
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she pushes herself hard at school; and (9) how many hours per week she spends on homework.39

See Appendix B for further details.

Our results, shown in Table 6, indicate that there are few differences between students who

received treatment and those who did not on the dimensions of effort described above. We caution

against over-interpreting any given coefficient. In Dallas, treated students report that they are

-.293 (.130) standard deviations less likely to ask a teacher for help, but also report that they

work .216 (.106) standard deviations harder on their schoolwork, relative to the control group. It

is plausible that reading books and taking computerized exams at their own pace made students

feel more independent from their teachers. Working harder on their schoolwork is consistent with

the increases shown in their grade point average. In Washington, DC, students reported that they

are .318 (.050) standard deviations more likely to complete their homework and have .144 (.052)

standard deviations fewer behavioral problems in school. All other dimensions of effort show no

differences. We cannot reject the null hypothesis of no effect for any of the effort variables in our

New York City experiment.

Under some assumptions, providing incentives for a particular activity would have spillover

effects on many other activities. For instance, paying students to read books might make them

excited about math as well. Further, paying students for attendance and behavior might provide

such enthusiasm for school that students engage differently with their teachers. Tables 5 and 6

provide evidence that such effects are not likely present, as the impacts of incentive programs seem

relatively localized. Many qualitative observations confirm general excitement by students about

earning rewards, but they seem to focus their behavioral changes on precisely those elements that

are incentivized.

Intrinsic Motivation

One of the major criticisms of the use of incentives to boost student achievement is that the

incentives may destroy the “love of learning.” In other words, providing extrinsic rewards can crowd

out intrinsic motivation in some situations. There is a debate in social psychology on this issue –

see Cameron and Pierce (1994) for a meta-analysis of the literature.

To test the impact of our incentive experiments on intrinsic motivation, we disseminated the

39Because participating students in Dallas are only in second grade, many of the questions were not asked of them.

Students in Dallas were only asked questions (2) and (4).
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Intrinsic Motivation Inventory, developed by Ryan (1982), to students in our experimental group in

all cities.40 The instrument assesses participants’ interest/enjoyment, perceived competence, effort,

value/usefulness, pressure and tension, and perceived choice while performing a given activity.

There are subscale scores for each of those six categories. We only include the interest/enjoyment

subscale in our surveys as it is considered the self-report measure of intrinsic motivation. The

interest/enjoyment subscale consists of seven statements on the survey: (1) I enjoyed doing this

activity very much; (2) this activity was fun to do; (3) I thought this was a boring activity; (4) this

activity did not hold my attention at all; (5) I would describe this activity as very interesting; (6)

I thought this activity was quite enjoyable; and (7) while I was doing this activity, I was thinking

about how much I enjoyed it. Respondents are asked how much they agree with each of the above

statements on a seven-point Likert scale ranging from “not at all true” to “very true.” To get an

overall intrinsic motivation score, one adds up the values on each statement (reversing the sign on

statements (3) and (4)). Only students with valid responses on each statement are included in our

analysis of the overall score, as non-response may be confused with low intrinsic-motivation. In

addition, we also estimate treatment effects on each statement independently, which allows us to

use the maximum number of observations.

Table 7 provides estimates of the impact of our incentive programs on the overall intrinsic

motivation score as well as each survey statement independently. Coefficients reported are TOT

and LATE estimates (see Appendix Table 7 for ITT estimates). Students in Dallas who took the

English exam had a small and insignificant increase in their motivation, .611 (.816) on a mean of

23.517. The intrinsic motivation of students who took the Spanish exam decreased by .902 (.643)

on a mean of 24.223. In New York, intrinsic motivation decreased by 1.277 (1.064) on a mean of

25.520 . Finally, our experiment in Washington, DC, resulted in a small and insignificant increase

in intrinsic motivation. Put together, these results show that our experiments had very little impact

on intrinsic motivation. By these measures, the concern of some educators and social psychologists

that rewarding students will negatively impact their “love of learning” seems unwarranted in this

context.

A second major criticism, related to concerns over intrinsic motivation, concerns the effects on

40The inventory has been used in several experiments related to intrinsic motivation and self-regulation [e.g., Ryan,

Koestner, and Deci (1991) and Deci et al. (1994)].
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students when the incentives are discontinued. Many believe that students will experience decreased

motivation and thus decreases in achievement measures when the incentives are removed following

the experiment (Kohn 1993 and references therein). Thus far, we can only answer this question for

the experiments implemented in Dallas. A year after paying students $2 per book to read and pass

a short quiz, students who received treatment are still significantly outperforming students who

were in the control group. More precisely, the coefficient on treatment in our estimating equation,

one year after the experiment ended, is .088 (.080) [ITT] and .120 (.107) [TOT] and math .150

(.108) [ITT] and .206 (.145) [TOT] [not shown in tabular form]. In other words, the point estimate

a year after the experiment is roughly half of the original effect in reading and not statistically

significant. This is similar to the fade out effect which has been documented from Head Start,

having a high quality teacher in one year, or a lower class size (Nye, Hedges, and Konstantopoulos,

1999; Puma, 2010). For students who took the Logramos exam in Dallas, the effects of the program

a year after being discontinued are small and statistically insignificant [.002 (.064) [ITT] and .003

(.075) [TOT] in reading and -.046 (.080) [ITT] and -.055 (.093) [TOT] in math]. Hence, either the

negative impacts observed in the year of the treatment did not persist or the negative impacts can

be explained by crowd-out.

6 Interpretation

Our experiments have generated a rich set of new facts. Paying second grade students to read

books significantly increases reading achievement and these effects are still present a year after the

incentives are discontinued. Paying fourth grade students for test scores has little effect. Paying

middle school students for attendance, behavior, wearing their uniforms, and turning in their

homework has a marginally significant increase on reading achievement and has a similar but

statistically insignificant impact on math achievement. Paying seventh grade students for test

scores does not increase their achievement. Paying high school freshmen for their grades in core

courses leads to modest increases on their overall grades, attendance, and the number of courses

they pass, but has no effect on standardized test scores.

Moreover, incentives for inputs seem particularly effective for boys, blacks, and Hispanics. Stu-

dents who are not eligible for free lunch and Asians tend to benefit from all incentive programs
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– input or output. The only treatment that provided incentives for good behavior showed gains

in achievement for students who had had behavioral problems in the previous year. Finally, there

was scant evidence that general effort increased or that intrinsic motivation decreased during any

of our incentive treatments.

A possible interpretation of our results is that all the estimates are essentially zero and the

effects in Dallas and Washington, DC, were observed by chance alone. Yet, the size of the results

and the consistency with past research cast doubt on this as an explanation (Kim, 2007). A second,

more reasonable, interpretation is that the only meaningful effects stem from the Dallas experiment.

This finding could either be due to the fact that the Dallas experiment targeted younger students

or because reading books is a more important input into education production. Arguing against

the former explanation is the fact that the fourth graders in New York demonstrated null results.

A third interpretation of the results is that incentives are effective if tailored to appropriate

inputs to the educational production function. Note that, in order to make this interpretation, we

either have to depend on marginally significant point estimates in the Washington, DC, experiment,

or believe that the inputs rewarded were not as important for achievement as reading books. This

is our leading interpretation.

Recall that the traditional economic model with a simple set of assumptions predicts that

incentives for output are socially optimal. In what follows, we discuss four alterations to the simple

set of assumptions that can explain the results of our incentive experiments.

Model 1: Lack of Knowledge of the Education Production Function

The standard economic model implicitly assumes that students know their production function

– that is, the precise relationship between the vector of inputs and corresponding output.41 If

students only have a vague idea of how to increase output, then there may be little incentive to

increase effort. In Dallas and Washington, DC, students were not required to know how to increase

their test scores; they only needed to know how to read books on their grade level, attend class,

behave well, wear their uniforms, and so on. In New York, students were required either to know

how to produce test scores or to know someone who could help them with the task. In Chicago,

students faced a similar challenge.

The best evidence for a model in which students lack knowledge of the education production
41Technically, students are only assumed to have more knowledge of their production function than the principal.
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function lies in our qualitative data. Seven full-time qualitative researchers observed twelve students

and their families, along with ten classrooms, in New York during the 2008-2009 school year. From

detailed interview notes, we gather that students were uniformly excited about the incentives

and the prospect of earning money for school performance.42 Despite showing that students are

excited about the incentive programs, the qualitative data also demonstrates that students had

little idea about how to translate their enthusiasm into tangible action steps designed to increase

their achievement. After each of the ten exams administered in New York, our qualitative team

asked students how they felt about the rewards and what they could do to earn more money on

the next test. Every student found the question about how to increase his or her scores difficult to

answer. Students answering this question stated thinking about test-taking strategies rather than

salient inputs into the education production function or improving their general understanding of

a subject area.43 For instance, many of the students expressed the importance of “reading the test

questions more carefully,” “not racing to see who could finish first,” or “re-reading their answers

to make sure they entered them correctly.” Not a single student mentioned: reading the textbook,

studying harder, completing their homework, or asking teachers or other adults about confusing

topics.

Two focus groups in Chicago confirmed the more systematically collected qualitative data from

New York. The focus groups contained a total of thirteen students, evenly split between blacks

and Hispanics, males and females. Again, students reported excitement about receiving financial

incentives for their grades. Students also reported that they attended school more, turned in more

homework and listened more in class.44 This finding is consistent with the empirical data in Table

6.

Yet when probed why more inputs to the educational production function were not utilized –

reading books, staying after school to work on more problems, asking teachers for help when they

were confused, reviewing homework before tests, or doing practice problems available in textbooks

42In a particularly illuminating example, one of the treatment schools asked their students to elect a new “law”’

for the school, a pedagogical tool to teach students how bills make their way through Congress. The winner, by a

nearly unanimous vote, was a proposal to take incentive tests every day.
43The only slight exception to this rule was a young girl who exclaimed “it sure would be nice to have a tutor or

something.”
44These strategies may be effective at turning failing grades into marginally passing grades, which would explain

our treatment effects in Table 5, but are not likely to result in test score growth.
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– one female student remarked “I never thought about it.”45

The basic messages from students in Chicago centered on the excitement generated at the

beginning of the year by the program. They responded with more effort – coming to school, paying

attention in class, and so on – but students indicated that they did not notice any change on their

performance on quizzes or tests, so they eventually stopped trying. As one student expressed,

“classes were still hard after I tried doing my homework.”

Model 2: Self-Control Problems

Another model consistent with the data is that students know the production function, but

either have self-control problems or are sufficiently myopic that they cannot make themselves do

the intermediate steps necessary to produce higher test scores. In other words, if students know

that they will be rewarded for an exam that takes place in five weeks, they cannot commit to daily

reading, paying attention in class, and doing homework even if they know it will eventually increase

their achievement. Technically, students should calculate the net present value of future rewards

and defer other near-term rewards of lesser value. Extensive research has shown that this is not

the case in many economic applications (Laibson, 1997). Similar ideas were presented by the social

psychology experiments discussed in Mischel, Shoda, and Rodriguez (1989).

Reading books provided feedback and affirmation anytime a student took a computerized test.

Teachers in Chicago likely provided daily feedback on student progress in class and via homework,

quizzes, chapter tests, and so on. Students in Washington, DC, were often reminded how their

attendance, behavior, etc. affected their pay.

The challenge with this model is to identify ways to adequately test it. Two ideas seem promis-

ing. First, one could collect information before the experiment initiated on the discount rates of

all students in treatment and control schools and then test for heterogeneous treatment effects be-

tween students with relatively high discount rates and those with low discount rates. If the theory

is correct, the difference in treatment effects (between input and output experiments) should be

significantly smaller for the subset of students who have low discount factors. A potential limitation

of this approach is that it critically depends on the metric for deciphering high and low discount

45The rest of the focus group participants offered blank stares and shrugs, before settling into a more defiant mode.

“I did some homework, [expletive], what else they want?” The vast majority of students in our sample considered

doing their homework as maximal effort.
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rates and its ability to detect other behavioral phenomena that might produce similar self-control

problems. Second, one might design an intervention that assesses students every day and provides

immediate incentives based on these daily assessments. If students do not significantly increase

their achievement with daily assessments, it provides good evidence that self-control cannot ex-

plain our findings. A potential roadblock for this approach is the burden it would put on schools

to implement it as a true field experiment for a reasonable period of time.

Model 3: Complementary Inputs

The third model that can explain our findings is that the educational production function has

important complementarities that are out of the student’s control. For instance, incentives may

need to be coupled with good teachers, an engaging curriculum, effective parents, or other inputs

to produce output. In Dallas, students could read books independently and at their own pace. In

Washington, DC, we provided incentives for several inputs – many of which may be complementary.

It is plausible that increased student effort, parental support and guidance, and high quality schools

were necessary and sufficient conditions for test scores to increase during our Chicago or New York

experiments.

There are several (albeit weak) tests of elements of this model that are possible with our ad-

ministrative data. If effective teachers are an important complementary input to student incentives

in producing test scores, we should notice a correlation between the value-added of a student’s

teacher and the impact of incentives on achievement. To test this idea we linked every student in

our experimental schools in New York to their homeroom teachers for fourth grade and subject

teachers (math and ELA) in seventh grade. Using data on the “value-added” of each teacher from

New York City, we divided students in treatment and control schools into two groups based on high

or low value-added of their teacher.46

Table 8 shows the results of this exercise. The first column reports LATE estimates for the

New York sample for all students in treatment and control whose teachers have valid value-added

46Value-added estimates for New York City were produced by the Battelle Institute

(http://www.battelleforkids.org/). To determine a teacher’s effect, Battelle predicted achievement of a teacher’s

students controlling for student, classroom, and school factors they deemed outside of a teacher’s control (e.g.,

student’s prior achievement, class size). A teacher’s value added score is assumed to be the difference between the

predicted and actual gains of his/her students.
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data. This subset represents approximately 47 percent of the full sample. The results from this

subset of students are similar to the full sample, save that in fourth grade math we observe a

sizable treatment effect. The next two columns divide students into those whose are assigned a

teacher who is above and below the median value-added of teachers in New York City, respectively.

Across these two groups, there is very little predictable heterogeneity in treatment effects. The

best argument for teachers as a complementary input in production is given by fourth grade math.

Students with below-the-median quality teachers gain .103 (.130) standard deviations and those

with above-the-median teachers gain .223 (.111) standard deviations. The exact opposite pattern

is observed for seventh grade math.

The best evidence in favor of the importance of complements in production are the differences

between students who were not eligible for free lunch (and likely have intact, more educated families

who are more engaged in their schooling) and those who are eligible for free lunch, though the

differences are not statistically significant. The social ills that are correlated with eligibility for free

lunch may be important limitations in production of achievement. An anecdote from our qualitative

interviews illustrates the potential power of parental involvement and expectations coupled with

student incentives to drive achievement. Our interviewers followed a high performing Chinese

immigrant student home when she told an illiterate grandmother that she had earned $30 from her

performance at school. The grandmother immediately retorted, “But Jimmy next door won more

than you!”

We will not even hazard a guess as to whether or not complementary inputs can explain our

set of results.47

Model 4: Unpredictability of Outputs

A classic result in price theory is that incentives should be provided for inputs when the produc-

tion technology is sufficiently noisy. It is quite possible that students perceive (perhaps correctly)

that test scores are very noisy and determined by factors outside their control. Thus, incentives

based on these tests do not truly provide incentives to invest in inputs to the educational production

function because students believe there is too much luck involved. Indeed, if one were to rank our

incentive experiments in order of least to most noise associated with obtaining the incentive, a likely

47Ongoing work by Petra Todd and Kenneth Wolpin at the University of Pennsylvania in which they provide

overarching incentives for teachers, students, and parents in Mexico City may hold valuable clues.
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order would be: (1) reading books, (2) attending class and exhibiting good behavior (attendance is

straightforward, but behavior depends, in part, on other students’ behavior), (3) course grades, and

(4) test scores. Consistent with the theory of unpredictability of outputs, this order is identical to

that observed if the experiments are ranked according to the magnitude of their treatment effects.

It is important to remember that our incentive tests in New York were adaptive tests. These

exams can quickly move students outside their comfort zone and into material that was not covered

in class – especially if they are answering questions correctly. The qualitative team noted several

instances in which students complained to their teachers when they were taken aback by questions

asked on the exams or surprised by their test results. To these students – and likely many more –

the tests felt arbitrary.

The challenge for this theory is that even with the inherent unpredictability of test scores,

students do not invest in activities that have a high likelihood of increasing achievement (reading

books, e.g.). That is, assuming students understand that reading books, doing problem sets, and

so on will increase test scores (in expectation), it is puzzling why they do not take the risk.48

***

Deciphering which model is most responsible for our set of facts is beyond the scope of this

paper. One or several combinations of the above models may ultimately be the correct framework.

Future experimentation and modeling is needed. Indeed, the results suggest a theory of decision

making in which agents do not know the production function. This is different from the typical

uncertainty in principal-agent models.

7 Conclusion

School districts have become important engines of innovation in American education. A strategy

hitherto untested in urban public schools is to provide financial incentives for student achievement.

In partnership with four school districts, we conducted school-based randomized trials in 261 ur-

ban schools, distributing $6.3 million to roughly 20,000 students, designed to test the impact of

incentives on student achievement.

48If students do not know how noisy tests are or what influences them, the model is equivalent to Model 1.
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Our results show that incentives can raise achievement among even the poorest minority stu-

dents in the lowest performing schools if the incentives are given for certain inputs to the educational

production function. Incentives for output are much less effective. The magnitudes of the increases

in achievement are similar to successful reforms in the past few decades, and obtained at lower cost.

Yet incentives are by no means a silver bullet. They pass a simple cost-benefit analysis, but are

not powerful enough to overcome the racial achievement gap alone. High performing charter orga-

nizations such as the Knowledge is Power Program (KIPP) and Harlem Children’s Zone routinely

use input incentives as an integral part of a broader whole-school strategy.49

The leading theory to explain our results is that students do not know the educational produc-

tion function, and thus lack the know-how to transform excitement about rewards into tangible

investment choices that lead to increases in achievement. Several qualitative observations support

this theory, but other models such as lack of self-control, complementary inputs in production, or

the unpredictability of tests, are also consistent with the experimental data.

Taken together, our experiments and economic model provide the beginnings of a theory of

incentives in urban education. This theory has the potential for use in many other applications.

For instance, it might be less effective to give teachers incentive pay based on outputs (test scores

of their students) relative to inputs (staying after school to tutor their students). Evidence from

developing countries suggests that inputs may be important in this context as well (Duflo and

Hanna, 2006; Muralidharan and Sundararaman, 2009). A complete understanding will require

more experimentation and constant refining of the theoretical assumptions.
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8 Appendix A: Implementation Manual

8.1 Capital Gains: An Experiment in DC Public Schools

A. BACKGROUND AND OVERVIEW

On August 8, 2008, DCPS Chancellor Michelle Rhee and Education Innovation Laboratory

(EdLabs) director Roland Fryer conducted an introductory meeting with all principals of schools

with students in sixth, seventh, or eighth grade. More than any other district leader involved with

the incentive experiments, newly minted Chancellor Michelle Rhee made the Capital Gains program

one of her signature initiatives. As such, schools and students were expected to participate unless

they had a compelling reason to not do so.

B. RECRUITMENT AND SELECTION

Schools

After hearing the premise of the program, 28 principals asked for their schools to be included in

the randomization process. Fourteen schools were selected as treatment schools, but one declined to

participate. The remaining thirteen treatment schools that were selected were provided with school

specific training to help set up the program. After the initial randomization, five more schools that

had not originally attended the introductory meeting were also added to the pool. Three schools

were selected for treatment: two of these schools chose to participate in the program (the other

did not respond to EdLabs within the required twenty-four hours). In total, there were 34 schools:

17 selected into the treatment group (two of which did not participate) and 17 selected into the

control group.

Each principal of a treatment school received sample student consent forms, brochures, and

general overviews to share with their staffs. Each treatment school was asked to identify a school

coordinator to manage the on-site operations of the program.

Students

In September 2008, students were given Capital Gains “parent packets” to take home with

them. These packets included:

• A letter from the DCPS Chancellor with details about the program
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• A letter from the Capital Gains team with details about the partnership between the program

and SunTrust banks

• A parental consent/opt-out form

• A list of frequently asked questions about the program

• An overview of the school-specific metrics

• A program calendar with details about pay periods and payment dates

Washington, D.C. was the only school district that allowed passive consent. Once treatment

schools were selected, each student in grades six through eight in those schools was assumed to be

part of the program unless a parent consent form was returned indicating the parent did not want

their student to participate - in year 1, nine students out of 3,269 were opted out by their parents.

The experiments are still on-going.

C. PERFORMANCE METRICS AND INCENTIVE STRUCTURE

Members of the Capital Gains team conducted meetings at each of the treatment schools to

explain the program to the school’s staff during the first two weeks of school and to help them

select the school-specific metrics that would be used to assess and reward their students.

Each school selected three metrics, along with attendance and behavior, which were used to

evaluate students. The most popular metrics included homework completion, grades on tests, and

wearing a proper uniform. Students could earn up to ten points for each of the five metrics, and

each point was worth $2. Teachers kept track of the students’ performance for a two week period

and rewards were distributed in the week following the close of the previous period. There were a

total of 15 two-week periods in the first year.

D. PAYMENT PROCESS

Preparation and Set-up

Student rewards were distributed via direct deposit into savings accounts or by check. Deposits

were heavily promoted by schools as the safest distribution method and as a means of encouraging

fiscal responsibility and increasing familiarity with banking. In order to set up and deposit funds,
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a partnership was formed with SunTrust to create and manage student savings accounts that were

interest-earning and child-owned (child is sole custodian).

SunTrust organized “Bank Days” at each of the participating schools at the start of the program.

Representatives from the bank visited the schools and signed up students for accounts during their

lunch and free periods. All students were required to have a social security number and picture ID

before setting up an account. Social security numbers were verified by the Capital Gains project

managers who also attended bank days. After establishing their accounts, students signed forms

authorizing EdLabs to make direct deposits over the course of the year.

Students and families who could not (no social security number) or would not (unwilling to

provide personal information) open saving accounts were paid by check. EdLabs contracted with

Netchex, a check processing vendor, to process check payments.

Payment Logistics

Teachers were responsible for filling out hard copy spreadsheets every two weeks. The sheets

allowed teachers to record individual student performance on each of the metrics for the two-

week reward period. The spreadsheets were shipped to a scanning company which scanned the

spreadsheets and sent the images to a data entry company. The data entry company entered all

student performance data into electronic spreadsheets that EdLabs project managers accessed via

a secure (File Transfer Protocol) site. Once the sheets were downloaded by EdLabs, payment

amounts were calculated and audited for accuracy.

Once student payments were calculated and audited, a “pay list” was sent to a payroll vendor.

The vendor then accessed a Harvard-owned bank account set up specifically for processing student

payment transactions to initiate direct deposits (for those students who signed up for a savings

account) and create checks for the remaining students. Those checks were delivered to DCPS

project management staff for distribution to school coordinators, who then handed them out to

students. In year 1, spreadsheets were collected from teachers on Friday at the end of a two week

pay period and checks were delivered the following Thursday. In year 2, teachers were required to

enter information into the database by Saturday evening and payments were delivered the following

Wednesday.

E. PROGRAM SUPPORT
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Throughout the program, targeted strategies were employed to increase participation and aware-

ness and to ensure smooth implementation in all schools.

Student Support

Certificates: Certificates were sent to each participating student displaying the amount of

money earned based on their performance on each of their schools’ metrics. Certificates both

described the student’s behavior (e.g. “You were late to class 6 times this pay period”) as well as

reported the amount earned for each metric.

Assemblies: Schools held school assemblies and/or pep rallies to further introduce the pro-

gram. School administrators and coordinators used these forums to generate excitement about the

program, go over details about earning money and getting paid, and answer any questions students

might have.

Knowledge Quizzes: To gage students’ understanding of the basic elements of the Capital

Gains program, a short quiz was administered to participating students in the fall and spring of year

1. In year 2, students were given quizzes during mandatory financial literacy sessions throughout

the school year. A final quiz is planned for administration to students during the spring of 2010.

Check Cashing Letters: “Check-cashing letters” were provided with instructions on free

check-cashing options.

Student Survey: At the end of year 1, students were surveyed about their attitude, effort,

and motivation in school. The questions were not specific to the programmatic structure of Capital

Gains but student responses were included in the analysis.

School Support

Parents’ Nights: During the first year of Capital Gains, community forums (or “parents’

nights”) were held to inform parents of the details of the program, but turnout was low. In year 2,

the program manager held information sessions during Back-to-School Night at selected schools.

Materials: Each school also hung posters throughout the building to promote the program

and to explain the school-specific performance metrics.

School Communication: Capital Gains project managers contacted all coordinators regularly

to confirm that rewards were being distributed in a timely manner, and contacted the principal via

e-mail or phone to provide updates on program operations or to address potential concerns.
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Coordinator Reports and Graphs: For each pay period, EdLabs sent the school coordinator

an overall report that presented data on each of their students’ performance (i.e. scores on each

metric, consent status, bank account status, and reward history). Coordinators also received lists of

the top ten earners in each grade for a given pay period as well as a list of the top ten students with

the largest increase in rewards from the last period. Additionally in year 1, schools were provided

with graphs that showed how each grade level scored on each of the metrics so they could compare

performance across grade levels. Some schools requested that these graphs compare classrooms

instead of grades. Halfway through the program and at the end of the year, schools were provided

with graphs that showed their performance across periods on each metric so they could see how

student performance was changing over time.

School Stipends: Each school received a stipend to help offset the additional work the program

created for its staff. The stipend amounts were based on the number of students participating in

the program, with small schools receiving around $1,000-$3,000 and the largest school receiving

around $20,000. The principal decided whether the funds were to be given to the coordinator or

split among the coordinator and other staff members.

Implementation Reviews: In January of year 1, Capital Gains project managers invited all

coordinators, principals, and other staff members to complete an on-line survey as part of an effort

to further understand the effects of the program. The survey results contain valuable insights and

feedback from schools on program implementation and impact. Project Managers also visited each

of the schools at the end of the first year to discuss possible improvements for the second year.

8.2 Earning By Learning: An Experiment in Dallas Public Schools

A. BACKGROUND AND OVERVIEW

During the 2005-2006 school year, EdLabs implemented a pilot incentive program in select

elementary schools in Dallas Independent School District (DISD). The pilot was based on the

Earning by Learning (EBL) of Dallas incentive program. Established in 1996, Earning by Learning

provides small monetary rewards to encourage students to read books.

Two important lessons were learned from a small pilot, which informed the methodology and

research design of the incentive experiment that was implemented in 2007-2008. First, in the pilot

study the randomization of students into treatment and control groups occurred within classrooms;
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there was significant evidence that teachers provided compensatory incentives for students in the

control group. The decision was made to randomize across schools for the actual experiment.

Secondly, EBL students typically earned their rewards at the end of the semester. While we

know of no theoretical model that credibly describes an optimal incentive schedule, related research

indicates that children heavily discount the future. It was therefore decided to make every effort

to increase the frequency of rewards given to treated students.

During implementation, EdLabs assigned a Boston-based project manger to oversee program

implementation. The project manager was dispatched on several occasions for extended periods

to increase EBL staff capacity during phases of the experiment which required higher than normal

person-hours: school recruitment, technology set-up and testing, payment calculation, and reward

distribution.

B. RECRUITMENT AND SELECTION

Schools

Implementation began in mid-July 2007 with a principals’ orientation meeting. At this juncture,

principals learned about EBL’s prior success in encouraging students to read by offering monetary

rewards. Forty-three principals attended the meeting or sent a representative in their place. Every

principal agreed to participate in a lottery to determine which schools would be in the treatment

group and the control group with the treatment group receiving EBL implementation in the 2007-

2008 school year.

Principals were recommended to the EBL program by district supervisors and staff at Dallas

Independent School District’s (Dallas ISD) Instructional Technology department. Together, these

administrators recommended schools that had no prior experience with EBL yet had the techno-

logical resources to participate in the program. Schools in the control group were told they would

be given priority for expansion into the full-service EBL program in the 2008-2009 school year.

An agreement with schools was reached such that each participating school would run the

program for their second grade classes, as well as one additional cohort of the principals’ choosing

from either the first, third, or fourth grades. Principals chose fourth grade. The early elementary

grades were selected because EBL administrators, as well as a host of education researchers, have

observed that early intervention in reading is most important to future achievement.
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EdLabs then performed a computerized randomization, selecting 22 treatment schools and 21

control schools based on their standardized testing performance and demographic data. In schools

that were selected into the treatment group, principals selected a member of their staff to serve as

EBL coordinator; typically the Media Specialist, Reading Instructor or Technologist.

Students

EdLabs and EBL arranged for consent forms to be distributed and collected at the 22 campuses

and delivered to EdLabs for data entry prior to the start of the experiment. Students who had

not returned consent forms prior to the start of the experiment were allowed to turn in consent

forms throughout the program, but could not be paid for their performance prior to a form being

returned. Standard EBL program material and consent forms were sent to families, with slight

modifications to make sure the research and changes made to support the experimental design were

fully explained.

C. PERFORMANCE METRICS AND INCENTIVE STRUCTURE

The Accelerated Reader platform enabled tracking and assessment – in the form of brief on-line

quizzes – of students’ reading. Students were rewarded with $2 for each completed Accelerated

Reader (AR) quiz with at least 80 percent of questions answered correctly.

The initial incentive structure also included a provision to pay fourth graders $4 for each AR quiz

they passed. EBL administrators and veteran EBL coordinators advised EdLabs not to pursue this

avenue because they believed a $2 incentive sufficiently motivated fourth graders without causing

them to become fixated on the amount of the reward.

D. PAYMENT PROCESS

Preparation and Set-Up

Renaissance Learning (RL) received student information from Dallas ISD’s Data and Account-

ability department to create Accelerated Reader accounts for every 2nd and 4th grader at each

of the treatment schools. RL then created a website that allowed EBL coordinators to verify the

accuracy of these student accounts. Each school’s technologist installed the necessary software and

shortcuts on the computers that students would use to be able to access Accelerated Reader.
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Once the school’s roster had been verified, RL sent students’ login information to the EBL

coordinator. Our goal was to finish these initial preparations by September 17, the first day of

the EBL program. However, initial training for EBL coordinators and technologists did not begin

until September 17. Some schools were able to make the necessary preparations before training

by relying only on email and phone conversations with EBL, RL, and EdLabs staff. The majority

of coordinators began EBL at their school in the two weeks following September 17. During this

period, RL, EBL, and EdLabs assisted EBL coordinators and technologists when they had difficulty

accessing Accelerated Reader or using the software.

Once students received their account information, they were able to login to the Renaissance

Learning website to begin testing. The on-line version of Accelerated Reader has over 100,000

multiple choice quizzes available to students. Since there is only one reading practice quiz per

book, to prevent cheating, students were not able to retake quizzes unless their EBL coordinator

believed there were mitigating circumstances, such as a fire drill, power outage or medical situation.

Payment Logistics

The initial payment strategy was to reward students with checks every two weeks. The on-line

version of Accelerated Reader allowed EdLabs and EBL to automate much of the check writing

process, which greatly reduced the cost of processing. However, frequent distributions of rewards

via check became a less tenable option for two reasons: high administrative costs incurred by

school personnel for distributing thousands of checks several times a semester and concern that

lower valued checks would be less likely to be cashed. Instead, checks were distributed three times

during the 2007-2008 school year during the weeks of October 17, December 10, and March 17.

One additional distribution would clearly be less intrusive on school coordinators than several

throughout the term.

EdLabs contracted with Renaissance Learning to develop a macro that would update a student’s

earnings each time they passed a test using Accelerated Reader. While a student would not have

the additional money in hand they would be aware that they had just earned an additional reward.

Payments were issued via check along with instructions as to how students could cash their

checks for free in the Dallas area.

E. PROGRAM SUPPORT

54



Students Support

Celebrations: With the help of the EBL coordinators, EdLabs and EBL organized celebrations

between October 17 and 22 to distribute checks to students in the treatment schools. These

mid-session celebrations represented a change to the traditional EBL program model. Typically

celebrations occurred only at the end of each semester’s session. EBL and EdLabs chose the

timing of these payments to engender trust among the students, allowing coordinators and reward

recipients to encourage non-participating students to return parent consent forms or take AR quizzes

before the end of the semester. EdLabs worked with EBL leadership to implement the traditional

end of semester celebrations for the fall, beginning the week of December 10, and for the spring,

beginning the week of March 17.

Check Cashing Letters: “Check-cashing letters” were provided with instructions on free

check-cashing options.

Student Survey: At the end of year following the experiment, students were surveyed to gage

the longer-term effects of treatment on their attitude, effort, and motivation.

Program Extension: There was a continued push to collect parent consent forms in order

to reward students who were taking quizzes, but were not approved for payments. In an effort

to collect more data for the spring session, EdLabs was able to negotiate on behalf of EBL for a

two-week extension of the session end date.

School Support

School Communication and Visits: Coordinators in the bottom quartiles with respect to

percent of consent forms returned, percent of students taking at least one quiz, and average quizzes

taken per student were contacted. Personal visits were made to three schools that were not testing

consistently by this point and were not responding to emails or phone calls. In total, this allowed

EdLabs to learn about and address administrative or infrastructure challenges that may have been

dampening participation. The three schools that required mid-term visits began testing shortly

afterward.

School Summaries (Mid-Session): In an effort to improve participation numbers, brief

summaries on student participation were sent to each principal and EBL coordinator midway

through the fall session. At the same time schools were informed of their percentile ranking relative

to all treatment schools. It was expected that this benchmark information would incite schools to
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improve relative to their more successful peers. The mid-session summaries were implemented in

the spring session as well.

School Summaries (End of Session): At the conclusion of the fall session, EdLabs sent a

separate summary (one that was more detailed than the mid-session summaries) to each principal

and EBL coordinator. Each individual school receiving a summary could compare itself against

the top five schools ranked according to student participation and perhaps even contact them on

best practices. These summaries also included customized suggestions to improve participation for

each school. These summaries were also sent to select District personnel.

Accelerated Reader: EdLabs purchased school licenses for the web-based version of Accel-

erated Reader, which allowed schools to access a dynamic and wider range of book quizzes. The

software also eliminated the need for school coordinators to send tally sheets of books read to EBL;

that information was accessed by EBL and EdLabs directly from the web-based platform.

8.3 The Paper Project: An Experiment in Chicago Public Schools

A. BACKGROUND AND OVERVIEW

In the spring of 2008, Chicago Public Schools Superintendent, Arne Duncan, and EdLabs

Faculty Director, Roland Fryer, met to discuss possible collaborations. Reducing drop-out rates

was identified as a key component of CPS reform efforts. Preliminary analysis of CPS data revealed

a connection between graduation and the number of credits accumulated during freshman year in

high school. EdLabs developed an experiment to target 9th graders, entitled “Paper Project,”

in hope that providing students with incentives would improve course performance, increase the

number of credits earned, improve scores on state assessments, and ultimately raise the graduation

rate.

A Project Manager and an Assistant Project Manager were designated to serve as project

managers for Paper Project.

B. RECRUITMENT AND SELECTION

Schools

EdLabs held a meeting for principals of the seventy high schools with the lowest graduation

rates in Chicago Public Schools at the end of their annual back-to-school event in August 2008.
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In the meeting we explained the incentive program and its potential benefits, and schools were

given until the end of the week to decide whether they wanted to participate. The vast majority

of schools signed up immediately, and eventually every school present at the meeting signed up to

participate. To control costs, we selected 40 of the smallest schools out of the 70 who wanted to

participate and then randomly selected 20 to form the treatment group.

Students

Once a school was selected, students were required to return a signed parent consent form

to participate. Students were given a brochure to take home to parents, which described the

program and explained the rules of the project as well as the long and short term incentives. A

designated coordinator at each school was responsible for collecting consent forms, which were

audited periodically by the project manager.

The project managers worked with Area Instructional Officers, principals, and school coordi-

nators to hold a consent form drive to help drive participation rates at schools. Schools responded

with creative methods for increasing consent rates. For example, flyers were sent home with stu-

dents multiple times, robo-calls were made to all 9th graders, parent assemblies were held, and

program information was provided during report card pick up times. Ultimately, 95 percent of

eligible students signed up for Paper Project.

C. PERFORMANCE METRICS AND INCENTIVE STRUCTURE

When Paper Project was conceived, CPS had just adopted Gradebook, a system where teachers

would enter grades daily. Every 5 weeks, grades were issued to students (progress report, quarter

grade, progress report, semester grade, repeat). These grades served as the basis of students’

earnings.

Students were provided incentives for their grades in five core courses: English, mathematics,

science, social science, and gym. Each student was rewarded with $50 for each A, $35 for each B,

$20 for each C, and $0 for each D. If a student made an F (failing) in a core course, he received $0

for that course and temporarily “lost” all other monies earned from other courses in the grading

period. Once the student made up the failing grade in the next period, through credit recovery, or

night school (we could not pay out for summer school credit recovery because the program ended

earlier than planned) all the money “lost” was reimbursed. Students could earn $250 every five
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weeks and $2,000 per year. Half of their rewards were paid out immediately after the five week

grading periods ended, while the other half was held in an account and will be given in a lump sum

conditional upon high school graduation. The average student earned $695.61; the highest achiever

earned $1,875.

D. PAYMENT PROCESS

Preparation and Set-Up

Student rewards were distributed via deposit into savings accounts or in the form of a personal

check. Deposits were heavily promoted by schools as the safest distribution method and as a means

of encouraging fiscal responsibility and increasing familiarity with banking. In order to set up and

deposit funds into student savings accounts, a partnership was formed with JP Morgan Chase

Bank. Through this partnership, students were able to open interest-earning child-owned (child is

sole custodian) savings accounts.

In order to open an account, bank officials visited each school, where students completed a

bank form with mailing address, social security number, and birth date. An account was opened

immediately after processing.

Students and families who could not (did not have social security number) or would not (un-

willing to provide personal information) open savings accounts were rewarded via personal checks.

EdLabs contracted with Netchex, a check processing vendor, to process check payments.

A corporate bank account was set up in the name of the American Inequality Lab at Bank of

America. Payment funds were requested, and then wired, from the grant holding agent (National

Bureau of Economic Research) to the bank account, from which payments were drawn.

Payment Logistics

Grades were uploaded from Gradebook to IMPACT (CPS’ system of record). CPS’s IT group

pulled the grades from IMPACT and uploaded them to an FTP site from which they could be

retrieved by EdLabs. After processing the grades, EdLabs calculated award amounts, uploaded

payment information to Netchex (check processing vendor), and generated student certificates.

The project manager had certificates printed at CPS’ internal print shop, and sent out certificates

to schools via CPS’ internal mail system.
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EdLabs then uploaded grades to the UBOOST system. If students came to coordinators with

questions or issues regarding their grades or payments, coordinators would verify student claims and

determine whether adjustments needed to be made. Coordinators (or project manager) would have

about two weeks to make any grade corrections in the UBOOST system. UBOOST fed changes

directly back to Edlabs for incorporation into the next round of payments to be issued. EdLabs

verified all payment amounts through extensive internal audits.

Coordinators received checks via FedEx and certificates via CPS mail. Most coordinators orga-

nized checks by division (homeroom) and had homeroom teachers pass out certificates and checks to

students during division period. Some coordinators passed out checks after school hours on Fridays

to minimize chances for issues on school property. Student certificates contained information on

the amount earned (x out of a possible $250), grade for each class, a reminder that they would only

receive half the money now (the remainder would be paid out upon graduation), notes regarding

makeup grades or missing grades, as well as a reminder that checks could be cashed for a small fee

($6) at any Bank of America.

E. PROGRAM SUPPORT

Student Support

Certificates: Certificates were sent to each student, including non-earners, displaying the

amount of money earned based on test scores. Students, who had not yet returned consent forms,

were informed that all earned monies would be distributed once a valid consent form was submitted.

Student Assemblies: Many coordinators arranged celebrations/assemblies throughout the

year to reinforce the positive messages behind the program.

Knowledge Quizzes: To gage students’ awareness of the basic elements of Capital Gains and

the incentive structure, a short quiz was administered to participating students.

Check Cashing letters: “Check-cashing letters” were provided with instructions on check-

cashing options.

Student Survey: At the end of the year, students were surveyed about their attitude, effort,

and motivation in school. The questions were not specific to the programmatic structure of the

Paper Project.
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Student and Family Communication: Students and families received ongoing updates and

support from school-based coordinators. Many coordinators sat down with students to discuss

what they could do to begin earning rewards or to earn more than they were already. Questions

from parents were responded to on a daily basis.

School Support

Materials: Creative bulletin boards and other celebratory messaging encouraged and reminded

students about the program.

School Communication: The project managers managed communication and coordination

with schools on a daily basis, made several school visits each month, handled student-specific

inquiries, and developed a newsletter to disseminate program information as well as studying tips,

etc.

School Stipend: Participating schools received up to $1,500 to provide a bonus for the school

liaison that served as the main contact for our implementation team.

8.4 Spark: An Experiment in New York City Public Schools

A. BACKGROUND AND OVERVIEW

During the 2003-2004 school year, Roland Fryer, Richard Freeman, and Alexander Gelber im-

plemented a pilot incentive program at PS 70, an elementary school in the Bronx, NY. The pilot

informed the design of future incentive projects related to: type of reward (monetary vs. social),

frequency and timeliness of rewards, level of randomization (within vs. across schools), and teacher

and administrative expectations.

During the 2007-2008 and 2008-2009 school years, EdLabs implemented NYC Spark to measure

the impact of incentives on student achievement. In year 1, the program was administered to 4th

and 7th grade students in a sample of New York City public schools. In year 2, eligibility expanded

to 8th graders in about half of the participating middle schools to test two-year treatment effects.

During the first year, EdLabs assigned two Boston-based project mangers to oversee program

implementation, and one to oversee the payment process. In the second year, EdLabs’ project

managers were stationed at the New York City Department of Education in order to be more
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accessible to schools via in person visits, local phone and fax numbers and a familiar DOE email

address.

B. RECRUITMENT AND SELECTION

Schools

Implementation of the Spark program began on June 1, 2007 when EdLabs sent a letter inviting

all schools with 4th and 7th graders in the New York City Public School District to participate.

Roland Fryer then visited the 143 schools that expressed initial interest in response to our letter. All

143 schools signed up for the experiment. Twelve schools were removed due to their participation

in other Opportunity NYC programs. Sixty-three schools were randomized into treatment. The

schools that were not selected served as a control group and were told that they would be given

first priority if the NYC Department of Education decided to expand the program.

The principals of the participating schools were invited to an orientation meeting in August

2007 and again in August 2008. Each principal was asked to select a Spark coordinator from their

staff (typically the Assistant Principal or the Assessments Administrator) to serve as the point of

contact between students and the Spark Program.

Students

Principals were given information packets with program details, consent forms, and applications

for bank accounts to be distributed to students at the start of each school year. Schools were

provided with FedEx account numbers to facilitate the return of consent forms to EdLabs. During

year 2, EdLabs contracted with marketing firm Droga5 to produce T-shirts, pencils, and various

other items with the program logo in order to generate excitement within the student population

about the program.

Students were allowed to turn in consent forms until just before the last testing period of each

school year. In year 1, there were over 5,800 participating students (roughly 70 percent of the more

than 8,300 eligible students). In year 2, over 8,000 students (80 percent of about 10,000 eligible

students) participated in the program.

C. PERFORMANCE METRICS AND INCENTIVE STRUCTURE
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Students in Spark schools completed ten assessments, five in reading and five in math, over the

course of each year. Of these tests, six were computer-adaptive assessments and four were predictive

assessments. All of the assessments were administered through the Department of Education’s

Periodic Assessment Team, allowing schools to fulfill their city assessment requirements.

The computer-adaptive assessments respond to each question a student answers by generating an

appropriate next question based on how the student responds. In effect, these assessments “zero-in”

on a student’s performance level and set an empirical benchmark from which the student’s progress

could be tracked. The computer-adaptive assessments indicate the instructional level at which

the student performs, regardless of their current grade level placement in reading, language arts,

and math.50 Student results include a scaled score, ranging from 1300-3700, an associated grade

level estimate, a comparison to NY state standards, and a national percentile rank. In addition,

the results also offer a Standard Item Pool score (SIP), which expresses the expected percent of

questions within the grade level item pool that the student could answer correctly.

The predictive assessments mirror the state exams, provide an indication of student progress

against state standards, and provide diagnostic information to inform instruction. The first assess-

ment, administered 6-8 weeks before the New York State exam, assesses what short-term tailored

interventions students need before the state exam. The second assessment, administered in late

May or early June, measures the student’s growth within and across academic years and serves

to collect information for instructional planning for the following year. Reports provide detailed

diagnostic information by standard, performance indicator, sub-skill, level of difficulty of the item,

and each student’s correct and incorrect answers. These analyses help target instruction and inter-

vention to accelerate student learning. A scaled score is provided to us along with a prediction of

how the student may perform on the state exam.

In year 1, each 4th and 7th grader earned $5 and $10, respectively, for simply taking each

assessment. Based on feedback from schools, this base payment was instituted to encourage poorly

50There are four additional reasons that schools used Scantron computerized tests. First, we were concerned that

in high poverty schools administrators might cheat to help students earn extra money. Second, computerized tests

were the only assessment option that allowed us to grade and record the exams in a timely manner. Third, ITAs

are created by staff at each school based on how quickly students are progressing through the curriculum. We were

worried about making the level of the test endogenous. Fourth, the NYC DOE was concerned that their efforts to

ensure that the interim assessments were low stakes test would face criticism if monetary rewards were tied to them.
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performing students. For each assessment, a 4th grader could earn a maximum of $25 per assessment

for a total of $250 over the course of the year, and a 7th grader could earn a maximum of $50 per

assessment for a total of $500 over the course of the year. In year 2, 8th graders could earn the

same amount as 7th graders, a maximum of $50 per assessment for a total of $500 over the course

of the year. The overall reward scale between the lower and upper bounds was linear.

For Computer-Adaptive assessments, each 4th grade student received $5 as a base payment plus

$0.025 for each additional point gained from 1900-2700. Each 7th and 8th grade student received

$10 plus $0.05 for each additional point gained from 2200-3000.

For Predictive assessments, each 4th grade student received $5 as a base payment and an

additional $0.20 for answering an additional 1% of the questions correctly. Each 7th and 8th

grader earned a base amount of $10 plus $0.40 for correctly answering an additional 1%.

D. PAYMENT PROCESS

Preparation and Set-up

Student rewards were distributed via deposit into savings accounts or by check. Deposits were

heavily promoted by schools as the safest distribution method and as a means of encouraging fiscal

responsibility and increasing familiarity with banking. In order to set up and deposit funds into

student savings accounts, a partnership was formed with Washington Mutual (now part of J.P.

Morgan Chase) to operate a derivative of their School Savings account program. A School Savings

account is an interest-earning child-owned (child is sole custodian) savings account.

In order to open an account, students completed a bank form with mailing address, social

security number, and birth date. Those forms were sent to EdLabs to screen for completeness and

then forwarded to Washington Mutual. An account was opened approximately two weeks after

Washington Mutual received a valid completed application.

Students and families who could not (no social security number) or would not (unwilling to

provide personal information) open saving accounts were rewarded with individual checks. EdLabs

contracted with Netchex, a check processing vendor, to process check payments.

A corporate bank account was set up in the name of the American Inequality Lab at Bank of

America. Payment funds were requested, and then wired, from the grant holding agent (National

Bureau of Economics) to the bank account, from which payments were drawn.
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Payment Logistics

After each assessment was taken, EdLabs requested and received scores from New York City

DOE. The test scores were merged with the existing New York City student enrollment database,

and internal records on consent and method of payment – savings or check. EdLabs then generated

a pay list based on the payment algorithm described in section IV.

In year 1, EdLabs manually entered deposit amounts into the School Savings interface. By year

2, EdLabs created a script allowing this process to be automated. EdLabs then sent a check via

FedEx to Washington Mutual to cover the deposits. The deposits were available to the students on

the next business day. Netchex mailed all personal checks to the Spark coordinator at each school

for distribution.

Due to the test vendor’s processing time, EdLabs typically received test scores within four to

five weeks of the completion of student testing. Students typically received rewards within one to

two weeks of EdLabs receiving assessment data.

In year 1, total payments exceeded $1.1 million. In year 2, payments were over $1.6 million.

E. PROGRAM SUPPORT

Student Support

Throughout the program, targeted strategies were employed to increase participation and aware-

ness and to ensure smooth implementation in all schools.

Certificates: Certificates were sent to each student, including non-earners, displaying the

amount of money earned based on test scores. Students who had not yet returned consent forms,

were informed that all earned monies would be distributed once a valid consent form was submitted.

Knowledge Quizzes: To gage students’ awareness of the basic elements of the Spark program,

a short quiz was administered to participating students in year 2.

Check Cashing letters: “Check-cashing letters” were provided with instructions on free

check-cashing options.

Student Survey: At the end of year 2, students were surveyed about their attitude, effort,

and motivation in school. The questions were not specific to the programmatic structure of Spark

but student responses were included in the analysis.

School Support
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School Visits: In year 1, each school received at least two visits from EdLabs’ project man-

agers. In year 2, EdLabs’ project managers targeted schools with low participation to be visited.

All schools, regardless of participation, were visited upon request. School visits consisted of host-

ing assemblies to provide program overviews, distributing certificates, speaking with students in

classrooms or during lunch, presenting to parents during parent-teacher conferences, and meeting

with teachers and school leadership team members

School Communication: EdLabs’ project managers contacted all coordinators regularly to

confirm that rewards were being distributed in a timely manner, and contacted the principal or

network leader via e-mail or phone to provide updates on program operations or to address potential

concerns.

Coordinator Reports: EdLabs sent each coordinator an overall report that presented data

on each of their students (i.e. test scores, consent status, bank account status, and reward history).

Tracking Database: In year 2, EdLabs worked with Uboost, an external vendor, to develop an

internet-accessible database which provided real time information similar to “Coordinator Reports”:

consent status, bank account status and earned rewards.

School Stipends: Each school was given the opportunity to receive up to $5,000 for each year

of the two-year program to help offset the added work the program created for its staff. Each year

there were two allocations of up to $2,500 per school, one at the middle of the year and the other

after the end of year.

In the first year, for the first $2,500, schools had to have turned in at least one student’s consent

form to show that they intended to participate in the program. In order to receive the full second

installment of $2,500, EdLabs required that 60 percent of a school’s 4th or 7th grade students

received rewards for the third computer-adaptive assessment. If a school was below this 60 percent

benchmark, the school received a pro-rated amount.

In the second year, the first $2,500 was contingent upon a school achieving an 80 percent par-

ticipation rate and having tested at least 70 percent of students on each Spark-eligible assessment.

The second $2,500 was contingent on having tested at least 70 percent of students on the remaining

Spark-eligible assessments.

Implementation Reviews: On three separate occasions, twice in September 2007, and once

in January 2008, EdLabs’ project managers hosted an on-line chat room for principals and coordi-
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nators to ask and get answers to program implementation questions.

In late March of the first year, EdLabs’ project managers conducted 40-minute on-site interviews

at each school to review program implementation. A list of best practices was compiled from these

interviews and shared with all schools before the start of the second year of the program.

In February of the second year, EdLabs’ project managers invited all coordinators, principals

and other staff members to complete an on-line survey as part of an effort to further understand

the effects of the program. The survey results contain valuable insights and feedback from schools

on program implementation and impact (Appendix B).

9 Appendix B: Data Description and Construction of Variables

9.1 VARIABLE CONSTRUCTION

Chicago

Assignment to treatment/control at the beginning of the year

Chicago Public Schools gave us a file containing the IDs of the students who were assigned to

the treatment group and a separate file for students in the control group. We combined these files

and used them to assign students to treatment or control.

Instrument in TOT regressions

Students who were originally assigned to treatment/control were given their original assign-

ments. Any other student who ever attended a control or treatment school according to the Chicago

Public Schools 2009 attendance file, and was in 9th grade according to the Chicago Public Schools

2009 enrollment file, was given a value of zero for the TOT instrument.

Amount of time treated in TOT regressions

This was constructed by adding up all of the days that a student was present in a treatment

school if the student was in 9th grade, and gave consent (according to a Chicago Public Schools file

listing all students who gave consent). This number was divided by 180 (approximately the number

of school days in the year; 180 is used to be consistent with other cities). Unlike other districts,

the CPS attendance file did not contain the grade level of the student for each observation, so we

could not figure out which students may have skipped into the 9th grade or been demoted into the

9th grade. For this reason, we could only consider students that were assigned to the 9th grade in

66



the enrollment file to have been treated.

Demographic variables

Demographic variables that should not vary from year to year (race, gender) were pulled from

several different Chicago Public Schools enrollment files, with precedence given in the following

order: 2010 enrollment file, 2009 enrollment file, 2009 district file, 2009 bilingual students file. Race

consisted of the following categories: Black, Hispanic, White, Asian, and Other. These categories

were considered mutually exclusive.The “Other” category consisted of students who were coded as

Multiracial or Native American. Gender was coded as male, non-male, or missing.

Demographic variables that may vary from year to year (free lunch, English language learner)

were only pulled from Chicago Public Schools 2009 files, with precedence given in the following

order: 2009 enrollment file, 2009 district file, 2009 bilingual students file. A student was considered

free lunch if any of the files had a “F”or “R”for the student’s lunch status or was entered as

“Eligible For Free Meals”or “Eligible for Reduced Price Meals.”All other entries(“D”,“FT”, “N/A”,

“Denied - Income Over Allowable Limit”, and “Not Applying Or Refusal To Cooperate With”)

were considered non free lunch and blanks were coded as missing. The English Language Learner

dummy variable was coded as one if the students had “Yes”entered under the bilingual variable.

All other values, including blanks, were coded as zero.

Illinois Standards Achievement Test (ISAT) Scores

ISAT scores for math, reading, science and writing were pulled from a file listing scores for all

students in Chicago Public Schools. Eighth graders do not take the science portion of the test,

and we decided to use only math and reading scores to keep the analysis consistent across districts.

Scores were standardized to have mean of zero and standard deviation of one in the experimental

group.

PLAN Test Scores

PLAN test scores were pulled from the Chicago test score file for 2009-10. Scores were standard-

ized to have mean of and standard deviation of one in the experimental group (the experimental

group mean was subtracted from each student’s score, and the result was divided by the experi-

mental group standard deviation).

Grades

Grades were pulled from files containing the transcripts for all students in Chicago Public
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Schools. Observations were at the student-course-semester level in the raw data. Letter grades

were converted to a 4.0 scale. Each student’s grades were averaged within a semester to yield

a Fall, Spring, and Summer (where available) GPA. Each student’s GPA for the 2008-09 school

year was calculated by taking the mean of the Fall, Spring, and Summer GPAs. As with ISAT

test scores, GPAs were standardized to have mean of zero and standard deviation of one in the

experimental group.

School-level variables

School-level variables were constructed for each school based on the population of students

assigned to that school, using the following method to assign students and the Chicago Public

Schools 2009 attendance data file: If a student attended only one school, then he was assigned

to this school. If a student attended more than one school, then he was assigned to the school

he attended for the most number of days. If a student attended multiple schools for the same

maximum number of days, then he was assigned to the school with the lower school ID. We would

have ideally liked to assign students to the schools they attended at the beginning of the year, but

the format of the attendance data in Chicago did not provide enough information to do this. The

data file only had the total number of days enrolled and number of days present in each school for

every student; it did not contain any information on which months the student was present.

Attendance Rate

Each student’s attendance rate was calculated as the total number of days present in any school

divided by the total number of days enrolled in any school, according to the CPS 2008-09 attendance

file.

Credits attempted, credits earned, and absences

These were pulled directly from files containing transcripts for all students in CPS from each

semester.

Dallas

Assignment to treatment/control at the beginning of the year

The Dallas 2007-08 attendance file was used to determine the first school that each student

attended. A student was assigned to the control group if the student’s first school was a control

school, if the student was in 2nd grade in that school, and if the student was present in that school
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before October 1, 2008. The treatment group was defined similarly.

Instrument in TOT regressions

Students who were originally assigned to treatment/control were given the same assignments.

Any other student who ever attended a control or treatment school according to the Dallas 2007-08

attendance file and was in 2nd grade while attending that school was assigned a value of zero for

the TOT instrument.

Amount of time treated in TOT regressions

This was constructed by adding up all of the days that a student was present in a treatment

school, was in 2nd grade in that school, and gave consent (according to a Dallas file listing all

students who gave consent). This number was divided by 179 (the most school days attended by

any student).

Demographic variables

Demographic variables that should not vary from year to year (race, gender) were pulled from

Dallas enrollment files from 2002-03 through 2008-09, with precedence given to the most recent

files first. Race consisted of the following categories: Black, Hispanic, White, Asian, and Other.

These categories were considered mutually exclusive. The “Other” category consisted of students

who were coded as “I”, which was assumed to stand for American Indian (or Native American).

Gender was coded as male, non-male, or missing.

Demographic variables that may vary from year to year (free lunch, English language learner,

special education) were pulled only from the Dallas enrollment file for 2007-08, the experimental

year. A student was considered free lunch if he had a 1 for the lunch variable in the enrollment file

for 200708. A student was considered not free lunch if he was in the 2007-08 enrollment file, but

had a blank value for the lunch variable(lunch was coded exclusively as 1 or blank in the raw data).

If a student was not in the 2007-08 enrollment file, then he was coded as having a missing free

lunch value. English Language Learner status was coded similarly, as the raw data has a variable

for limited English that was coded as “Y”or blank. Special education had values of zero and one

in the raw data, so a one was coded as one for the dummy variable and zero was coded as zero.

Blanks were considered missing values for that variable.

Assignment to ITBS vs. Logramos sample

Students were assigned to the ITBS sample if they had at least one non-missing score from the
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Reading Comprehension, Reading Vocabulary, or Language Total ITBS 2007-08 tests. Similarly,

students were assigned to Logramos if they had at least one non-missing score from the Reading

Comprehension, Reading Vocabulary, or Language Total Logramos 2007-08 tests.

In cases where a student had non-missing scores from both ITBS and Logramos tests, the

student was assigned to the Logramos category and the ITBS scores were dropped. In cases where

students switched between Logramos and ITBS from 2006-07 to 2007-08, the 2006-07 scores of

those students who switched were dropped and the student was considered a part of the sample for

the test he took in 2007-08.

Missing 2007-08 test scores

If a student was missing Reading Comprehension, Reading Vocabulary, and Language Total

scores from 2007-08, then he is dropped from both samples since he is missing outcomes.

Grades

Grades were pulled from files containing the transcripts for all students in Dallas from 2007-

08. Student-course-semester observations that had values for grades that were non-numeric and

could not obviously be converted to numeric values were dropped. Each student’s grades from

each semester were averaged to yield a GPA for the semester. These semester GPAs were averaged

to yield a GPA for the year. The year-long GPAs were standardized to have mean of zero and

standard deviation of one in the experimental group.

School-level variables

School-level variables were constructed for each school based on the population of students

assigned to that school, using the following method to assign students: If a student attended only

one school, then he was assigned to that school. If a student attended multiple schools and attended

at least one of these schools at the beginning of the school year, defined as before October 1, then

we assigned him to the first school he attended. This first school is determined by the looking at

the earliest start date for each student. If a student had the same start date at multiple schools,

then the school with the earliest end date was assumed to be his first school. If we couldn’t figure

out which school the student attended first, we assigned him to the school with the lower school ID.

If the student attended multiple schools but did not attend any of these schools at the beginning

of the year, he was assigned to the school he attended for the greatest number of days. If there

was a tie for the greatest number of days, then he was assigned to the school with the lower school
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ID. These school-level variables included the percents of the student population that were Black,

Hispanic or classified as free lunch.

Construction of effort index

Effort variables were constructed from a file containing survey responses that were entered into

a computer(Dallas was the only district in which students took surveys on the computer). If a

student took the survey multiple times and had more than one response to a particular question

and these responses conflicted, those responses were dropped. If the responses were consistent or

only filled in for one observation, then the values were kept. All question responses were converted

to a numerical scale so that higher numbers indicated more effort. There were two effort variables

constructed from two questions on the survey. A total effort index equal to the sum of these effort

variables (when they were both non-missing) was constructed. This effort index was standardized

to have mean of zero and standard deviation of one in the experimental group.

Construction of intrinsic motivation index

Intrinsic motivation variables were constructed from a file containing survey responses that were

entered into a computer. If a student had more than one response to a particular question and

these responses conflicted, the responses were dropped. All question responses were converted to a

numerical scale so that higher numbers indicated more intrinsic motivation. There were six intrinsic

motivation variables in total. A total intrinsic motivation index equal to the sum of these intrinsic

motivation variables (when they were all non-missing) was constructed. This intrinsic motivation

index was standardized to have mean of zero and standard deviation of one in the experimental

group, but regressions were also run on the non-standardized index because the index itself has

meaning.

Washington, D.C.

Assignment to treatment/control at the beginning of the year

The DC 2008-09 attendance file was used to determine the first school that each student at-

tended. A student was assigned to the control group if the student’s first school was a control

school, if the student was in 6th, 7th, or 8th grade, and if the student was present in that school

before October 1, 2008. The treatment group was defined similarly.

Instrument in TOT regressions
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Students who were originally assigned to treatment/control were given the same assignments.

Any other student who ever attended a control or treatment school and was in 6th, 7th, or 8th

grade at that school according to the DC 2009 attendance file was assigned a value of zero for the

TOT instrument.

Amount of time treated in TOT regressions

The amount of time treated was constructed by adding up all of the days that a student was

present in a treatment school if the student was in 6th, 7th, or 8th grade (DC had passive consent

rates of around 98 percent, so whether or not each student had consent was not determined). This

number was divided by 180 (the number of school days in the year).

Demographic variables

Demographic variables that should not vary from year to year (race, gender) were pulled from the

following files (in order of precedence): 2008-09 DCPS enrollment file, 2008-09 DCCAS file, 2007-08

DCPS enrollment file, 2006-07 DCPS enrollment file. Race consisted of the following categories:

Black, Hispanic, White, Asian, and Other. These categories were considered mutually exclusive.The

“Other” category consisted of students that were coded as “American Indian.” Gender was coded

as male, non-male, or missing.

Demographic variables that may vary from year to year (free lunch, English language learner,

and special education) were only pulled from the 2008-09 DCPS enrollment file and the 2008-09

DCCAS file. A student was considered free lunch if he was coded as “Free”or “Reduced” in the DC

enrollment file. A student was considered not free lunch if he was coded as “Pay All” in the lunch

status variable. All blanks were coded as missing. For English Language Learner status, a student

was given a value of one if he had a status of “ELL,”“ELL Level 1”-“ELL Level 4,” or “ELLm

(Return to ESL)” in the enrollment file or a “Y” in the ELL variable in the 2008-09 DCCAS file.

All blanks in the enrollment file were coded as non-ELL and had a value of zero as were “N”in

the DCCAS file. Special education was coded similarly with a one for “Special Education” or

“Referred” in the 2008-09 enrollment file or “Y” for the special education variable in the 2008-09

DCCAS file. A student was considered to be missing free lunch, ELL, or special education data

if he was not in the DC enrollment file and did not have values for these variables in the 2008-09

DCCAS file.

DCCAS Test Scores
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These were pulled from the DCCAS 2008-09 and 2007-08 files. Scores were standardized by

grade level to have mean of zero and standard deviation of one in the experimental group (the

experimental group mean was subtracted from each student’s score, and the result was divided by

the experimental group standard deviation). Proficiency levels were also taken directly from these

files.

Grades

Grades were pulled from files containing the transcripts for all students in DCPS from 2008-

09 and 2007-08. Letter grades were converted to a 4.0 scale. Each student’s grades from each

semester were averaged to yield a GPA for the year. As with the DCCAS test scores, GPAs were

standardized to have mean of zero and standard deviation of one in the experimental group.

School-level variables

School-level variables were constructed for each school based on the population of students

assigned to that school, using the same method of assignment described in the School-level variables

in Dallas section of the Appendix. The first school was determined by looking at the pattern

of attendance across schools. These school-level variables included the percents of the student

population that were black, Hispanic or classified as free lunch. Additionally, a dummy variable was

constructed to capture the type of school. Schools in the experiment were either traditional middle

schools with grades six through eight or elementary schools with grades from pre-kindergarten to

eighth grade. The dummy variable was set to zero if the school was a traditional middle school or

one if it was a PreK-8 school.

Behavior

The number of behavioral incidents for each student was pulled from a DCPS file listing all

behavioral incidents from 2008-09. Students not listed in this file were assumed to have zero

behavioral incidents. The total number of behavioral incidents for each student was summed and

then standardized to have mean of zero and standard deviation of one in the experimental group.

The number of behavioral incidents for 2007-08 was constructed similarly using a DCPS file listing

all behavioral incidents from 2007-08. School-level behavior variables were created by summing

behavioral incidents by school rather than by student. A school was assumed to have zero incidents

if there were no students who attended that school in the behavioral incident file.

A dummy variable was constructed for bad behavior in 2007-08, with the dummy equal to zero
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if a student had had zero behavioral incidents in 2007-08, and equal to one if the student had had

any behavioral incidents in 2007-08.

Attendance Rate

Each student’s attendance rate was calculated as the total number of days present in any

school divided by the total number of days enrolled in any school, according to the DCPS 2008-09

attendance file. Each student’s attendance rate from 2007-08 was calculated similarly using the

DCPS 2007-08 attendance file.

Construction of effort index

Effort variables were constructed from a file containing paper survey responses that were manu-

ally entered into a computer. If a student had more than one response to a particular question and

these responses conflicted, those responses were dropped. All question responses were converted to

a numerical scale so that higher numbers indicated more effort. There were nine effort variables

in total. A total effort index equal to the sum of these effort variables (when they were all non-

missing) was constructed. This effort index was standardized to have mean of zero and standard

deviation of one in the experimental group.

Construction of intrinsic motivation index

Intrinsic motivation variables were constructed from a file containing paper survey responses

that were manually entered into a computer. If a student had more than one response to a particular

question and these responses conflicted, those responses were dropped. All question responses were

converted to a numerical scale so that higher numbers indicated more intrinsic motivation. There

were seven intrinsic motivation variables in total. A total intrinsic motivation index equal to the

sum of these intrinsic motivation variables (when they were all non-missing) was constructed. This

intrinsic motivation index was standardized to have mean of zero and standard deviation of one in

the experimental group, but regressions were also run on the non-standardized index because the

index itself has meaning.

New York City

Assignment to treatment/control at the beginning of the year

The New York 2008-09 attendance file was used to determine the first school that each student

attended. A student was assigned to the control group if the student’s first school was a control
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school, if the student was in 4th or 7th grade, and if the student was present in that school before

October 1, 2008. The treatment group was defined similarly.

Instrument in LATE regressions

Students who were originally assigned to treatment/control were given the same assignments.

Any other student who ever attended a control or treatment school and was in 4th or 7th grade

according to the NYC 2009 attendance file was assigned a value of of zero for the LATE instrument.

Amount of time treated in LATE regressions

The amount of time treated was calculated by adding up the number of the days that a student

was present in a school that received treatment (as opposed to a school that was assigned treatment),

was in the relevant grade and had consent to participate in the program. This number was divided

by 182 (the number of school days in the year). Estimating the number of days in this way accounts

for both schools that were assigned treatment and did not participate and schools that were assigned

to the control group but ended up receiving treatment.

Demographic variables

Demographic variables that should not vary from year to year (race, gender) were pulled from

New York City enrollment files from 2003-04 through 2008-09, with precedence given to the most

recent files first. Race consisted of the following categories: Black, Hispanic, White, Asian, and

Other. These categories were considered mutually exclusive.The “Other” category consisted of

students that were coded as “American Indian”. Gender was coded as male, non-male, or missing.

Demographic variables that may vary from year to year (free lunch, English language learner,

and special education) were only pulled from the 2008-09 NYC enrollment file. A student was

considered free lunch if he was coded as “A”or “1”in the raw data, which corresponds to free

lunch or “2”which corresponds to reduced-price lunch. A student was considered non free lunch

if the student was coded as a “3”in the NYC enrollment file which corresponds to Full Price. All

other values, including blanks, were coded as missing. For English Language Learner status, a

student was given a value of one if he was coded as “Y”in the limited English proficiency variable.

All other students in the NYC 2008-09 enrollment file were coded as zero for English Language

Learner status. Special education was coded similarly.

New York State Test Scores

NYC state test scores were pulled from the NYC test score files for 2008-09 and 2007-08.
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Scores were standardized by grade level to have mean of zero and standard deviation of one in the

experimental group (the experimental group mean was subtracted from each student’s score, and

the result was divided by the experimental group standard deviation). Proficiency levels were also

taken directly from these files.

Grades

Grades were pulled from files containing the transcripts for all students in NYC from 2008-09

and 2007-08. Grades were averaged to create a yearly GPA for each student. If a student had

multiple grades for the same course in the same semester (usually because he switched schools)

both grades were used. As with test scores, GPAs were standardized to have mean of zero and

standard deviation of one in the experimental group.

School-level variables

School-level variables were constructed for each school based on the population of students

assigned to that school, using the same method of assignment described in the School-level variables

in Dallas section of the Appendix. The method of determining the first school was slightly more

complicated than in other cities because of the format of the attendance data for 2008-09. In

previous years’ data, observations were student-school level and had the number of presents and

days enrolled in each month. In 2008-09 the data was still student-school level, but each month

kept track of the cumulative number of days a student had spent in NYC public schools over the

year. We assumed that a student attended first the school with the lowest number of cumulative

days present. These school-level variables included the percents of the student population that

were black, Hispanic or classified as free lunch.

Behavior

The number of behavioral incidents for each student was pulled from a NYC file listing all

behavioral incidents from 2008-09. Students not listed in this file were assumed to have zero

behavioral incidents. The total number of behavioral incidents for each student was summed and

then standardized to have mean of zero and standard deviation of one in the experimental group.

The number of behavioral incidents for 2007-08 was constructed similarly using a NYC file listing

all behavioral incidents from 2007-08. School-level behavior variables were constructed similarly,

but behavioral incidents were summed within a school rather than at the individual level.

A dummy was constructed for bad behavior in 2007-08, with the dummy equal to zero if a
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student had had zero behavioral incidents in 2007-08, and equal to one if the student had had any

behavioral incidents in 2007-08.

Attendance Rate

Each student’s attendance rate was calculated as the total number of days present in any school

in NYC divided by the total number of days enrolled in any school, according to the NYC 2008-09

attendance file. Each student’s attendance rate from 2007-08 was calculated similarly using the

NYC 2007-08 attendance file.

Construction of effort index

Effort variables were constructed from a file containing paper survey responses that were manu-

ally entered into a computer. If a student had more than one response to a particular question and

these responses conflicted, those responses were dropped. All question responses were converted to

a numerical scale so that higher numbers indicated more effort. There were nine effort variables.

A total effort index equal to the sum of these effort variables (when they were all non-missing) was

constructed. This effort index was standardized to have mean of zero and standard deviation of

one in the experimental group.

Construction of intrinsic motivation index

Intrinsic motivation variables were constructed from a file containing paper survey responses

that were manually entered into a computer. If a student had more than one response to a particular

question and these responses conflicted, those responses were dropped. All question responses were

converted to a numerical scale so that higher numbers indicated more intrinsic motivation. There

were seven intrinsic motivation variables in total. A total intrinsic motivation index equal to the

sum of these intrinsic motivation variables (when they were all non-missing) was constructed. This

intrinsic motivation index was standardized to have mean of zero and standard deviation of one in

the experimental group but regressions were also run on the non-standardized index because the

index itself has meaning.

9.2 STATE ASSESSMENTS

Dallas

In May of every school year, students in Dallas ISD elementary schools take either the Iowa Tests

of Basic Skills (ITBS) or Logramos if they are in kindergarten, first or second grade. Logramos is
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a Spanish academic achievement test that takes the place of the ITBS for all students with limited

English proficiency. Both tests have similar formats. The tests have four subject areas: reading

comprehension, reading vocabulary, language arts, and mathematics. Students receive scores in

each of these four areas. ITBS/Logramos scores are an estimate of the grade level of the student

taking the test. For example, a score of 2.5 is what the average second grade student would score

if she took the test in the middle of the school year. Students in Dallas take the Texas Assessment

of Knowledge and Skills beginning in 3rd grade. This test has reading and math sections and is

administered in both English and Spanish.

New York City

The state mathematics and English Language Arts tests, developed by McGraw-Hill, are exams

conducted in the winters of third through eighth grade.51 Students in third, fifth, and seventh

grades must score proficient or above on both tests to advance to the next grade. The math test

includes questions on number sense and operations, algebra, geometry, measurement, and statistics.

Tests in the earlier grades emphasize more basic content such as number sense and operations, while

later tests focus on advanced topics such as algebra and geometry. The ELA test is designed to

assess students on three learning standards – information and understanding, literary response

and expression, critical analysis and evaluation – and includes multiple-choice and short-response

sections based on a reading and listening section, along with a brief editing task.52

All public-school students are required to take the math and ELA tests unless they are medically

excused or have a severe disability. Students with moderate disabilities or who are Limited English

Proficient must take both tests, but may be granted special accommodations (additional time,

translation services, and so on) at the discretion of school or state administrators.

Washington, D.C.

The DC-CAS is the D.C. Comprehensive Assessment System and is administered each April

to students in grades 3 through 8 and 10. It measures knowledge and skills in reading and math.

Students in grades 4, 7, and 10 also take a composition test; students in grades 5 and 8 also take

51Sample tests can be found at http://www.emsc.nysed.gov/osa/testsample.html.
52Content breakdown by grade and additional exam information is available at

http://www.emsc.nysed.gov/osa/pub/reports.shtml.
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a science test; and students in grades 9-12 who take biology also take a biology test.53

In 2008-09, 49 percent of students were proficient in reading and 49 percent were proficient in

math at the elementary level. At the secondary level, 41 percent were proficient in reading and 40

percent were proficient in math.

Chicago

Chicago high school students take the PLAN assessment created by ACT in late Septem-

ber/early October of their sophomore year. The test is comprised of four academic achievement

tests in Reading, English, Math and Science Reasoning. Each of the tests consists of 25 to 50 mul-

tiple choice questions that are curriculum based. PLAN also contains four components designed

to help students prepare for the future, the “Needs Assessment,” which collects information about

students’ perceived needs for help; the High School Course and Grade Information, which gathers

lists of completed courses; the UNIACT Interest Inventory, which helps students explore possible

career options; and the Education Opportunity Service, which links students with relevant colleges

and scholarship programs. The test is used to “provide baseline information at 10th grade about

student readiness for college and to assist in educational and career planning.” PLAN is a “pre-

ACT” test and a good predictor of student performance on the ACT portion of the Prairie State

Achievement Examination(PSAE) in 11th grade. The PSAE is required for graduation in Chicago

Public Schools.

53There was also an alternative assessment to the DC-CAS for students with severe cognitive disabilities who are

unable to participate in the general assessment even with accommodations and/or modifications.
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Table 1: Incentive Treatments by School District
Dallas NYC DC Chicago

Schools

43 schools opted in to
participate, 22 schools
randomly chosen for

treatment

143 schools opted in to
participate, 63 schools
randomly chosen for

treatment

17 schools randomly chosen
to participate from the set
of all DC middle schools

70 schools opted in to
participate, 20 schools
randomly chosen for

treatment from a
pre-determined set of 40

Students
4,008 2nd grade students:
23% black, 74% Hispanic,

58% free lunch eligible

17,744 4th and 7th grade
students: 43% black, 42%
Hispanic, 90% free lunch

eligible

6,039 6th-8th grade
students: 85% black, 9%
Hispanic, 72% free lunch

eligible

10,628 9th grade students:
55% black, 38% Hispanic,

93% free lunch eligible

Reward Structure

Students paid $2 per book
to read books and pass a
short test to ensure they

read it. The average
student earned $13.81 ($80

max).

4th graders could earn up
to $25 per test and $250

per year. 7th graders could
earn up to $50 per test and
$500 per year. The average
4th grader earned $139.43
($244 max). The average
7th grader earned $231.55

($495 max).

Students could earn up to
$100 every two weeks,
$1500 per year. The

average student earned
$532.85 ($1322 max).

Students could earn up to
$250 per report card and
$2,000 per year. A=$50,
B=$35, C=$20, D=$0,

F=$0 (and resulted in $0
for all classes). Half of the

rewards were given
immediately, the other half
at graduation. The average

student earned $695.61
($1875 max).

Frequency of Rewards 3 times per year 5 times per year Every 2 weeks Every 5 weeks / report card

Outcomes of Interest
ITBS and Logramos

reading scores
New York state assessment

ELA and math scores
DC-CAS reading and math

scores
PLAN English and math

scores

Operations
$360,000 total cost, 80%

consent rate. One dedicated
project manager.

$6,000,000 distributed. 66%
opened bank accounts. 82%

consent rate. 90% of
students understood the
basic structure of the

incentive program. Three
dedicated project managers.

$2,300,000 distributed.
99.9% consent rate. 86% of

students understood the
basic structure of the

incentive program. Two
dedicated project managers.

$3,000,000 distributed.
88.97% consent rate. 91%
of students understood the

basic structure of the
incentive program. Two

dedicated project managers.

NOTES: Each column represents a different city. Entries are descriptions of the schools, students, reward structure, frequency of rewards, outcomes of interest, and basic
operations of our incentive treatments. See Appendix A for more details. The number of students given is the number in our ITT samples; that is, students who were in the
treatment or control schools and grades at the beginning of the treatment school year (2007-08 for Dallas and 2008-09 for NYC, DC, and Chicago).



Table 2: The Effect of Financial Incentives on Student Achievement: Outputs
NYC (Test Scores) Chicago (Grades)

4th Grade 7th Grade 9th Grade
ITT LATE ITT LATE ITT TOT

Reading: Raw -0.023 -0.036 0.040 0.072 -0.027 -0.035
(0.034) (0.052) (0.036) (0.063) (0.044) (0.056)

N 6594 6594 10252 10252 7616 7616

Reading: All Controls -0.021 -0.036 0.018 0.033 -0.006 -0.008
(0.033) (0.051) (0.018) (0.032) (0.027) (0.035)

N 6594 6594 10252 10252 7616 7616

Math: Raw 0.052 0.081 0.008 0.015 -0.030 -0.039
(0.046) (0.072) (0.048) (0.084) (0.031) (0.039)

N 6617 6617 10338 10338 7599 7599

Math: All Controls 0.067 0.092 -0.018 -0.030 -0.010 -0.013
(0.046) (0.070) (0.035) (0.063) (0.023) (0.029)

N 6617 6617 10338 10338 7599 7599
NOTES: The dependent variable is the state assessment taken in each respective city. There were
no incentives provided for this test. All tests have been normalized to have a mean of zero and
a standard deviation of one within each grade across the entire sample of students in the school
district with valid test scores. Thus, coefficients are in standard deviation units. The ITT is the
difference between mean achievement of students in schools randomly chosen to participate and
mean achievement of students in schools that were not chosen. TOT and LATE estimates are
obtained by instrumenting for the number of days in a treatment school with original treatment
and control assignment. See Section 3 in the text for formal definitions of ITT, TOT, and LATE.
All standard errors, located in parentheses, are clustered at the school level.



Table 3: The Effect of Financial Incentives on Student Achievement: Inputs
Dallas (Books) DC (Att./Behavior)

2nd Grade 2nd Grade Spanish 6th - 8th Grade
ITT TOT ITT TOT ITT TOT

Rdg. Comp.: Raw 0.182 0.253 -0.199 -0.239 -0.041 -0.053
(0.071) (0.097) (0.096) (0.116) (0.223) (0.282)

N 1900 1900 1756 1756 5844 5844

Rdg. Comp.: All Controls 0.180 0.249 -0.165 -0.200 0.152 0.179
(0.075) (0.103) (0.090) (0.108) (0.092) (0.106)

N 1900 1900 1756 1756 5844 5844

Rdg. Vocab.: Raw 0.045 0.062 -0.256 -0.307 – –
(0.068) (0.093) (0.101) (0.122)

N 1954 1954 1759 1759

Rdg. Vocab.: All Controls 0.051 0.071 -0.232 -0.281 – –
(0.068) (0.093) (0.099) (0.119)

N 1954 1954 1759 1759

Lang. Total: Raw 0.150 0.207 -0.054 -0.064 – –
(0.079) (0.105) (0.114) (0.135)

N 1944 1944 1742 1742

Lang. Total: All Controls 0.136 0.186 -0.061 -0.073 – –
(0.080) (0.107) (0.125) (0.149)

N 1944 1944 1742 1742

Math: Raw -0.055 -0.071
(0.217) (0.274)

N – – – – 5846 5846

Math: All Controls 0.114 0.134
(0.106) (0.122)

N – – – – 5846 5846
NOTES: The dependent variable is the state assessment taken in each respective city. There were no incentives
provided for this test. In Dallas, there were two different types of exams: English-speaking students took the
Iowa Tests of Basic Skills (ITBS), and Spanish-speaking students took Logramos tests. All tests have been
normalized to have a mean of zero and a standard deviation of one within each grade across the entire sample
of students in the school district with valid test scores. Thus, coefficients are in standard deviation units. The
ITT is the difference between mean achievement of students in schools randomly chosen to participate and
mean achievement of students in schools that were not chosen. TOT and LATE estimates are obtained by
instrumenting for the number of days in a treatment school with original treatment and control assignment.
See Section 3 in the text for formal definitions of ITT, TOT, and LATE. All standard errors, located in
parentheses, are clustered at the school level.



Table 4A: The Effect of Financial Incentives on Student Achievement: Gender and Race

City Grade Level Subject Full Male Female White Black Hispanic AsianSample
Dallas (Books) 2nd Reading Comp. 0.249 0.319 0.178 – 0.169 0.314 –

(0.103) (0.110) (0.106) (0.123) (0.122)

N 1900 995 905 789 1023

Reading Vocab. 0.071 0.148 -0.012 – 0.107 0.035 –
(0.093) (0.106) (0.095) (0.129) (0.093)

N 1954 1030 924 818 1045

Language 0.186 0.241 0.127 – 0.179 0.197 –
(0.107) (0.101) (0.144) (0.102) (0.135)

N 1944 1020 924 809 1045

2nd Spanish Reading Comp. -0.200 -0.190 -0.198 – – – –
(0.108) (0.139) (0.090)

N 1756 888 868

Reading Vocab. -0.281 -0.274 -0.280 – – – –
(0.119) (0.143) (0.106)

N 1759 890 869

Language -0.073 -0.035 -0.090 – – – –
(0.149) (0.191) (0.116)

N 1742 878 864

DC (Att./Behavior) 6th - 8th Reading 0.179 0.267 0.091 -0.244 0.160 0.302 -0.077
(0.106) (0.132) (0.081) (0.171) (0.109) (0.116) (0.237)

N 5844 2903 2941 233 4956 555 98

Math 0.134 0.188 0.076 -1.036 0.116 0.168 0.330
(0.122) (0.136) (0.114) (0.096) (0.125) (0.132) (0.266)

N 5846 2905 2941 233 4948 561 102



Table 4A (Continued)

City Grade Level Subject Full Male Female White Black Hispanic AsianSample
Chicago (Grades) 9th English -0.008 0.018 -0.034 -0.153 0.013 -0.011 0.218

(0.035) (0.038) (0.040) (0.070) (0.041) (0.045) (0.172)

N 7616 3629 3987 361 4171 2943 136

Math -0.013 -0.028 -0.002 -0.094 0.008 -0.009 -0.176
(0.029) (0.035) (0.034) (0.123) (0.033) (0.042) (0.152)

N 7599 3629 3970 361 4155 2942 136

NYC (Test Scores) 4th ELA -0.036 -0.013 -0.064 -0.188 -0.009 -0.020 -0.122
(0.051) (0.054) (0.060) (0.158) (0.066) (0.058) (0.077)

N 6594 3365 3222 233 2940 2857 507

Math 0.092 0.100 0.076 -0.425 0.177 0.016 0.135
(0.070) (0.074) (0.074) (0.220) (0.091) (0.075) (0.084)

N 6617 3388 3225 237 2939 2871 516

7th ELA 0.033 0.037 0.027 0.225 -0.008 0.036 0.138
(0.032) (0.040) (0.035) (0.208) (0.047) (0.035) (0.241)

N 10252 5178 5061 709 4253 4247 992

Math -0.030 -0.011 -0.046 0.154 -0.079 -0.074 0.590
(0.063) (0.070) (0.064) (0.196) (0.061) (0.067) (0.309)

N 10338 5226 5105 709 4241 4317 1026
NOTES: The dependent variable is the state assessment taken in each respective city. There were no incentives provided for this test. All
tests have been normalized to have a mean of zero and a standard deviation of one within each grade across the entire sample of students
in the school district with valid test scores. Thus, coefficients are in standard deviation units. All entries are TOT (Dallas, DC, and
Chicago) or LATE (NYC) estimates with our set of controls. See Section 3 in the text for formal definitions of ITT, TOT, and LATE.
An estimate for a racial group was only included if there were more than 100 individuals in that racial group in the experimental group.
All standard errors, located in parentheses, are clustered at the school level.



Table 4B: The Effect of Financial Incentives on Student Achievement: Previous Year Test Scores, Free Lunch, and Behavior

City Grade Level Subject Full Lowest Middle Highest Missing Free No Free No Beh. ≥ 1 Beh.
Sample Tercile Tercile Tercile Scores Lunch Lunch Incidents Incident

Dallas (Books) 2nd Reading Comp. 0.249 0.257 0.173 0.383 0.111 0.231 0.296 – –
(0.103) (0.140) (0.131) (0.102) (0.172) (0.093) (0.121)

N 1900 539 513 499 349 835 1062

Reading Vocab. 0.071 0.151 0.089 0.109 -0.159 0.064 0.099 – –
(0.093) (0.093) (0.107) (0.130) (0.173) (0.094) (0.109)

N 1954 567 562 486 339 863 1088

Language 0.186 0.205 0.324 0.129 0.106 0.110 0.260 – –
(0.107) (0.119) (0.137) (0.136) (0.203) (0.116) (0.119)

N 1944 642 433 517 352 860 1081

2nd Spanish Reading Comp. -0.200 -0.370 -0.046 -0.050 -0.464 -0.219 -0.149 – –
(0.108) (0.156) (0.111) (0.078) (0.408) (0.111) (0.136)

N 1756 596 517 456 187 1276 479

Reading Vocab. -0.281 -0.559 -0.089 -0.129 -0.490 -0.262 -0.346 – –
(0.119) (0.137) (0.130) (0.081) (0.364) (0.124) (0.124)

N 1759 589 499 511 160 1280 478

Language -0.073 -0.294 0.047 -0.004 0.079 -0.067 -0.114 – –
(0.149) (0.199) (0.161) (0.106) (0.355) (0.152) (0.156)

N 1742 541 518 517 166 1271 470

DC (Att./Behavior) 6th - 8th Reading 0.179 0.071 0.077 0.073 0.169 0.156 0.214 0.175 0.400
(0.106) (0.106) (0.094) (0.073) (0.115) (0.097) (0.133) (0.097) (0.235)

N 5844 1517 1462 1374 1491 4163 1636 5129 216

Math 0.134 0.046 0.036 0.020 0.128 0.124 0.150 0.139 0.164
(0.122) (0.149) (0.105) (0.106) (0.129) (0.125) (0.107) (0.115) (0.274)

N 5846 1442 1512 1392 1500 4161 1641 5123 214



Table 4B (Continued)

City Grade Level Subject Full Lowest Middle Highest Missing Free No Free No Beh. ≥ 1 Beh.
Sample Tercile Tercile Tercile Scores Lunch Lunch Incidents Incident

Chicago (Grades) 9th English -0.008 0.015 -0.008 -0.016 0.052 -0.006 0.025 – –
(0.035) (0.037) (0.038) (0.048) (0.118) (0.036) (0.077)

N 7616 2066 2453 2398 699 6975 569

Math -0.013 0.007 -0.011 0.006 -0.140 -0.009 -0.075 – –
(0.029) (0.044) (0.033) (0.046) (0.099) (0.030) (0.052)

N 7599 2098 2319 2521 661 6961 567

NYC (Test Scores) 4th ELA -0.036 0.022 0.012 -0.112 -0.030 -0.006 -0.141 -0.041 0.060
(0.051) (0.088) (0.052) (0.063) (0.147) (0.057) (0.112) (0.050) (0.158)

N 6594 2263 2002 1959 370 4688 506 6217 191

Math 0.092 0.147 0.171 0.048 -0.164 0.056 0.179 0.099 0.057
(0.070) (0.089) (0.072) (0.090) (0.182) (0.072) (0.143) (0.070) (0.141)

N 6617 2133 2160 2016 308 4725 505 6197 188

7th ELA 0.033 -0.047 -0.020 0.138 0.204 0.013 0.229 0.043 -0.078
(0.032) (0.041) (0.036) (0.065) (0.118) (0.036) (0.091) (0.033) (0.090)

N 10252 3485 2907 3257 603 7329 879 9562 430

Math -0.030 -0.067 -0.074 0.047 -0.131 -0.052 0.116 -0.031 0.153
(0.063) (0.078) (0.058) (0.100) (0.139) (0.061) (0.086) (0.064) (0.162)

N 10338 3178 3397 3107 656 7410 884 9576 423
NOTES: The dependent variable is the state assessment taken in each respective city. There were no incentives provided for this test. All tests have been normalized
to have a mean of zero and a standard deviation of one within each grade across the entire sample of students in the school district with valid test scores. Thus,
coefficients are in standard deviation units. All entries are TOT (Dallas, DC, and Chicago) or LATE (NYC) estimates with our set of controls. See Section 3 in the
text for formal definitions of ITT, TOT, and LATE. Behavioral incident data were not available for Dallas and Chicago. All standard errors, located in parentheses,
are clustered at the school level.



Table 5: Alternative Outcomes

A. Dallas (Books)

Grade Level Attendance Report Card Math Test
Rates Grades Scores

2nd -0.055 0.311 0.081
(0.106) (0.142) (0.133)

N 1957 1935 1953

2nd Spanish -0.025 -0.058 0.062
(0.043) (0.154) (0.139)

N 1765 1760 1759

B. DC (Attendance/Behavior)

Grade Level Attendance Report Card Behavioral
Rates Grades Incidents

6th - 8th 0.171 0.049 -0.323
(0.235) (0.148) (0.245)

N 6039 5802 6039

C. Chicago (Grades)

Grade Level Attendance Report Card Total Credits
Rates Grades Earned

9th 0.214 0.131 2.697
(0.113) (0.078) (1.556)

N 10628 10613 10221

D. NYC (Test Scores)

Grade Level Attendance Report Card Behavioral Predictive Predictive Predictive Predictive
Rates Grades Incidents ELA 1 ELA 2 Math 1 Math 2

4th 0.042 -0.050 -0.062 -0.115 -0.106 -0.076 -0.091
(0.059) (0.153) (0.079) (0.059) (0.065) (0.060) (0.077)

N 6898 2162 6898 6032 6000 5791 5878

7th -0.146 -0.082 0.290 -0.047 -0.078 0.017 -0.177
(0.075) (0.133) (0.188) (0.056) (0.077) (0.059) (0.069)

N 10846 8252 10846 7990 8144 8315 8090
NOTES: Dependent variables vary from city to city and column to column. All dependent variables, except credits earned, have
been normalized to have a mean of zero and a standard deviation of one within each grade across the entire sample of students in
the school district. Thus, all coefficients are in standard deviation units (except for the coefficient on credits earned). All entries
are TOT (Dallas, DC, and Chicago) or LATE estimates with our set of controls. Predictive ELA 1 is taken in October. Predictive
ELA 2 is taken in May of the same school year. Predictive math scores are similar. All standard errors, located in parentheses, are
clustered at the school level.



Table 6: The Effect of Financial Incentives on Student Effort

City Grade Level
Not Ask Complete Work Arrive Beh. Not Satisfied Push Myself Time

Late for Teacher Hmwk. Hard in on Time Problem for with Hard in Spent on
School for Help School Teachers Achvmnt. School Hmwk.

Dallas (Books) 2nd – -0.293 – 0.216 – – – –
(0.130) (0.106)

N 884 888

2nd Spanish – -0.150 – -0.075 – – – –
(0.068) (0.139)

N 1022 1026

DC (Att./Behavior) 6th - 8th -0.034 -0.002 0.318 0.011 0.066 0.144 -0.028 0.010 0.016
(0.070) (0.069) (0.050) (0.056) (0.042) (0.052) (0.051) (0.034) (0.049)

N 3444 3454 3441 3361 3350 3331 3337 3338 3265

NYC (Test Scores) 7th 0.063 0.097 -0.106 -0.044 0.097 -0.056 -0.010 0.044 -0.016
(0.100) (0.100) (0.114) (0.071) (0.076) (0.076) (0.107) (0.083) (0.075)

N 3347 3374 3350 3340 3307 3294 3291 3290 3286
NOTES: Dependent variables vary by column and are gleaned from surveys administered in every district as part of the experiment. All dependent variables have been
normalized to have a mean of zero and a standard deviation of one in the experimental group. All entries are TOT (Dallas and DC) or LATE (NYC) estimates with our set
of controls. See Appendix B for more details regarding survey questions. All standard errors, located in parentheses, are clustered at the school level.



Table 7: The Effect of Financial Incentives on Student Attitudes Toward Schoolwork

City Grade Level Mean/SD
Intrinsic Enjoy Schlwk. Schlwk. Schlwk. Schlwk. Schlwk. Think About

Motivation Schlwk. Is Fun Is Not Holds Interesting Enjoyable Schlwk.
Inventory Boring Attention Enjoyment

Dallas (Books) 2nd 23.517 0.611 0.123 0.072 0.103 – 0.109 -0.021 0.077
(6.266) (0.816) (0.147) (0.144) (0.122) (0.171) (0.181) (0.151)

N 797 797 887 851 872 874 876 867

2nd Spanish 24.223 -0.902 -0.130 -0.098 -0.080 – -0.152 -0.069 -0.232
(5.760) (0.643) (0.127) (0.168) (0.118) (0.113) (0.129) (0.103)

N 936 936 1021 987 1016 1013 1020 1002

DC (Att./Behavior) 6th - 8th 27.314 0.732 0.196 0.205 -0.058 0.053 0.160 0.139 0.023
(9.710) (0.597) (0.122) (0.107) (0.102) (0.084) (0.085) (0.082) (0.126)

N 2766 2766 3094 3064 3048 3006 3027 3027 3071

NYC (Test Scores) 7th 25.520 -1.277 -0.229 -0.260 -0.445 0.002 -0.270 -0.317 -0.185
(9.721) (1.064) (0.163) (0.183) (0.232) (0.185) (0.175) (0.182) (0.176)

N 2829 2829 3161 3133 3092 3073 3121 3100 3162
NOTES: Dependent variables vary by column and are taken directly from the Intrinsic Motivation Inventory developed in Ryan (1982) and administered in every district
as part of the experiment. All dependent variables for NYC and DC are measured on a seven-point Likert scale, whereas variables for Dallas are on a five-point scale.
Schoolwork is abbreviated as in the column headings. All entries are TOT (Dallas and DC) or LATE (NYC) estimates with our set of controls. See Appendix B for more
details regarding survey questions. All standard errors, located in parentheses, are clustered at the school level.



Table 8: The Impact of Incentives on Achievement:
by Teacher Value Added

Grade Level Subject
With Valid Below Median Above Median

Teacher Teacher Teacher
Data Value Added Value Added

4th ELA -0.016 0.017 -0.066
(0.068) (0.079) (0.126)

N 3399 1712 1687

Math 0.163 0.103 0.223
(0.099) (0.130) (0.111)

N 3277 1646 1631

7th ELA -0.043 -0.031 -0.086
(0.056) (0.058) (0.082)

N 3765 1970 1795

Math -0.097 -0.051 -0.276
(0.113) (0.069) (0.265)

N 4826 2432 2394
NOTES: The dependent variable is the state assessment taken in New York. There
were no incentives provided for this test. All tests have been normalized to have a
mean of zero and a standard deviation of one within each grade across the entire
sample of students in the school district. Thus, coefficients are in standard deviation
units. All entries are LATE estimates with our set of controls. Teacher Value was
calculated for New York by the Battelle Institute (http://www.battelleforkids.org/)
for all teachers in math and ELA in grades four through eight. All standard errors,
located in parentheses, are clustered at the school level.
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