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ABSTRACT

This paper describes an approach for conducting empirical research into three interrelated questions
that are fundamental to the field of organizational economics: 

1.Why do firms in the same industry adopt different management practices?

2.Does the adoption of a new management practice raise productivity? 
 
3.If so, why does the new management practice raise productivity?
 
This research approach, which we term insider econometrics, addresses these questions by combining
insights from industry insiders with rigorous econometric tests about the adoption and productivity
effects of new management practices using rich industry-specific data.  Understanding the selectivity
in the adoption and coverage of different management practices within a single industry is central
to this empirical research methodology.  The paper considers a number of studies to illustrate persuasive
features of insider econometric research and summarizes a number of themes emerging from this line
of research.
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I. Introduction 
 

Survey data and casual observation suggest that there are striking differences in 

management practices among firms and establishments that operate within the same 

industry. Human resource management practices such as types of compensation, 

teamwork, job design, or training activities vary across firms.  Decisions about the scope 

of the firm, such as extent of outsourcing or vertical integration, and about adopting new 

technologies are among the many management policies that vary across firms.1  

Industries are not populated by homogeneous firms having a single set of optimal 

management practices. Why do some firms within the same industry look so different 

from one another?  Are some management practices more productive than others?  Do 

differences in management practices help explain large differences in productivity that 

exist among firms and establishments within the same industry?2  Can one set of 

management practices be the right choice for some firms, while a different set of 

practices is appropriate for other firms that compete with them?   

 Researchers are now going inside firms and industries to answer these questions.  

With firms increasing their use of new software to track productivity of their employees 

and operations, managers in these firms are looking for new ways of using these data to 

elevate the performance of their firms. As economists obtain access to these data, they 

can identify more detailed determinants of productivity and test richer theories of the firm 

than were previously possible.  In this chapter, we describe an empirical research strategy 

for investigating these questions about the effects of management practices on 

productivity and the determinants of the choice of management practices.  We refer to 

this research strategy as insider econometrics. The term insider refers to the use of rich 

micro-level data on workers or work groups inside firms that share a common production 

function. The term insider also refers to the use of insights from insiders – from managers 

or employees – that inform almost every facet of the research.  The term econometrics 

refers to the use of rigorous statistical tests of the effects of management practices on 

                                                 
1 See Osterman (1994, 2000), Lawler, Mohrman, and Ledford (1995), and Lawler, Medford, and Benson 
(2001) for surveys on HRM practices.  See Bresnahan, Brynjolfsson and Hitt (2002) for data on computer 
technologies and other management practices.  
2 Haltwanger (2008) documents very large differences in productivity across establishments within 
narrowly defined industry categories. 
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productivity, or tests of why some firms adopt one set of management practices rather 

than an alternative set.  In sum, insider econometrics research combines insiders’ insights 

with econometrics techniques applied to the right data to reveal when and why 

management practices matter.  

 
II. The Distinctive Characteristics of Insider Econometrics Research  
 
 Five characteristics are common in insider econometric studies.  We first list these 

features and then describe them in more detail.  Insider econometric studies: 

1. Estimate a productivity regression in which productivity is a function of some 
management practice.   

2. Identify why management practices raise productivity and where the practice has 
larger and smaller effects on productivity 

3. Model the adoption of the management practices.   
4. Analyze micro-level data on production units, such as individual employees, 

teams of employees, or larger work groups such as establishments, that share a 
common production process 

5.  Use field research and interviews from industry insiders to formulate testable 
hypotheses and interpret results.   
 

The first three features identify the objectives of insider research – what questions do 

insider econometric studies try to answer?  The last two features are two defining 

methodological features of insider econometric research – what are the main methods 

used to answer these questions?  

The first question insider econometric research tries to answer is does a new 

management practice raise productivity. Thus, the first step is the estimation of the 

treatment effect in a productivity regression, where the treatment is a new management 

practice and the treatment effect is the impact of that practice on productivity.  All insider 

econometric research draws upon the literature of treatment effects.  Treatment effect 

literature in economics is often concerned with estimating the effects of changes in public 

policies, such as the effect of an increase in unemployment compensation on labor 

supply.3 In insider econometric studies, the policy change is the adoption of a new 

management practice. However, applying treatment effect methodologies to behavior of 

firms and their workers offers new opportunities and new challenges to researchers.   

                                                 
3 For a discussion of the evolution of treatment effect research in economics, see Levitt and List (2008) 
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Throughout this chapter, we refer to the estimation of “productivity” regressions, 

but this term is really a short hand for the estimation of performance regressions.  The 

performance outcome is more accurately defined as any variable that the firm monitors 

and the worker controls that affects the firm’s profits.  Therefore, performance is rarely 

output per hour, but might instead be product quality, or production line downtime, 

number of customers processed per hour, or worker absenteeism. The performance 

variable is also rarely profits, because profits are measured at the level of the firm and 

management practices are typically not the same across all workers in a firm. Production 

workers are not covered by the same practices as managers, and employees in one site 

may be covered by different practices than those at another site.  

 The second question addressed by insider econometric research is a natural 

extension of the first. Why does the new management practice raise productivity? To 

build richer theories of the firm, researchers must find out why a management practice is 

or isn’t effective.  One way insider studies address this question is by identifying reasons 

why the treatment effect of a management practice varies across workers, work groups, 

or establishments in the same industry.  Productivity may increase considerably after a 

new practice is adopted among some workers or work groups in the study while for 

others the effect is negligible.  This variation can help identify the mechanisms and 

behaviors that explain the productivity increases.  Insider studies allow workers and work 

groups to respond differently to a management practice and therefore estimate the 

production function with heterogeneity in the management treatment effect.  

The third question that insider econometric research addresses is why is the new 

management practice adopted? In insider studies that examine data from multiple firms, 

the same management practices are not adopted by all firms for all work groups.  One 

reason for differences in the adoption of some management practice across workers or 

establishments in an industry is that the productivity impacts vary. Insider econometric 

studies also try to identify additional costs and benefits of adoption (beyond the expected 

productivity gains) that explain differences in adoption. By modelling adoption 

accurately, the researcher can identify any selection bias in the estimation of the 

treatment effect in the productivity regressions.  Even if the researcher does not have the 

data to estimate the full adoption equation,  reports on managers’ views of the reasons for 
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adoption can be very helpful in interpreting results from the productivity equations 4 

These questions about the effects of management practices on productivity and the 

reasons for adopting different management practices are the focus of insider econometric 

research. The last two features in the list are distinctive methodological features of insider 

econometric research. 

The fourth element of insider econometric research is analysis of micro-level data 

from one narrowly defined production process. The observations that form the data set 

should be the natural “production units” for the single production process being studied.  

These production units can be individual workers if employees work alone, small groups 

of employees as in problem-solving or project-development teams, or relatively large 

groups of employees such as retail stores or production lines in manufacturing plants. 

This feature offers a number of obvious advantages in addressing the three questions 

listed above. The focus on one specific production process helps isolate the productivity 

effects of new management practices, reduces concerns about omitted variable bias in the 

productivity regression, and allows the researcher to build and estimate an accurate 

production function. For example, by modelling one specific production process, the 

researcher can choose a logical dependent variable for that process – sales volume for 

salesmen, calls for call center workers, flight delays for airline carriers, or downtime for a 

production line – and also identify determinants for that specific measure of performance.   

The last feature in the list is perhaps the defining feature of insider econometric 

research – consultation with industry insiders who have direct experience in the 

production process.  These insider insights help identify: practices and policies that are 

relevant to managers in the industry, the most appropriate measures of productivity, other 

determinants of productivity that might be correlated with the management treatment, 

reasons why a management practice was adopted for one work group or plant but not 

another, how employees responded to the new management policy, and so on.  Insiders 

therefore are instrumental in identifying meaningful hypotheses about the effects of 

practices on productivity outcomes and on worker behaviors, and about the determinants 

of adoption of the practices.  They also can help identify what factors need to be included 

                                                 
4 However, many insider studies reviewed below do try to add up the broader economic and welfare effects 
of a given management practice beyond its effects on productivity outcomes, such as the effects on overall 
firm profitability or the prospects for future growth in adoption of the management policies.     
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in an accurate model of productivity or adoption and therefore what kinds of data are 

needed to estimate those models.   

Insider studies usually cover four of the five steps listed above.  Specifically, 

insider data sets often do not permit the researcher to estimate both the productivity 

regression and the adoption regression.  As the examples below show, researchers will 

often estimate the production function, but carefully describe the likely conditions for 

adoption based on interview evidence. Other examples below show that researchers 

estimate the adoption regression, and use interviews to describe the production function 

underlying the adoption decisions.  Overall, all insider studies aim to marshal micro-level 

data and insights from industry insiders to study: the effects of management practices on 

productivity; changes in worker behavior when new practices are adopted; the costs of 

the practices; and ultimately, the reasons for the adoption of the practices.   

III. Illustrating the Analytical Challenges of Insider Econometric Research 

Researchers face several analytical challenges, and many unique opportunities, in 

undertaking insider studies. Firms are making optimizing decisions when they choose 

management practices, and workers are making optimizing decisions when they respond 

to management practices. Therefore, our models of the effects of these practices on 

productivity face all the traditional problems of using non-experimental data.  There is 

likely selection bias and endogeneity in the choices of workers and managers.  There is 

omitted variable bias in the production function. We can’t know the unobserved 

counterfactuals about what would have happened if non-adopting firms adopted some 

new management practice or if adopting firms had not adopted. However, many things 

make insider studies quite different from other treatment effect studies.  The quality of 

the data, the information from industry insiders who adopt the practice or work under it, 

and the types of comparisons the researcher wants to make with the data, all differ from 

more traditional treatment effect research.  

To illustrate the challenges that insider econometric research confronts, the 

production functions and patterns of adoption are displayed graphically in Figure 1 for a 

hypothetical insider study. Figure 1 shows two age-productivity profiles. For 

convenience, we refer to these productivity profiles as the profiles for two groups of 

establishments, such as plants in a manufacturing industry or stores in a retail industry.  
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However, insider data sets focus on single production function, and thus the data is 

comprised of observations on workers, work teams, or parts of an establishment.   

------------------------ 
FIGURE 1 HERE 

------------------------ 
These two hypothetical productivity profiles in Figure 1 reflect several 

assumptions that are made or tested in insider econometric studies.  First, despite being in 

the same industry and even having the same basic production process, differences still 

exist between the two sets of plants; the Type 1 group has a higher level of productivity 

than the Type 2 group.  Second, both productivity profiles are upward sloping, reflecting 

the effects of factors like learning-by-doing and experience.  In this illustration, we let the 

growth rate in productivity be the same for the two types of establishments. Third, at t*, 

management in the high productivity Type 1 establishments adopts some new practice, 

for example a new work practice or technological enhancement in their operations. 

Management in the low productivity Type 2 establishments does not adopt. The new 

management practice causes a one-time increase in productivity by an amount equal to 

ΔPT. Finally, productivity continues to grow in both types of establishments after t* due 

to continued effects of experience and learning. 

Figure 1 also displays assumptions about two unobserved counterfactuals. First, 

we assume that productivity among Type 2 non-adopting establishments had they 

adopted (ΔPN) would have also been positive but smaller than what was observed for the 

Type 1 adopters. Second, the post-t* profile for the adopters would have continued along 

the same pre-t* trajectory but without the one time increase. 

The hypothetical example in Figure 1 highlights the basic empirical challenges. 

Consider two types of data that could be used to estimate the “treatment effect” of the 

new management practice on productivity. First, consider the case where the researcher 

obtains true experimental data – data from a sample of organizations with random 

adoption of the new practice at time t*.  Figure 1 does not depict this case but rather the 

case of non-random adoption: organizations that would experience bigger productivity 

gains are the adopters in the figure.  

If adoption of the management practice were randomly assigned across both Type 

1 and Type 2 establishments as part of an experiment, the estimated gain in productivity 
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from the new practice will be an average of ΔPT and ΔPN since the group of adopters in 

an experimental design would include both types of establishments. As with any 

experiment, this estimated gain is an unbiased estimate of the average effect of the 

practice on productivity across all plants in this industry.  However, in the real world, this 

estimate of the change in productivity due to the management practice will never be 

observed within any single establishment: a firm will never randomly adopt a new 

management practice. From the perspective of a manager in any of the organizations in 

the data set, the experimental estimate of the productivity gain due to the adoption of the 

practice will not answer his exact question: what happens to productivity in my business 

if I adopt this new management practice?   

Managers, as well as the economists who study their firms, want to understand 

three fundamental issues: (1) the economic reasons why competing organizations would 

and would not adopt some productivity-altering practice; (2) what the differential impact 

of the practice on productivity would be between organizations that do and do not adopt 

the practice; and (3) why the practice was effective in raising productivity among the 

adopters. Without additional attention to the factors that differentiate the Type 1 from the 

Type 2 establishment, the experimentalist who calculates the average effect of the 

management treatment across the full sample does not address this set of questions. An 

experiment with random assignment of the “management treatment” to firms eliminates 

selection bias, and tells the manager what he and his competitors could achieve on 

average if all adopted.  However, random assignment of the treatment does not offer all 

the methodological advantages one desires in insider studies.5 The manager wants to 

know what the expected productivity gain is for his operations and why it will happen. 

To address these questions, the researcher must rely on non-experimental data 

generated by the actual selection process governing the adoption of the management 

                                                 
5 Management does not adopt practices randomly so insider studies typically confront cases like the 
example shown in Figure 1 with selective adoption.  However, the case of random adoption is relevant for 
some insider applications, such as those studying personnel records for a single firm that adopts a new 
work practice for all employees since universally applied practices are not applied selectively (for that 
firm’s population).  Also, in a recent example, Bloom and VanReneen (2007) have obtained management 
permission to institute new HR practices in a sample of firms.  By eliminating the question of selective 
adoption of management practices, such a study can focus on the question of whether the various 
management practices raise productivity for an average business in the sample.  Doyle, Ewer and Wagner 
(2009) examine the performance of different kinds of physicians through random assignment of patients. 
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practices. Figure 1 illustrates one possible kind of selection bias: Type 1 establishments 

have higher levels of productivity and higher expected gains from the new management 

practice than Type 2 establishments. The manager might not be concerned about this 

selection bias. If the manager knows, for example, that his establishment belongs to the 

group of establishments that matches the group that adopts, then with certain assumptions 

(e.g., that the pre-t* productivity trend for Type 1 would continue in the post-t* period) 

he could predict his expected gain in productivity with confidence by examining the 

subsample of data for just the adopters.   

While a manager with inside information about how his own operations differ 

from others in his industry might know if his is a Type 1 or Type 2 establishment, the 

practical difficulty that the outside researcher faces is that all establishments that compete 

within an industry using a common production technology can look very similar. An 

outside researcher is not likely to know the reasons why some establishments adopt new 

practices and some don’t. Without the insights of industry insiders, he might not be able 

to identify what characteristics differentiate Type 1 and Type 2 establishments,6 which in 

turn limits his ability to model the selectivity in adoption accurately.  

What do we learn from Figure 1?  It provides a clear picture of what insider 

studies want to model – adoption of management practices and their varying effects on 

performance outcomes.  Figure 1 also highlights several assumptions we must make and 

the econometric issues we face in conducting an insider study. In the next section, we 

review six insider studies that confront these issues.  As these examples will illustrate, the 

two distinctive methodological features of insider studies – analysis of rich micro-level 

data about one specific production process and access to insiders who are knowledgeable 

about their management practices and operations – are instrumental in constructing 

convincing empirical tests of the effects of management practices on productivity.  

 

 

                                                 
6 While we describe the Figure 1 as example involving data on establishments or other multi-
employee production units, the structure of Figure 1 is also useful when the data describe 
production by individual workers.  Many of our examples are insider econometric studies with 
worker-level data sets, and we will apply the structure of Figure 1 to interpret these worker-level 
studies as well.   
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IV. Examples to Illustrate the Methods of Insider Econometric Research 

In this section, we review six examples of insider econometric research to 

illustrate the common features of this research and to give the new researcher a true feel 

for both the methods and results from this body of work.  After reading these examples, it 

is much easier for the researcher to understand the econometric methods which we 

describe next in section V and the key decisions about more specific elements of the 

research design of an insider study (beyond the use of micro-level data on a single 

production process) which we describe in section VII.   

The review of each example follows a pattern: we describe the intra-industry 

sample and the production process; the nature of the management practices; the basic 

empirical findings about adoption of the practice and its effects on productivity; and the 

results on why productivity does or doesn’t rise due to management practices.  Variants 

of the Figure 1 profiles are used to summarize each of these studies.  We provide a 

broader review of insider studies at the end of this section, where we categorize a large 

number of insider studies according to the type of management practices analyzed.   

A.  Two Single-Firm Worker-Level Studies on the Productivity Effects of 
Incentive Pay 
 
The first two studies both use worker-level observations from a single firm.  In 

both, the new practice adopted by management is an incentive pay practice that covers all 

employees in the firm. Despite these similarities, both confront their own unique 

methodological issues and each shows the importance of different insider insights. 

Incentive Pay at Safelite Glass. Lazear (2000) studies the productivity of workers 

within one firm before and after the introduction of a new incentive pay plan.  Lazear’s 

study models automobile windshield installation for the Safelite Company. In this 

company, each employee drives a truck to the homes of people who need a new car 

windshield.  The production function is worker-specific and measurable: employees work 

alone installing about two or three windshields a day. The production unit is the worker.  

The data are monthly productivity data for some 3000 workers for nineteen months.  

During this period, the firm shifts from hourly pay to incentive piece rate pay, where pay 

is a function of the number of windshields the worker installs that day. After the move to 
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piece rate pay, productivity per worker rises by 44%.  Workers are highly sensitive to 

monetary incentives. 

Why is this interesting? The reader is not interested in windshield installation.  

The management practice – piece rate pay – is interesting, because, even though few 

firms use piece rate pay, many use some form of individual performance pay.  Therefore, 

the evidence that monetary incentives raise workers’ productivity is in itself valuable, 

though perhaps not surprising.7 What makes the result valuable is that the study identifies 

why productivity goes up. First, as expected, some of the overall productivity increase is 

due to the same worker increasing his or her effort and output.  Second, about half of the 

increase in the mean productivity of all workers comes from the self-sorting by workers: 

those workers who have low productivity levels leave the firm (or are not hired by the 

firm) after incentive pay is adopted.  The more interesting result of the paper is that  the 

firm’s choice of its incentive pay practice induces sorting by workers, and the sorting 

itself has a big productivity impact.  

 Figure 2a illustrates this. The productivity response to the incentive pay is 

heterogeneous across workers.  Analogous to Figure 1, the Safelite workers are classified 

as types – here three types.  The pay plan is changed at time t*.  The response to the 

treatment is heterogeneous across the three types.  Type 1 workers are employed before 

and after the new pay plan and these workers raise their productivity (by 22%).  The 

Type 2 workers quit in response to the new incentive pay because their expected pay gain 

is less than the disutility of their extra effort to be more productive.   The Type 3 worker 

is hired after t*. He has higher productivity and earns more under incentives than those 

who left would have earned had they stayed. Together, productivity rises by an additional 

22 percent more from the effect of losing Type 2 and hiring of Type 3.8  

------------------------ 
FIGURE 2a HERE 
------------------------ 

                                                 
7 The adoption of the incentive plan of course cannot be considered exogenous.  Safelite adopts the practice 
because it expects productivity to increase.  In section VI below, we consider the question of why “optimal 
management practices” can change over time. 
8 The figure is not drawn to scale to capture this size of gain.  Shaw and Lazear (2007) displays 
this figure using the actual Safelite data and offers more detail on differences between employees 
who leave and join this firm after introduction of the new pay plan.   
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Obviously, not all firms would get this exact productivity gain. This is just one 

firm that chose the practice probably expecting it to be effective.9  While one cannot 

expect the estimated productivity gains of this incentive pay plan to apply to other firms 

and production processes, the design of this study has several advantages that make the 

estimates especially convincing for this setting by avoiding typical econometric problems 

associated with estimating treatment effects. Because the production function is very 

simple with workers working alone, the unobserved counterfactual productivity paths are 

very easy to model (based on the observed productivity paths, as shown in Figure 2a).  

There is little likelihood of omitted variable bias, and thus typical selection bias and 

endogeneity bias are not relevant to the study. In a study of the impact of management 

practices on performance using a more heterogeneous sample of production units, we 

would worry about the possibility of unmeasured factors causing a selection bias with 

some firms choosing the practice while others do not.   

At the same time, in this study, there is still a different source of selection “bias” 

in the estimated treatment effects –  workers decide whether to work at the firm or not 

and that optimizing decision by workers affects the size of the productivity gain from 

incentive pay. But the study identifies and measures this self selection, leading to the key 

theoretical point of the paper.  An overall change in productivity can be decomposed into 

two components that are analogous to the intrinsic and extrinsic margins of each 

employee’s labor supply decision.  Some workers respond to the new incentive pay at the 

intrinsic margin by increasing the amount of labor (in this case effort rather than hours) 

they supply. Other workers respond at the extrinsic margin by leaving their jobs with 

different workers taking their place. The broader point for economic theory applies 

beyond the scope of the single firm in this study.  When the firm selects its HR practices, 

it must consider not only their effects as a motivation device but also their effects as a 

signaling device to sort specific kinds of workers into and out of the firm. 

                                                 
9 Note that the reason that the firm chose to adopt incentive pay at this time is that the firm had introduced 
new information technology software that kept computerized records of each employee’s productivity.  
Thus, Lazear is estimating the joint impact of a change in the HR practice given that the firm made a 
change in its IT infrastructure. Other firms that introduce piece rate pay may have lower performance gains, 
and not find the use of piece rate pay optimal (see Freeman and Kleiner, 2005, for evidence from shoe 
manufacturing).   
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Incentive Pay Among Fruit Pickers. Bandiera, Barankay, and Rasul (2005) 

analyze productivity of employees who pick fruit.  The workforce in this study is hired 

only during the summer harvest season.  The firm in this study undertakes a series of 

experiments that change the payment schemes for these employees.10 In one experiment, 

the firm introduces new piece rate pay, as in the Lazear paper above.  However, in 

Lazear, the move was from hourly pay to piece rate pay; here the move is from a 

performance pay plan based on workers’ relative performance to the piece rate pay.  In 

the relative output pay plan, the firm fixes the average pay for the field ex ante, but pays 

each worker based on how much he or she does relative to other workers in his or her 

group (but keeping the mean pay fixed).  In the second half of the picking season, the 

farm switches to simple piece rates in which pay per unit of output is fixed ex ante and 

does not vary as a function of how co-workers perform.  The panel data in this study 

cover 142 workers for 108 days spanning the periods in which different compensation 

plans are in place. After the switch to simple piece rates, the average productivity of 

workers rises by 58%. Nearly all workers increase their effort, and the variance of output 

also rises markedly with a jump in the number of high performers.   

------------------------ 
FIGURE 2b HERE 
------------------------ 

Figure 2b illustrates the unique results of this study.  The productivity response to 

the incentive pay is heterogeneous across workers.  Analogous to Figure 1, there are 

Type 1 and Type 2 workers with a new incentive policy adopted at t*.  Unlike Figure 1, 

both types of workers are covered by the new incentive pay. Type 1 workers exhibit a 

bigger productivity jump after t* than do Type 2 workers.  The study identifies who the 

Type 1 workers are – employees who had been working with their friends under the 

initial relative pay plan. Prior to the piece rate pay plan, these workers withheld effort 

because they knew that if they worked hard, they would lower their friends’ pay.  The 

Type 2 workers have lower productivity gains because they were not working with their 

friends and thus had been more productive than the Type 1 workers, when they were 

working under the initial relative pay plan. The researchers reach this conclusion about 

                                                 
10 For papers on their other experiments, on managerial pay or on teamwork, see Bandiera, Barankay, and 
Rasul (2007, 2009).   
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why productivity increases because they gather additional data on friendships among 

workers.   

What makes this study interesting?  The readers of this paper are not intrigued by 

either the occupation of fruit picking or even this specific case of piece rate pay. Unlike 

the setting for Lazear (2000) where workers came and went, all workers in this study stay 

for the short fruit picking season covered in the data. Thus, we are looking only at 

workers who are employed before and after the change in pay policy (in the Figure 2a 

illustration of the Safelite study, these would all be Type 1 workers).  Here however, we 

are examining the heterogeneity in productivity responses among these workers.  The 

more fundamental economic insight in this study of fruit pickers is that workers with 

certain characteristics internalize an externality – the externality that their effort harms 

others – during the relative payment scheme. Thus social relationships determine 

productivity. More broadly, this example identifies the importance of peer effects and 

social networks in the determination of worker productivity. Other insider style studies 

make related points about peer and network effects including: Ichino and Maggi (2000) 

for banking; Mas and Moretti (2009) for grocery stores; Giorgi, Pellizzari and Woolston 

(2009) for classrooms in education; and Bartel, Phibbs, Beaulieu, and Stone (2009) for 

nursing; and Ingram and Roberts (2000) for hotels.  

In this study, there is no selectivity within the firm in the adoption of the practice 

since all employees are covered by the change in pay policy at t*.11  As in Lazear (2000) 

the treatment effects estimated are effects conditional on being employed in this firm.  

But the design of this study is illuminating because it solves other econometric problems 

associated with estimating treatment effects.  In the econometrics treatment effects 

literature, it is well acknowledged that treatment effects should vary across people.  In 

managing a firm, managers know that not all workers respond equally to a treatment.  

Often, a study would conclude that the variance in the treatment effects is from some 

unobserved abilities of the workers, but here the authors go inside the company and 
                                                 
11 Even though the management policy change covers all employees in the data set, there are still important 
unobserved counterfactuals; but in this case, these are outside the scope of the study’s data. The workers’ 
productivity profiles in Figure 2b come from only a subset of farms.  As in the case of Figure 1, there are 
other farms, not in this particular study’s data set, that did not introduce incentive pay, and these farms are 
analogous to the “untreated” establishments in the bottom half of Figure 1.  The fruit-pickers study shows 
us what would happen to the farming fields that adopt; we don’t know anything about the non-adopters that 
are not covered in this study’s data.   
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gather the data on friendships to identify the source of variance displayed across Type 1 

and Type 2 workers.  While the data pertain to the limited setting of one industry and 

firm, the logic of the economic model applies more broadly.  In settings where workers 

might withhold their effort because that effort can harm their co-workers, managers need 

to consider these peer effects in the design of compensation plans. 

 
B. Two Cross-Company Within-Industry Studies of the Productivity Effects of 

Innovative HR Practices 
 

In the next two examples, we contrast two studies that both examine the 

productivity effects of new HR practices inside the steel industry. In both, the production 

process is a production line involving multiple employees. Despite these similarities, 

these studies analyze different segments of the steel industry and reach different 

conclusions about why these HRM treatments are adopted or not. 

Human Resource Systems in Integrated Steel Mills. In a third example of insider 

econometrics research, two companion studies by Ichniowski, Shaw, and Prennushi 

(1997) and Gant, Ichniowski, and Shaw (2002) analyze productivity of finishing lines 

within integrated steel mills. The management innovation is the adoption of entire sets of 

new human resource management practices in integrated steel mills, where the new HR 

practices cover recruiting and selection policies, compensation, teamwork, 

communication, and employee training. The authors model production of one specific 

type of production line that finishes steel.  These steel lines take a coil of very thin steel 

sheet, unwind it, and then chemically treat and coat the steel for use in products like auto 

bodies.  In the 1997 study, the authors collect panel data on productivity outcomes for the 

finishing lines.  The monthly productivity data for the rolling mill work groups within 36 

steel mills cover several years for each line.  The researchers identify four “systems” of 

HR practices, ranging from the most innovative HR system to the most traditional system 

with no innovative HR practices.   

The authors show that the mills with complete systems of highly innovative HR 

practices have the highest productivity levels.  Yet, some mills adopt highly innovative 

HR systems and some don’t. What accounts for the difference in adoption among a set of 

finishing lines that are competitors within a very narrowly defined industry and that are 
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making very homogeneous products using the same machinery? Site visits to the 

finishing lines did not reveal any differences in product attributes, technologies, or 

demographic characteristics of the workers. Site visits did reveal that, even though older 

and newer vintage lines adopted the innovative practices, the only kind of older lines that 

adopted the innovative practices were old “reconstituted” lines – lines that had been 

temporarily shut down and restarted by new owners.  Based on this subtle distinction, the 

authors hypothesize that the difference in the adoption of innovative HRM systems was 

transition costs. Older continuously operating lines had higher transition costs; newer 

lines and those older mills that were restarted after a purchase by new owners did not 

have transition costs associated with changing their HRM systems (Ichniowski and Shaw, 

1997). The authors argue that the productivity of older continuously operating lines 

would also increase were they to adopt innovative HRM systems, but the high transition 

costs that only these lines would experience produce lower profits from innovative HR 

practices compared to the newer or reconstituted mills.  

What makes this insider study interesting?  Once again, readers of the paper do 

not have to be interested in steel production.  The authors show that HRM practices 

matter – that innovations in HR practices produce tangible performance gains.  However, 

even more interesting is that the authors show how HR practices matter and why 

productivity goes up.  Productivity increases only when a firm adopts a set of 

complementary HR practices that together reinforce productive worker behaviors. Insider 

insights about why HRM practices are complementary lead the researchers to measure 

the “management treatment” as a set of practices rather than a single HRM practice.  

Moreover, research inside the finishing lines revealed why these bundles of HRM 

practices improve productivity. The innovative systems of HR practices lead to very 

different behaviors of the workers themselves. Gant, Ichniowski, and Shaw (2002) collect 

and analyze data on the communications patterns of workers within these lines and show 

that workers interact much more with each other as part of problem-solving activity in the 

high productivity lines with innovative HR practices. The lines with innovative HR 

practices have much denser social networks and worker interactions, or higher levels of 

“connective capital” in the firm (Ichniowski and Shaw, 2009).  This difference in worker 

behavior provides another type of evidence that helps explain why the treatment effect 

 17



due to innovative HRM systems exists. Firms need to think about the right bundle of HR 

practices and not just the individual HR practices.  Firms also need to provide workers 

with opportunities to change their behavior and form the networks and teams needed for 

problem solving when new incentives are adopted. The costs of switching practices and 

of changing patterns of worker behavior are transition costs that startups do not incur, and 

thus the startups are more likely to have the innovative HR systems. 

Problem Solving Teams in Steel Minimills.  Boning, Ichniowski, Shaw (2007) 

also study productivity in the steel industry, but within production lines in the minimill 

sector that use electric arc furnaces. Minimill lines produce steel bar products, like re-bar 

used in construction and highways or large beams used in constructing buildings. 

Minimills all belong to one narrowly defined industrial classification, and all have the 

same production process and technologies. The mills melt steel scrap and cast it into the 

bar products. As in Ichniowski, Prennushi, Shaw (1997), the data here also come from 

one particular type of rolling line in these mills, and thus pertain to very homogeneous 

production processes. The management innovation in this study is the adoption of 

problem-solving teams. Workers use problem solving skills to increase the quality of the 

bars coming out of the mill by watching the production process as the bars roll through 

the mills, and correcting problems as they arise.  The authors collect panel data: monthly 

productivity data for the rolling mill work groups within 34 steel mills followed over 

about five years.  In the beginning of the data, about 10 percent of the rolling mills had 

problem-solving teams; by the end, about half of the mills had teams. 

Productivity regressions show that there are significant productivity gains after 

teams are adopted in minimills.  However, some mills adopt teams and some don’t. 

Again, without insider insights, the reasons for the differences in adoption are not 

obvious.  Each minimill has the same production machinery, and the demographic 

characteristics of workers like education, experience, and occupation are also very 

comparable. However, once inside the mills, the reason for the difference was apparent.  

Some lines producing basic commodity bar products, like rebar steel, have fewer 

problems to solve compared to other lines making more complex products like thin steel 

wire or steel with intricate shapes. Using measures of product complexity, the authors 

show that 100% of the lines producing the most complex products adopt teams, and 23% 
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of the lines producing the least complex products adopt teams. The productivity 

regression results reinforce this conclusion: the productivity impact of teams is greater in 

the complex lines than it is among commodity lines (where teams are rarely adopted).  

What makes this insider study interesting is that it identifies two broader 

economic principles.  First, the study shows that product strategy decisions dictate the 

appropriate HR or organizational design decisions. A strategy of making customized 

complex products requires HR practices that foster more problem solving than does a 

strategy of making standardized products. The firm’s product strategy determines its HR 

practices.  Second, firms do not benefit equally from teamwork. Here, it is complex 

production lines that gain the most; while lines making simpler commodity products do 

not benefit from problem solving.12  Economic theory suggests that teams will not be 

adopted by all firms. Without the insider insights about the importance of differences in 

product complexity, one could have erroneously concluded that “the team effect” 

observed among complex production lines applied to other lines that seemed to be 

identical, and that teams were equally valuable across all manufacturers. 

We contrast the findings of these two establishment-level studies of the effects of 

similar HRM practices within the same industry in Figures 3a and 3b.  Figure 3a 

summarizes the conclusions reached by Ichniowski, Shaw and Prennushi (1997) for lines 

in integrated steel mills.  The adoption of innovative HRM systems at t* raises 

productivity in these lines.  But unlike the selection bias shown in Figure 1 in Section III, 

the authors here argue that the productivity gains would be the same if non-adopters 

instituted the new HRM practices.  The authors conclude that non-adoption is explained 

by differences in the transition costs of adopting the practices rather than by any 

differences in the expected productivity gains for non-adopters relative to the 

adopters.13Despite studying similar HRM practices in a different part of the same 

                                                 
12 The conclusion that ‘complex’ production processes value teamwork is also generalizable.  Recent 
researchers emphasize that firms in developed countries have a comparative advantage at producing 
sophisticated products, rather than commodities, so organizational innovations like teamwork are more 
likely to be adopted in the U.S. than in other countries across all firms (Bloom and Van Reenen, 2007; 
Bloom, Draca, and Van Reenen, 2008).  Bartel, Ichniowski, Shaw and Correa (2009) document a similar 
conclusion in the valve making industries of the U.S. and U.K.  
13 See Ichniowski and Shaw (1995) for evidence on the transition costs of non-adopters.  An alternative 
way to think about the productivity profiles in this study is to return to Figure 1 as a relevant summary, but 
instead of considering “HRM systems” as the managerial treatment, let a single HRM practice like 
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industry, the minimill study of Boning, Ichniowski and Shaw (2007) reaches different 

conclusions that the study of integrated mills by Ichniowski, Shaw and Prennushi (1997).  

Figure 3b shows the selection bias in the adoption of teams at t*.  Complex lines have 

larger productivity gains from teams than do the commodity lines.   

------------------------ 
FIGURE 3a HERE 
------------------------ 
------------------------ 
FIGURE 3b HERE 
------------------------ 

In both steel studies, an understanding of selectivity in adoption of the 

management treatment is critical.  For the finishing lines, Ichniowski, Shaw and 

Prennushi (1997) conclude that the new HR innovation would raise productivity among 

non-adopters but differences in costs of adoption are higher in older continuously 

operating lines.  For minimills, Boning, Ichniowski and Shaw (2007) conclude that teams 

have fundamentally different productivity effects in different kinds of lines since the 

benefits of problem solving activity differ.  The careful insider econometric analyses 

uncover different economic insights. In one segment of the industry, complementary HR 

practices raise productivity but the costs of adopting these practices differs for startups 

and continuously operating lines.  In the other segment of the steel industry, teamwork is 

more valuable for manufacturers of complex products. There is no one single “team 

effect.” Differences in productivity benefits across the two types of lines explain 

adoption. 

 
C. Two Within-Industry Studies of the Adoption of Management Practices    

that Affect Productivity 
  

In the previous examples, the production processes were relatively well 

understood.   The examples of fruit pickers and windshield installers were individual-

level production processes, and the manufacturing processes in steel, while highly 

                                                                                                                                                 
incentive pay be the treatment.  Type 1 lines could be the lines that adopt incentive pay as part of a larger 
system of practices and thus experience a large increase in productivity like the Type 1 establishments in 
Figure 1. In contrast, lines that adopt incentive pay without other elements of the innovative HRM system 
experience a smaller post-t* increase in productivity like the Type 2 establishments in Figure 1. Viewed 
this way, it is the existence of other HRM System policies that differentiate Type 1 and Type 2 lines. 
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technical, are relatively well understood by engineers.  In some sense, these settings were 

the laboratories in which to study the effects of incentive pay, problem solving teams, or 

new HRM systems on productivity outcomes.  In other settings, such as the productivity 

of many research activities, the outcomes from the production process are much less 

predictable even by the expert insiders. Yet innovations from basic research are 

fundamental to economic growth.  The next two examples of insider econometric 

research are studies that shed light on determinants of productivity in research activity in 

the pharmaceutical industry.  The focus of these papers examine fundamental issues in 

industrial organization economics related to the size and boundaries of the firm – 

managerial decisions about the number of projects to pursue and about contracting out 

work versus doing the tasks in house.14 

  The Effects of Scale and Scope on Productivity in Pharmaceuticals.  Henderson 

and Cockburn (1996) study productivity of early stage research activity in the 

pharmaceutical industry. Research personnel in this phase try to find a chemical 

compound that has a desirable effect within a laboratory process that mimics aspects of a 

human disease.  In this study, productivity is measured by patents and the management 

treatments are changes in the scale of the firm’s research activity (expenditures per 

project, per firm, etc.) and scope of research (extent of other research projects in similar 

classes of compounds in the firm, in other firms, etc.). The authors analyze 5,000 yearly 

observations on research projects.  The data come from ten firms with up to 38 projects 

per year and up to 30 annual observations on any one project.  The authors describe the 

data set assembly as an extensive iterative process with knowledgeable scientists in the 

firm that results in accurate and detailed measures of research outputs and inputs.  

                                                 
14 Industrial organization research offers many other examples of empirical studies that follow an insider 
econometrics approach going deeply inside firms in one industry. In this chapter, we define insider 
econometrics by its focus on the internal management practices of the firm within the context of a single 
production process.  Some empirical IO research that examine firms in a single industry would not fit this 
description; for example, studies of a change in firms’ pricing policies (Chu, Leslie, and Sorensen, 2009) or 
in how information is revealed to customers (Bollinger, Leslie, and Sorensen, 2009; Leslie, 2004), or 
studies using data on products rather than production processes. See other chapters in this volume (Gibbons 
and Roberts, forthcoming) for research on these topics using micro-level data.  Other examples of empirical 
industrial organizational research would fit this chapter’s description of insider econometrics more closely; 
for example, whether the internal management practices of stores in an industry look different if the store is 
run by a franchisee versus an owner-operator (Lafontaine and Shaw, 1999; 2005).     
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The authors find that knowledge spillovers across research projects within the 

same firm are critical determinants of productivity in any single project.  The scope of the 

firm, as measured by the number of large research projects, improves the chances of 

success in a research project.  More specifically, spillovers across research on similar 

classes of drugs within a single firm and spillovers between firms working on the same 

drug class both raise research productivity.  The authors also document a positive affect 

of the scale of the research project, as measured by research expenditures on the given 

project, on research productivity.15 

What makes this insider study interesting?  The authors document how “firm 

size” matters for research productivity. The authors aggregate their project-level data 

back up to the level of the firm, and replicate a common result in prior firm-level 

pharmaceutical studies – that measures of firm size have little impact on patenting. When 

they then analyze the project-level data set they constructed after extensive field 

investigations of research productivity in these firms, they show just how misleading the 

conclusion based on firm-level analysis is. New insights surface only when you correctly 

model a specific research production function at the level of individual projects. 

Furthermore, their insider insights allow them to identify what aspects of “firm size” 

matter most – not simply the total amount of research expenditures on a project but the 

amount of knowledge on related projects. Finally, this study puts the micro-level 

productivity results into the larger public policy discussion for regulation of the industry.  

Allowing larger firms in the industry may in fact lead to concerns about monopoly 

power, but these concerns must be balanced with efficiency gains that only come with the 

increase in size that comes with running more projects.16  

 Vertical Integration Decisions in the Pharmaceutical Industry. There are still 

many steps left in the production process that generates a new drug after basic research 

                                                 
15 In this study, the authors do not model why the treatment varies – that is, why the firms have different 
numbers of projects or different expenditures per project. However, the authors do use detailed insider 
insights about the causal nature of the link between the scale and scope measures and research productivity.  
While their panel data estimates document increased patenting productivity when measures of scope 
change, they acknowledge that the question of what is the optimal research portfolio for any single firm in 
the data set is beyond what the scope of their analysis.   
16 Other insider studies listed below provide insights about the determinants of productivity in other 
knowledge-based or research-intensive industries such as bio-technology, education, health care, law, and 
finance services and venture capital.   
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identifies promising new chemical compounds.  Several stages of clinical trials take place 

after a promising drug compound is identified but prior to FDA approval of a new drug.  

Azoulay (2004) offers insider econometric research about management policy decisions 

in this phase of drug research. 

 In this study, the treatment is the drug company’s decision whether to outsource 

clinical trials to contract research organizations (CRO’s) or not.  The hypothesis is that 

clinical trials that are very data intensive are likely to be outsourced, while those that are 

knowledge-intensive are allocated to internal teams. In-house trials will involve more 

subjective performance evaluations and less sensitive pay for performance, while the 

trials contracted to CRO’s will involve a narrower set of more-easily monitored tasks that 

can be covered by explicit pay-for-performance contracts.  The data are project-level data 

from 6826 projects spanning all pharmaceutical firms from 1991-1999.  Coupling these 

rich micro-level data with insider insights from extensive field work and interviews, 

Azoulay estimates models predicting the firm’s outsourcing decisions and finds strong 

support for the main hypothesis.  Outsourcing is the better decision when the testing tasks 

can be reduced to standardized data collection tasks, while testing that involves the 

generation of new findings and knowledge are more likely kept in-house.   

 Why is this paper interesting? First, the results of the Azoulay study deepen our 

understanding of a basic economic question – what determines the boundaries of the 

firm’s activities.  Here, rich industry-specific insight identifies specific characteristics 

that tend to keep work tasks inside or outside the firm’s boundaries.  Furthermore, this 

industry-specific example lends strong support to the broader economic theory that multi-

task jobs (ones involving both knowledge generation and data generation) where at least 

one task is not easily monitored are better managed with low-powered incentives and 

more intensive monitoring.  Conversely, when the work involves only data-generation 

tasks that are easier to monitor, explicit high-powered incentive arrangements (that can 

be outsourced) are more appropriate (Holmstrom, 1999; Holmstrom and Milgrom, 1994).  

This vertical integration decision in pharmaceuticals is therefore similar to franchising: 

the in-house contractors will have more subjective performance evaluations and less 

sensitive pay for performance, while the outside contractor will have more explicit pay 

for performance (or high powered incentives) based on a narrow set of easy-to-monitor 
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tasks. Thus, the results from a single-industry study provide results for a theoretical 

proposition that can be applied more broadly.   

 In this insider study, data are not available on the success, or productivity, of tests 

done under alternate treatment regimes.  Here, the empirical analysis focuses exclusively 

on the determinants of the “treatment” – the decision to outsource or not. The conclusion 

that knowledge-generating tests would be less successful and productive were they to be 

outsourced to firms using high powered incentive contracts is implicit. While we cannot 

contrast the patterns of the productivity profiles of these two pharmaceutical industry 

studies, the two studies taken together make important points about insider research. 

Even inside the same industry, production processes are highly varied.  Henderson and 

Cockburn (1996, p. 35) show aggregating data on different research projects up to the 

level of the firm produces misleading results.  Insider insights suggested that productivity 

in this part of the pharmaceutical industry be studied at the level of individual projects so 

that cross-project productivity could be identified.  Azoulay’s (2004) study then goes on 

to reveal important sources of heterogeneity even within the drug testing activities in this 

industry with different tests leading to different decisions about whether to keep the work 

in-house or not. Thus, one reason for heterogeneity in practices within a single industry is 

the fact that firms are managing many different production processes at the same time. 

D. Additional Insider Studies 

 The previous six examples are designed to illustrate some of the differences in 

research designs that can occur in insider studies because management treatments are or 

are not applied universally in the sample, observations are for one firm or many firms in 

an industry, longitudinal data on the choice of practices is or is not limited, and so on.  To 

illustrate a broader range of topics, practices, and data analyzed with this kind of 

methodology, we present a longer list of studies in Table 1. This table summarizes the 

management practices studied, the nature of the data set, and a short description of 

conclusions about the economic mechanisms that explain why productivity changes when 

the practice is adopted.  The six studies reviewed above include several early examples 

that helped develop the field of insider econometrics.  The studies reviewed in Table 1 

suggest that the methods of these studies have been followed in studies of many other 

industries. We will refer to details of the studies of Table 1 in several additional sections 
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below on emerging themes from insider econometric research (Section XIII) and sources 

of data (Section IX).  

------------------------ 
TABLE 1 HERE 

------------------------ 
 

V.  Estimation of Treatment Effects and the Econometrics of Insider Studies 

The kinds of productivity profiles shown in Figures 1-3 are typically estimated by 

analyzing panel data on workers or work teams.  In this section, we consider issues that 

arise in applying econometric methods to obtain accurate estimates of treatment effects. 

Start with the simplest possible regression for estimating the impact of some management 

policy on productivity:   

(1)    Yit = αDit + βxit + ηi + θt +  εit 

where i and t are subscripts for the worker- or work-group-specific observations and for 

time, Yit is productivity, xit is a set of production function control variables, Dit is a 

dummy variable equal to 1 for the presence of the management practice, iη  is the worker-

specific (or work-group) fixed effect, tθ is the common time period effect, and itε is the 

transitory worker-specific effect. How should the insider econometrician elaborate on this 

simple model to estimate treatment effects of management practices on productivity?  

A hallmark of insider econometric research is that it models the heterogeneity in 

workers’ responses to the managerial practice.  Even for workers within one occupation, 

there is heterogeneity in workers’ responses to managerial treatments; e.g., not all 

workers respond the same to incentive pay. This differential response drives the reasons 

why management practices are or are not effective.  Translating this into the productivity 

regression, rewrite equation (1) to allow the treatment effect to vary across observations:  

(2)    Yit =  αiDit + βxit + ηi + θt +  εit 

The adoption of the management treatment, Dt, at the time t* is determined by its 

profitability according to: 

(3)   if 1itD = 0itπ >  and  *t t>

                    = 0 otherwise 
(4)  it it itZ vπ = Γ +  
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where the index itπ  measures the expected profits from adopting the new practice which 

is a function of observables Zit and an error term.   

Equations (3) and (4) imply that at time t*, the treatment, some new management 

policy, is introduced. The treated group adopts (D=1) when expected profits from 

adoption exceed zero.  The non-treated group (D=0) does not adopt since expected profits 

after adoption are not sufficiently high. The treated group either has a different 

underlying production function, or different underlying transition costs, than the non-

treated group.  Since the adoption of the treatment is not random, selection bias arises.   

A.  Estimating Treatment Effects 

Insider econometricians typically estimate productivity regression (2) – a panel 

data regression with worker and time fixed effects – but what are the properties of the 

treatment effect estimated in this regression?  To answer this question, rewrite the 

production function in a more general functional form, in a switching regression 

framework.17  The treated group, D=1 has production function (5a), with superscript 1 to 

indicate D=1 for treatment.  The non-treated group has production function (5b), with 

superscript 0 to indicate D=0 for non-treatment.   

(5a)   1 1 1
it t i itY g (x ) u= +

(5b)   0 0 0
it t i itY g (x ) u= +

where xi are basic production function variables that are not affected by the treatment and 

are uncorrelated with error term uit .   

 Define the “treatment effect” as the productivity gain due to treatment, defined as  

 . Given the productivity functions (5a) and (5b), the treatment effect is 

defined as.   

1 0≡ −it it itY Yα

(6)  1 0 1
it i t i t i it it(x ) g (x ) g (x ) (u u ).α ≡ − + − 0

                                                

Intuitively, the treatment effect is the shift up in the production function after adoption, 

relative to before adoption.  The estimated treatment effect, given real world data with 

 
17 This structure for the specification of treatment effects follows Blundell and Dias (2002).  For further 
discussions of treatment effects and their estimation, see Heckman, Lalonde and Smith (1999), Imbens 
(2004), List, Sadoff, and Wagner (2008) and Meyer (1995) and citations therein. 
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non-random adoption of the treatment, is biased if the difference in the residual in (6) is 

not zero.   

Now, rewrite the productivity equations to identify types of selection biases in the 

treatment effect.  To form one productivity equation across the treated and non-treated 

groups, combine (5a) and (5b) by weighting them by the treatment dummy Dit to get  

          
1 0(1 )it it it it itY D Y D Y= + −

Then, substitute into this equation, the definition of the treatment effect as the expected 

value of (6),  and obtain: 
1 0

it i t i t iE( (x )) g (x ) g (x ),α ≡ −

(7)   0 0( ) [ ( )]it it it it it it it itY g x D u D u uα= + + + −1 0

=

Equation (7) identifies the potential selection biases in the estimated treatment effect.  

The expected value of the treatment is:  

(8)   with t>t* 1 0ˆ( ) ( | , 1) ( ( | , 0)= + = + =t t t t t t t tE E u x D E u x Dα α

And the two expected error terms are non-zero due to selection bias into the treatment—

only those firms that gain the most from treatment will adopt.   

Equation (8) and Figure 1 can be combined to easily picture the three types of 

treatment effects that the insider econometrician might want to estimate with insider data.  

1. The “treatment of the treated effect” (TTE) is the expected treatment effect 
among treated observations; or the mean value of the observation-specific 
treatment effects across all observations conditional on treatment occurring (i.e., 
D=1) and on the production function control variables xit. 
 

(9)    with t>t*s  ( | , 1)≡ =TTE
it it tE x x Dα α

 
In the Figure 1, this hypothetical treatment effect is αTTE = ΔPT.   
 
2. The “treatment of the non-treated effect” (NTE) is expected value for those 
groups who are never treated.  
 

(10)    with t>t* ( | , 0)≡ = =NTE
it it tE x x Dα α

 
In the Figure 1, this hypothetical treatment effect, is represented by αNTE = ΔPN.  
To illustrate potential selection bias, we assumed in Figure 1 that the treated 
group has bigger expected gains than the non-treated group would have.   
 
3. The “average treatment effect” (ATE) is the average gain in productivity if the 
treatment were applied randomly across all i.   
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(11)  ( | )ATE

it itE x xα α≡ =  
In Figure 1, it is the weighted average (with weights equal to the percentages of 

treated and non-treated) of αTTE and αNTE.   

Thus, the TTE, NTE, and ATE treatment effects are mean effects among the ever-treated 

observations, never-treated observations, or randomly treated observations respectively.  

B.  The Estimation of Treatment Effects with Panel Data in Insider Studies 

How do insider studies typically estimate the alternative treatment effects using 

panel data?  First, we describe the estimation methods for alternative treatment effects, 

and then provide examples from the literature for research using these alternative 

estimators. 

Rewrite the production function (7) as: 

(12)  0 ( )it it it it i t itY g x Dα η θ ε= + + + +  

where iη  is the worker-specific fixed effect, iθ is the common time period effect, and 

itε is the transitory worker-specific effect.  Equation (12) matches the typical panel data 

regression presented above as (2).   

Depending on the exact nature of the panel data set and the specific details of the 

treatment effect the researcher wants to estimate, three common options for estimating 

treatment effects in panel data are: 

 

1. First Differences:  Here, the researcher estimates the treatment of the treated, αTTE, 

using data on only the treated group, before and after the treatment, or the top 

productivity-profiles in Figure 1.  Estimate the production function (12) in first 

differences, by introducing controls for the worker-fixed effects using only the before-

after data for the treated group to produce  TTEα (for the Type 1 top panel in Figure 1). 

This is equal to 

(13)  1 1
* *ˆ [ ]TTE

post t pre tY Yα − −= −  

which states that the treatment of the treated effect is the difference in the conditional 

means of the treated group before (the “pre-t*” period), and after (the “post-t*” 

period), the treatment.  Assuming we know the right functional form and specification 

of g1(xi), the unobserved counterfactual for the treated group in the post-t* time period 
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can be estimated. Avoiding the use of the non-treated sample eliminates the need to 

make assumptions about that subsample – about why it was not treated and about its 

unobserved counterfactuals. An obvious drawback is that there is less data when 

lacking the information on the non-treated data, and we assume that time effects tθ  are 

uncorrelated with treatment . itD

2. Difference-in-Differences Estimator:  Researchers estimate the αTTE effect using 

difference-in-differences when the treatment is random for a subpopulation of 

workers, plants, or stores, or the assumption that the only difference between the 

control group and the treated group lies in the fixed effect iη .18  Given this 

assumption, the researcher has data on both the treated group, before and after the 

treatment, and on the non-treated group in Figure 1.  Equation (12) is estimated with 

both samples, over time, so this is double differencing, or “difference-in-differences” 

because we difference over time (before-after treatment) and cross-sectionally (for the 

treated and non-treated groups). This double differencing amends the estimated 

treatment effect (13) to be:   

(14)  1 1 0 0
* * *ˆ ( ) [ ] [ ]ATE

post t pre t post t pre tx Y Y Y Yα − − − −= − − − *  

which states that the treatment of the treated effect is the difference in the conditional 

means of the treated group before (the “pre-t*” period), and after (the “post-t*” 

period), the treatment, relative to that difference for the non-treated group.  The 

estimation method is the same as for first differences – we are differencing out the 

fixed effect  iη  , and then differencing out the effect tθ , but here the differencing 

occurs over a different sample, of treated and non-treated workers.   

The basic advantage of this double-differencing compared to the first 

differencing, is that we now have a control group, the non-treated group.  Adding the 

control group adds information in two ways.  First, if we can assume that the time 

shocks tθ  are common between the two samples, then the non-treated control group 

lets us control for any time effects that altered productivity after t* but are not due to 

                                                 
18 Examples of this given above are Lazear (2000), Ichniowski, Shaw, and Prennushi (1997), and Griffith 
and Neely (forthcoming).    

 29



the treatment.  Second, the control group gives us more information on which to 

estimate the underlying production function g .   0
t i(x )

3. Difference-in-differences with matching estimator: Here, the analyst again uses a 

difference-in-differences estimator, and has the same data as in Figure 1 for 

difference-in-differences, but the matching estimator is estimating the production 

function non-parametrically. Each treated outcome, , is paired with a non-

treated outcome, , and the difference is the treatment effect.  Given the extra 

data needed for non-parametric estimation, few insider econometrics studies use this 

approach.   

1
t ig (x )

0
t ig (x )

4. Instrumental Variables or Semi-parametric Methods of Correcting for Selection 

Bias.  If there are non-random (selection bias) differences between control and 

treatment – or between the Type 1 and Type 2 panels in Figures 1 – then the 

researcher must address these differences.  If there is selection bias, then the itε  is 

correlated with , and we need to add IV- or matching- estimator techniques that 

model the selection of the treatment.  We do not review these methods here.   

itD

 

Under the assumption of selective adoption of the treatment (as modeled in equation (8) 

above), these alternative estimators that all include controls for observation-specific fixed 

effects generate estimates of the treatment of the treated (TTE) effect – the effect of some 

new management practice on productivity given that firms chose to adopt.  

C. Types of Insider Data Sets and Treatment Effects Estimated 

The answers to the questions about which treatment effects can be estimated and 

which estimation methods can be applied depend on the nature of the insider data sets. 

An important distinction here is the difference between insider that use worker-level data, 

often personnel records from one firm, versus those that use work-group level data on 

employee teams, project groups, production lines, stores or establishments, often from 

several firms.  When the data are worker-level observations from one firm, the treatment 

is randomly assigned to the worker (since all relevant workers in the firm are covered), so 

the estimator is a “conditional average treatment effect” or conditional ATE.  It is an 

ATE effect because assignment is random. We also refer to it as “conditional” since it 
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depends on being in the firm adopting the practice. Estimates of productivity effects of 

incentive pay in Bandiera, Barankay, and Rasul (2005) that do not make any distinction 

in the size of the treatment effect for different types of workers is one such example.   

When the data is work-group level from several firms where some groups have 

the treatment and others don’t, the estimator is a treatment of the treated effect. In these 

cases, we want to know the expected treatment effect for the specific type of firm that 

adopts the treatment, not for a random firm19 The steel mill studies of Ichniowski, Shaw 

and Prennushi (1999) and Boning, Ichniowski, and Shaw (2007) are examples.  In these 

studies where some observations are adopters and others are not, the researcher may add 

the estimation of the adoption equation (3) as in Boning, Ichniowski and Shaw (2007) to 

model and explain adoption.  

Table 1 gives many more examples, classified according to the management 

practices being studied.  However, the table also describes the type of data, and thus 

implies the likely type of estimator of the treatment effect.  For example, Griffith and 

Neely (forthcoming) have data on an incentive pay treatment, before and after the 

treatment and for a treated and control group of retail stores, so they use difference-in-

differences with a matching estimator to estimate at TTE effect.  

D. Estimating Heterogeneous Treatment Effects in Insider Studies   

Insider researchers aim to estimate heterogeneity in the treatment effect, as shown in 

equation (2). In some insider studies, this feature is reflected in the idea that the 

productivity impact of some management treatment among adopters (the TTE effect) 

differs from the productivity impact that non-adopters would be expected to experience 

(the NTE effect).  In worker-level studies within a single firm that covers all workers 

under a new policy, this feature of insider studies is reflected in analyses that identify 

specific subgroups of workers with relatively large and small productivity effects; for 

                                                 
19 Some studies analyzing randomly assigned managerial treatments are being conducted in developing 
countries. Bloom, Eifert, Mahajan, McKenzie and Roberts (2009) are randomly imposing lean 
manufacturing practices on a random set of small manufacturing firms in India who don’t currently have 
those practices.  Thus, they are estimating the average treatment effect of lean manufacturing, but not the 
reasons why some firms adopt and some don’t.  Duflo and Rema (2005) introduces incentive pay for 
teachers randomly across a set of teachers and a control group.  Presumably, in studies using random 
assignment of a management practice across workers or plants, identifying observations that enjoy 
relatively large and small treatment effects could offer clues about where adoption makes more economic 
sense.  See Levitt and List (2008) for a review of the new field experiment literature. 
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example, the productivity effects of incentive pay among employees who are (or are not) 

working with friends in Bandiera, Barankay, and Rasul (2005), or the productivity effects 

of piece rate pay among employees who stay (or leave) the Safelite firm in Lazear (2000). 

In introducing heterogeneity in treatment effects, there are two econometric issues.  

First, when permitting the treatment effect to vary across subgroups of the population, 

extrapolation beyond those subgroups is impossible. When there are multiple treatment 

effects, we cannot extrapolate to say what the treatment would be for other types of 

worker subgroups that are not considered.20  The second econometric point is that when 

researchers permit the treatment effect to vary across workers, they often need to gather 

more data beyond the production function inputs and outputs.  Examples illustrating this 

point include:   

• Bandiera, Barankay, Rasul (2005) gather data on friendships among the work 

crew members, so that they can estimate the effect of piece rate for employees 

who do (and do not) have friends in their work crew.  

• Mas and Moretti (2009) gather data on the physical location of workers in the 

grocery store, so they can specify when the checkout clerks are (and are not) in a 

position to observe the co-worker to test how monitoring by high and low 

performing clerks affects co-worker productivity. 

• Gant, Ichniowski and Shaw (2007) collect detailed data on workers’ 

communications networks in steel production lines to show that production lines 

with denser social networks are more likely to be the lines with innovative 

management practices and higher levels of  productivity.   

In sum, this section highlights how insider econometric studies must be careful 

not to assume that untreated observations would respond the way that treated 

observations responded to a practice.  TTE effects are not the same as (unobservable) 

NTE effects, and this difference can be the simplest explanation for lack of adoption 

among the untreated. Second, the magnitude of the treatment effect can vary 

systematically across treated observations and this variation can provide important 

economic insights. The insider researcher might be able to identify certain subgroups of 

                                                 
20 In econometric terms, we cannot extrapolate beyond the “common support,” which is the subspace of 
worker characteristics that are in the treated and non-treated samples.   
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adopters with relatively small productivity treatment effects, and these patterns can offer 

clues that help explain the non-adoption among other observations. Third, the cross-

sectional variation in insider panel data sets is still important. In studies where some 

observations are covered by the treatment and others are not, the data on non-adopters is 

required to construct difference-in-differences estimators with or without a matching 

estimator. In worker-level studies about a single firm that introduces a new management 

policy for all workers at one time, the cross-section variation is again important. Here, the 

cross-section variation is needed to test for differences in the magnitude of the treatment 

effects across observations. 

 

VI. Why Do Firms Adopt New Management Practices?   

The treatments in insider econometric studies are new management practices.  In 

the examples in section IV, these management decisions include changes in: 

compensation plans, teamwork and related HRM practices, the scope and size of research 

projects, and decisions to outsource certain work. An important question to acknowledge 

is why firms would ever change their management practices?  For example, why didn’t 

Safelite adopt incentives for their windshield installers, or minimills with complex 

products put in their problem solving teams sooner than they did? Shouldn’t these firms 

have always had their optimal practices?  To answer these questions, we must know what 

causes the adoption of a new ‘treatment’ to occur among real firms.   

Several sources of disequilibrium are likely to cause ‘shocks’ to optimal 

management practices. First, there can be shocks to the prices of capital inputs in the 

production process.  If management practices are complements with these capital inputs, 

the management practices too would change. Rapidly declining prices in information 

technologies offer one obvious recent example of such a shock. Several studies illustrate 

how, as information technology and processing become cheaper in firms, HRM and other 

management practices need to change to complement the changing way work gets 
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done.21  The adoption of new information technology in one industry may also cause 

changes in management practices in related industries.22   

                                                

Second, there are technology shocks to management knowledge as best practices 

in management improve over time.  It takes time for firms to learn about these changes 

and before they adopt new best practices. For example, the success of a distinctive set of 

management practices – like problem solving teams, other innovative HR practices, and 

lean manufacturing practices – among large Japanese manufacturers was a source of 

productivity and quality improvements in these firms prior to their broader adoption in 

the U.S. and elsewhere.  These management practices in Japanese firms were then 

“imported” to other developed countries as the lessons about how and why these 

practices worked spread throughout manufacturing in developed countries.23  Developing 

countries are beginning to introduce these kinds of management practices, though 

adoption in these countries still lags behind the adoption in developed countries.24   

Third, there are shocks to firms’ internal labor markets or firms may decide to 

experiment with new practices.  For example, stock options may no longer be paying off, 

or an aging workforce within the firm may need different incentives, such as pensions. 

The external labor market may have an inflow of workers with different levels of human 

capital. For example, if immigration offers the firm an increased supply of workers with 

higher (lower) levels of human capital than the existing workforce, training needs may 

therefore decline (increase).   

Fourth, the firm’s product market strategy may change, causing needed 

adjustments to optimal management practices for the firm.  When firms enter an industry 

with new entrepreneurial ideas about the industry’s products or processes, existing firms 

within their industry may need to change product market strategies or processes. For 

example, as imports from Chinese firms enter U.S. markets, the U.S. firms may move 

 
21 For evidence, see Breshnahan, Brynjolffson and Hitt (2001) and Lemieux, MacLeod and Parent (2009). 
Jorgenson, Ho and Stiroh (2003) and Oliner and Sichel (2000) present macro-level evidence that 
productivity has risen over time in industries are computer-using industries. 
22 When large retailers adopted information technologies that tracked product sales and sent those sales data 
directly to suppliers, the suppliers adopted new team-based HR practices that allowed them to restock the 
retailer with smaller batches on shorter notice. (Dunlop and Weil, 2000) 
23 For more on the notion of “HR technology shocks,” see Lazear and Shaw (2007) and Bloom and 
VanReenen. For more on the transfer of Japanese HR practices to U.S. firms and the effects of these 
practices on productivity among manufacturers in the two countries, see Ichniowski and Shaw (1999). 
24 See Bloom and VanReenen (2007) and Bloom, Eifert, Mahajan, McKenzie, and Roberts (2009). 
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from the production of commodity-like products to customized products.25 If 

management practices are complementary with the new business strategies, firms would 

need to adjust their practices. These changes in product market strategy can require 

changes in management practices, such as an increased use of problem-solving skills for 

producers of customized products as in the case of minimills.26  These within-industry 

shocks arise from new product development or new research by firms over time.    

 

Section VII. A Practical Roadmap for Designing Insider Econometric Studies 

The insider econometrician is, in many ways, designing his empirical experiment.   

Few insider econometricians are conducting an experiment with random assignment of 

treatments, but the insider econometrician like the experimentalist must craft the research 

design carefully.  He must choose the right firm to study, the questions to ask, hypotheses 

to test, the type of data and the variables to collect, and then the specific econometric 

methods to test the hypotheses.   

A. Key Research Design Decisions for Insider Econometric Studies  

In this section, we provide advice about how to answer some of the more specific 

methodological questions that naturally arise when designing and executing an insider 

econometric study.  At the outset of this paper, we offered a list of five features that 

characterize insider econometrics studies.  These five features tell us that insider studies 

use micro-level data on individual workers or groups of workers to study the productivity 

effects of a new management practice and the reasons for the adoption of the practice. 

Still, many more decisions must be made about specific features of an insider study. 

What management practices should I study?  What should be the structure of the data set?  

What can I do to address the concern that the data are specific to only one particular 

production process?  This section on key research design decisions delves more deeply 

into these decisions about research design to describe the features of studies that will 

produce the most convincing insider econometric results.     

 

                                                 
25 Bloom, Draca and Van Reenen (2008) offer empirical evidence that reduced trade barriers increased the 
adoption of new HR practices.  
26 Bartel, Ichniowski, and Shaw (2007) document the effects of product market strategy on HRM practice 
adoption in another industry. 
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Key Design Decision 1: Identify a Treatment and Measure It Accurately 

Identifying a management treatment is the first necessary condition for an insider 

study. The researcher must identify a treatment variable that changes.  Most firms that 

have interesting management practices never change their practices, and thus there is no 

variation for the treatment to test its effects. The treatment must also be interesting 

economically because of its potential effects on productivity outcomes, and the effects of 

the practice on workers must be modeled. The researcher may have a theory in mind and 

been searching for data to test it, or the researcher may be offered access to interesting 

data and explores possible hypotheses by talking to insiders. Whether discussions with 

insiders spark ideas about relevant theoretical models, or a theoretical idea sparks interest 

in having discussions with insiders, there must be an economic logic as to why the 

treatment would impact performance outcomes.  

How does the researcher get the treatment data?  Many data sets have information 

on the productivity of workers or work groups, but these data sets do not link information 

on management practices to the productivity data.  However, as in most examples of 

insider studies considered in Table 1, management practices are discrete events that 

change infrequently within firms. The researcher can therefore interview insiders and 

build a data set on the time path of management practices within or across firms.   

The treatment needs to be specified accurately.  First, insider studies have several 

advantages over traditional surveys, and one is that the researcher can use interviews to 

measure exactly what the management practices are. In contrast, respondents to a survey 

question that asks, “do you have teamwork,” may interpret the meaning of the question in 

many different ways. Insiders’ insights help measure treatments accurately.  

Second, the researcher needs to measure all the dimensions of the management 

treatment.  An important contribution of existing insider studies is that “management 

treatments” often involve the simultaneous adoption of multiple complementary 

management practices.  Insider econometricians who have been inside the firms often 

find that the firm is changing not just one practice to improve productivity, but is instead 

adopting a cluster of complementary practices.27   

                                                 
27 MacDuffie (1995) finds that productivity is higher in auto plants that adopt several new HRM practices 
together with lean manufacturing methods and just-in-time inventory policies.  Ichniowski, Shaw and 
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Finally, the “treatment” need not always be a change in a formal management 

policy.  Clever researchers are finding “natural experiments” within firms involving other 

kinds of “treatments.”  For example, Mas and Moretti (2008) model the importance of 

peer effects on productivity.  They identify the peer effects not from a change in 

management practices surrounding peer groups, but instead from a change in which 

employees are assigned to peer groups.  That is, because workers are assigned randomly 

to different peer groups, the authors can test whether peers influence productivity.28   

 

Key Design Decision 2: Test a Generalizable Principle by Modeling Economic Behavior 

 The economist’s approach to studying organizations has its own distinctive set of 

building blocks that form the foundation for empirical studies in personnel or industrial 

economics (Lazear and Shaw, 2007).  Central to these building blocks is the idea that 

workers, managers and firms are optimizing agents.  While insider studies are carefully 

crafted empirical tests of hypotheses about management practices, the hypotheses 

emanate from models of a more general economic principle about how these optimizing 

agents really behave when they are at work inside their firms.  The data may come from 

one firm or from several companies within one industry, but the theoretical model 

generating the hypotheses is not specific to the single industry context. This means that 

ultimately the broader goal of the insider study is to test a more general economic 

principle that will enhance our understanding of the theory of the firm.    

As examples, in our review of six insider studies in Section III, we asked the 

question, “why is this study interesting” for each study.  The answer was always that the 

results test a model of fundamental economic principle about the behavior of workers in 

firms. Certainly, the principle will not be relevant for all firms in all industries, but in 

settings where the key features of the more general model are relevant, the principle may 

                                                                                                                                                 
Prennushi (1997) document improvements in productivity only when lines adopt entire systems of 
innovative HRM practices.  Bartel, Ichniowski and Shaw (2007) find that new computer-aided production 
equipment that raises productivity among customized valve manufacturers coincides with the adoption of 
complementary HRM practices. Azoulay (2004) identifies how the management decision to outsource drug 
trials always means the firm is putting the trial under a different compensation policy.  See Milgrom and 
Roberts (1995) for discussions of complementarity.    
28 Mas and Moretti (2009) find that any individual checkout clerk in their study of grocery stores is more 
productive when he works with faster co-workers, and argue that differences in shift composition are not 
endogenous and that changes in shift composition cause changes in co-worker productivity.   
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also be at work.  That is, even though only one firm or industry is studied, the testable 

hypothesis and results appear to be applicable to a wider set of workers or firms because 

the paper models fundamental optimizing behavior.29   

Put differently, without insider data sets with rich details about the workers and 

production processes in a specific industry setting, convincing econometric tests of these 

kinds of models would not be possible. The insider studies reviewed in this chapter 

document important productivity effects of many factors that are routinely neglected in 

standard specifications of a firm’s production function: friendship among co-workers, co-

worker monitoring, complementarities among multiple HRM practices, interactions of 

HR practices and product attributes, knowledge spillovers across workers and projects, 

and many more. Insider data sets that describe rich details about the context for a single 

production process are precisely the kind of data that one needs to construct a convincing 

test of these novel hypotheses. An insider study cannot on its own identify the boundary 

conditions that determine exactly where the model does and does not apply.  However, 

the models of optimizing behavior by firms and workers in insider studies is 

generalizable, and one needs detailed firm- or industry-specific data to conduct 

convincing econometric tests of whether the predictions of the more general model are 

supported.30  

 

Key Design Decision 3: Balance Homogeneity and Heterogeneity in the Sample 

 Prior to insider studies, production functions would be estimated with aggregate 

industry-level data or with firm-level data or establishment-level data in broad cross-

industry samples.  While these data might be appropriate for estimating the effects of 

                                                 
29 In the examples we review in Section IV, we find models in which: friendship can affect worker utility 
(Bandiera, Baranky and Rasul, 2005); HR practices are sorting devices (Lazear, 2000); HR practices have 
complementary effects on productivity (Ichniowski, Shaw and Prennushi, 1997);  the value of work on 
production activities versus problem-solving activities can vary across plants (Boning, Ichniowski and 
Shaw, 2007); the ability to measure and monitor work determines decisions about incentives and 
outsourcing (Azoulay, 2004); and knowledge gained in one area of the firm increases productivity 
elsewhere (Henderson and Cockburn, 1996).   
30 Consider the paper of Bandiera, Barankay, and Rasul (2005) in which friendships influence a worker’s 
response to incentive pay (Example 2 of Section III).  Their conclusion is not simply that friends influence 
people’s behavior, but that when economists write a model of incentive pay, that model should include an 
externality – that when I maximize my utility in response to incentive pay, my response internalizes the 
externality of my friends’ feelings.  Economic theorists have introduced peer pressure and social norms into 
their theories of the firm (Kandel and Lazear, 1992; and Akerlof and Kranston, 2000; 2005).   
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factors like capital-labor ratios on productivity, they will be less helpful for identifying 

the effects of management practices on productivity, for isolating the economic reasons 

why similar organizations or workers are covered by different practices, or for identifying 

factors that cause the productivity effects of a management practice to vary across 

workers. (see the discussion in Syverson, Goolsbee and Levitt, 2009). With more 

aggregate data, there is not one common production process that generates the data, and 

therefore the number of variables that might be correlated with the management treatment 

variable is exceptionally large.31.32  

To mitigate the issues of unmeasured heterogeneity, insider studies seek data from 

production units – whether workers or work groups – that are very homogeneous.  The 

homogeneity of these workers is that they all share one common production function that 

the research can model empirically -- on-site car windshield installation, fruit picking in 

an orchard, finishing lines or rolling lines in steelmaking, and research projects or clinical 

testing processes in pharmaceuticals.  

While sample homogeneity is therefore important in insider studies, the insider 

data set cannot have perfect homogeneity of the production units. The adoption of the 

treatment must vary to investigate why, how and how much management practices affect 

productivity. The researcher wants a homogeneous production function, but also subtle 

differences in the workers or organizations that leads to heterogeneity in the adoption of 

the treatment or heterogeneity in the response to a common treatment.  Overall, the goal 

of sample design decisions in insider studies is to strike a purposeful balance between 

                                                 
31 Differences in production equipment, worker and manager quality, occupational mix, and many other 
factors all could be correlated with differences in management practices and thus confound any attempts to 
use such industry-level data to generate a convincing estimate of a treatment effect due to any management 
practices. 
32 The methodological issues in generating a persuasive estimate of the effect of some management practice 
on productivity of course extend well beyond issues of unmeasured heterogeneity and omitted variables.  
While measurement error in the dependent variable does not have to introduce bias in the estimated 
treatment effect in a production function, production functions estimated with more aggregate data 
typically must rely on value added data for the dependent variable, even though value added contains 
product mix changes that are not part of ‘production’ per se, and thus can differ dramatically from the 
variable the researcher hopes to be measuring.  See Syverson, Foster, and Haltiwanger (2008) for a 
discussion of this point. 
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homogeneity in the production function and heterogeneity in either the adoption of the 

treatments or the magnitudes of the treatment effects. 33  

 

Key Design Decision 4: Collect Information on Why the Treatment Was Adopted  

Once the researcher identifies a management innovation that varies across 

observations, he must understand why the treatment was adopted. Perhaps the most 

fundamental point about understanding and modeling the adoption process is that, 

because the management treatments are rarely natural experiments, the researcher needs 

to collect information about the determinants of the adoption of the management practice 

being studied.  While this point is perhaps obvious, unless it is fully appreciated prior to 

data collection efforts, the researcher may focus only on data related to the production 

function and management practices, and miss opportunities to obtain data on the factors 

that cause adoption of the practices.  

The researcher can also explore whether the treatment should be considered 

exogenous or endogenous with respect to productivity outcomes.  Even though most 

researchers do not have data from natural experiments in which the adoption is randomly 

and exogenously imposed, there are some cases in which the treatment is exogenous.  

When data come from a single firm, the management innovation is likely to be 

exogenous with respect to productivity outcomes when productivity is measured at the 

worker level. In these cases, the new management treatment is imposed by the firm on all 

of its workers or establishments. In the Safelite (Lazear, 2000) and fruitpickers studies 

(Bandiera, Barankay, and Rasul, 2005), the productivity data are on workers, and 

adoption is clearly exogenous to the worker.  This is true for other studies of retail stores 

in a single firm (Lafontaine and Srinivasan, 2008; Griffith and Neely, forthcoming), or 

for teams of workers within an apparel firm (Hamilton, Jackson, and Owan, 2003).  At 

the same time, as described in Section IV, there are still potential sources of selectivity in 

the application of the exogenous management practice: workers can leave or join the firm 

(and enter or leave the sample) after the firm imposes the practice (as in Lazear, 2000); or 

                                                 
33 List, Sadoff, and Wagner (2008) make this point about the tradeoff between homogeneity and 
heterogeneity in designing optimal field experiments.  
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workers might be the ones who decide to opt in or out of the new practice (as in the study 

of work teams by Hamilton, Jackson, and Owan, 2003).  

The management innovation can also be exogenous with respect to productivity 

outcomes across plants, but endogenous to the firm.  In the integrated steel mills, 

Ichniowski, Shaw and Prennushi (1997) conclude that expected productivity gains for 

non-adopters are about the same as those observed for adopters, and adoption differences 

across lines are not a function of expected productivity differences. Rather, they are 

determined by differences in the costs to the firm of transitioning to new HR practices.34   

In other insider studies that use panel data across firms, the analysts conclude that 

the adoption is endogenous to productivity outcomes, and the authors gather data on the 

adoption regression.  In the study of minimills by Boning, Ichniowski, and Shaw (2007), 

productivity gains from teamwork are greater when a mill produces complex instead of 

commodity products.  The authors show that adoption is more likely among firms making 

complex products.  In Bartel, Ichniowski, and Shaw (2007), the authors also show that 

adoption of information technologies in valve industry plants is driven by the complexity 

of the product mix. As described in Section V, in these cases where adoption is 

endogenous, the treatment effect estimated in the productivity regression is the “treatment 

of the treated” – the expected gain conditional on optimal adoption of the treatment.  By 

understanding and documenting the reasons for adoption, the researcher can more clearly 

identify the nature of the treatment effect he is estimating. 

 
Key Design Decision 5: Collect information on how behavior changes and why the 
treatment was successful  
 

Even though insider econometrics researchers use many different types of data 

sets and methodologies, all insider econometric studies document why the treatment was 

effective. In the broader treatment effect literature, this is typically not the case.  When 

researchers study the effects of tax cuts on labor supply, researchers rarely collect data to 

explain why people increase their labor supply.  However, in working with workers or 

establishments of firms, evidence on why the management practice is or is not effective is 
                                                 
34 With detailed observation-specific data, it is possible to examine other reasons that could account for 
differences in the adoption of new HR practices in this study.  In the study of steel lines for example, 
explanations related to differences in managerial quality, or plant age, or prior productivity, are tested and 
rejected, thus lending greater support to the conclusion about transition costs. 
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both available and essential. Models of the effects of management practices on 

productivity routinely model why a practice is effective.  Insiders can get the data to test 

these more detailed mechanisms and provide additional tests of the underlying model.   

Consider some examples of the data researchers gather to test why management 

practices are effective.  Bandiera, Baranky and Rasul (2005) gather data on friendships 

among employees to show that a large gain in productivity after the firm switches from 

relative pay to piece rate pay is concentrated among employees who worked with friends 

and who were holding back their effort under the old pay plan.  Mas and Moretti (2009) 

gather data on where checkout clerks stand (relative to each other in the store) to show 

that the large gain in the speed of grocery checkout clerks when a high-performing clerk 

joins the clerk’s shift occurs when the new high-performing co-worker watches the lower 

performer.  Gant, Ichniowski, and Shaw (2002) gather data on the communications social 

networks of all employees to show that inter-worker communication and problem-solving 

activities are much more pronounced among steel production lines with new HRM 

practices and higher productivity than they are in other lines. Many recent studies in 

behavioral economics are aimed precisely at showing how people behave in response to 

incentives or other HR practices, and some of the most convincing evidence in insider 

econometric research describes the behavior of workers in treated and untreated 

conditions.   

In sum, one advantage of doing insider research is that data are often available on 

why the treatment is effective, and these data allow the researcher to identify specific 

behavioral mechanisms that explain the connection between the management policy and 

the productivity outcomes. Insider studies are more convincing if they go beyond the 

estimation of a treatment effect.  If additional data are collected about why the treatment 

is effective, the empirical work is more persuasive.   

B.  Detailed Steps to Take When Faced with Data 

When faced with potential data from one or more firms, what should the 

researcher do?  The following list offers some guidance.  

1. Interview managers, workers, and others to learn about the mode of 
production and the management issues faced by and addressed by the 
firm.  Ask them to tell you, what determines productivity?  Learn the 
production process.  
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2. Identify a research question based on these interviews.  Most 
researchers would not know the questions or potential hypotheses 
without the plant visits. Rule out some potential hypotheses.   

3. Identify why this firm (or firms) have adopted these management 
practices and other firms have not.   

4. Gather additional data needed for better tests of the hypotheses.  
Determine your econometric methods and how you will identify the 
appropriate treatment effect. If data describe the adoption of one new 
treatment within a single firm, can you collect data on factors that 
explain heterogeneity in observed treatment effects? If data describe 
the adoption of the treatment across multiple firms or locations, can 
you collect data on the reasons for adoption versus non-adoption? 
Decide what is endogenous versus exogenous, and where there might 
be measurement error or omitted variable bias.  

5. Evaluate and interpret your results.  Empirical researchers typically test 
the robustness of their models by introducing functional form changes. 
Insider econometrics studies go a step further by asking the insider 
informants if the results make sense. 

6. Collect additional data for more comprehensive and convincing tests.  
For example, though the primary model is a production function, it 
could be very persuasive to interview workers to gather other evidence 
to interpret or retest the results.   

 

Insider studies identify what is most likely to affect productivity, and also identify 

what can be ruled out as a determinant of productivity.  Ruling out potential hypotheses 

can be as important as formulating new testable hypotheses.  Across all firms, 

productivity may grow due to learning curves, teamwork, new product development, or 

new management practices.  In cross-industry studies of firm-level data, the list of 

possible productivity determinants is endless.  In insider studies, many possible reasons 

for productivity growth can be ruled out (or controlled for in the regressions) given the 

narrow focus on a single production process, so the economist can focus on testing the 

hypotheses that are most relevant to that firm or industry or theoretical model.  

Initial discussions with experienced insiders about how the production operations 

work can lead naturally to other steps.  For example, the researcher may end up exploring 

managers’ opinions about why some workers, work groups, or establishments are 

covered by the management treatment, while elsewhere the treatment is absent.  He must 

then translate the real world experience of the industry insiders into a research design that 

tests hypotheses about the fundamental questions that define insider econometric research 
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reviewed at the outset of this chapter.  Why do some employees or organizations that 

appear to be competing in the same narrowly defined industry work under one set of 

managerial practices while others work under other practices?  When new practices are 

adopted, did productivity change? How do changes in productivity vary across workers 

or establishments? Are there any changes in employee behavior that can help explain the 

changes in productivity?   

 
Section VIII. Economic Lessons Learned from Insider Econometric Research 
 
 Each insider study provides its own insights for firm- and industry-specific 

settings, and each tests different economic models.  At the same time, many of the 

empirical findings from one study to the next echo common themes.  These broader 

economic themes emerging from insider studies can, we believe, provide guidance about 

the most promising avenues for developing richer theories of competing firms and their 

employees.  In this section, we review several broader themes emerging from multiple 

insider studies. 

1. Management matters. Effects of management practices on productivity can be big. 
 

The fundamental conclusion emerging from insider econometric research reviewed in 

this chapter is that management matters, and that it matters in several ways.  First, insider 

studies routinely document substantial productivity effects from the adoption of new 

management practices. As examples, the magnitudes of the overall productivity effects 

among windshield installers in Lazear (2000) or fruit harvesters in Barankay, Bandiera, 

Barankay, and Rasul (2005) are substantial – 44% and 58% respectively. Studies in many 

other industry settings reviewed above also show dramatic productivity increases after 

adoption of other new practices.  If, as seems likely, the productivity benefits of the new 

practices among the adopters exceed the costs of adopting to them, then managers’ search 

for optimal practices is critical for firm performance. While it is beyond the scope of this 

study, one can speculate that the large magnitudes of the “treatment of the treated” 

productivity effects reviewed in this chapter imply that the economy-wide impact of 

management practices on productivity is also large. 

Second, the large productivity increases that occur after the adoption of some new 

management practice are still not universal within a given industry setting.  Insider 
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studies also routinely document heterogeneity in the magnitude of productivity benefits 

among workers and plants using the same basic production process.  Management 

therefore matters in another way.  Managers need to understand subtle within-industry 

differences to decide if a new management practice will increase productivity for their 

specific operations. 

Third, a wide array of management practices impact productivity of workers, work 

groups, and plants in different industries.  The number of management practices 

considered in insider studies, as reviewed in the list of studies in Table 1, is very large.35   

Thus, managers must evaluate a very wide range of policy areas when deciding what 

practices would be the optimal ones for their workers, their technologies, and their 

industries. 

2. The productivity of individual workers is determined by his or her work group.   

Several insider studies demonstrate that work groups matter.  An individual’s 

productivity is a function of his co-workers’ productivity.  Two work group effects stand 

out.  First, productivity spillovers due to peer effects matter. When an employee is 

working next to a high performer, the employee works harder.  This is a sense of peer 

pressure, not teamwork.  We discussed this above regarding the Mas and Moretti (2009) 

paper showing that when a faster check-out clerk replaces a slower clerk on a shift, the 

shift becomes more productivity not simply because the new clerk is faster than the old 

one, but because the other clerks also become faster (Mas and Moretti, 2009).   

The second work group effect is that employees are complements in production 

when they work as teams, and teams can be much more productive than individuals.  

Teamwork implies that workers do not have identical skills and thus workers can 

complement one another. In a team-based production function, output is not the sum of 

individual output, but instead is a function of the multiplicative interaction between 

                                                 
35 Even within the area of compensation policies, there are many other types of compensation plans that we 
have not reviewed.  For example, tournaments are readily modeled in laboratory experiments, so there is 
extensive experimental evidence showing that tournaments can motivate individuals better than other kinds 
of incentive pay in some settings (see Bull, Schotter, and Weigelt, 1987). See the insider studies of Knoeber 
and Thurman (1994) for producers of broiler chickens; Drago and Garvey (1998) for Australian firms, 
Ehrenberg and Bognanno (1990) for professional golfers.  Different methods for determining CEO or other 
top executive pay would be yet another set of management practices that impact firm performance. 
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employees.  Several insider papers reviewed above delve into the details of what makes 

work teams productive.36 

3. Employees respond to management practices at both the extensive margin of 
whether to work for the firm and the intensive margin in deciding how hard to work 
at their jobs. 

 
When firms introduce a new incentive pay plan, we expect workers to work harder 

and to target their efforts towards the output that is rewarded.  This increase in effort 

operates on the worker’s “intensive margin” – on workers effort “within” the firm.  Other 

management practices, like teamwork or innovative job design, also aim to increase effort 

at the intensive margin.  However, management practices also have a big effect on 

workers at the “extensive margin” – on workers’ decision to join the firm or the work 

group that offers the particular practice.  Workers that don’t like incentive pay avoid 

firms that pay for performance (Lazear, 2000). In other cases, within the firm, 

management can put a policy such as teamwork in place, but then leave it to the 

employees to join teams. Workers can remain employed even when they choose not to be 

covered by the new practice. In these cases, insider studies again find there is selectivity 

in who joins teams (Hamilton, Nickerson, and Owan, 2003).  The key result is that when 

a firm chooses its management practice, it will cause worker sorting. Thus, the 

productivity gains that firms experience from management practices result from a 

combination of effort (the intensive margin) and optimal sorting (the extensive margin).   

 
4. Firms compete using different product market strategies, and these different 
strategies require internal organizational structures to match the strategies.  

  
The idea that businesses in an industry compete in different product niches has 

long been recognized in the business strategy literature.  Low cost mass producers co-

exist in industries alongside other businesses that serve customers who prefer higher cost 
                                                 
36 In steel finishing lines, problem-solving teams raise productivity because worker interactions become 
richer and more frequent.  Problem solving requires interaction among the co-workers (Gant, Ichniowski, 
and Shaw, 2002). In apparel manufacturing, the productivity of work teams depends on the mix of skills 
and productivity levels of the team’s members (Hamilton, Nickerson, and Owan, 2003) In insider studies of 
orchards, the existence or absence of friendships among co-workers determines the extent to which effort 
of the fruit pickers changes after various kinds of incentive pay plans are adopted (Bandiera, Barankay, and 
Rasul, 2005).  In pharmaceuticals, the productivity of research on one project depends on knowledge 
spillovers from other related projects (Henderson and Cockburn, 1996). In many settings then, the true 
production function specifies not just an aggregate amount of workers but must capture the interactions 
among the individual workers. 
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specialty versions of the products. Several insider econometric studies document this link 

between product market strategy and internal management practices.37  This link is an 

important result.  It explains, in part, why some firms within an industry adopt certain 

human resource management practices and other similar firms don’t.  It also explains 

why traditional output-per-manhour productivity measures will be higher for some firms 

than others in the same industry.    

5. Management innovations often require the adoption of multiple practices that are 
complements with each other. 

 
Complementarities among management practices are pervasive.  That is, the 

productivity gain from one management practice, like problem solving teams, interacts 

with the gain from other practices, such as training, selection or compensation practices.  

Therefore, managers who are considering adopting one new management innovation 

cannot calculate the marginal gain from that practice independent of the set of other 

practices (Milgrom and Roberts, 1990).  There is extensive evidence from insider papers 

that choosing the right system of complementary practices increases productivity more 

than choosing individual practices in isolation.38   

This review of broader themes emerging from the empirical findings of insider 

econometric research highlights how diverse and complex the determinants of 

productivity really are.  Managers who want to achieve high levels of productivity from 

their workforces must consider a wide array of factors. Which employees are working 

together?  What are the skill differences across co-workers and what are their personal 

                                                 
37 Minimills that make complex steel products adopt problem-solving teams more often than minimills 
making commodity products (Boning, Ichniowski, and Shaw, 2007).  Valve manufacturers making more 
customized valve products adopt more innovative information technologies within their capital equipment 
and adopt more innovative training and teamwork (Bartel, Ichniowski and Shaw, 2007).  Software 
companies operating in market segments that have big upside gains to innovative software development 
pay higher wages and offer more performance pay than software companies operating in more traditional 
product market niches (Andersson, Freedman, Haltiwanger, Lane, and Shaw, 2009). Southwest Airlines, 
targeting low-price airline customers, uses different hiring and training and pay plans than does Singapore 
Airlines that targets high-price customers.  
38 Ichniowski, Shaw and Prennushi, (1997) document this result in the steel industry. In auto assembly 
plants, innovative HRM systems are typically adopted along with lean manufacturing methods and just-in-
time inventory procedures (MacDuffie, 1995). In apparel manufacturing, new HRM systems are adopted 
when new information technologies that tie the manufacturer directly to large retailers are adopted (Dunlop 
and Weil, 2000; Appelbaum, Bailey Berg, and Kalleberg, 2000).  Decisions to adopt new information 
technologies are also linked together with decisions to adopt a series of new HRM policies in valve 
manufacturing (Bartel, Ichnowski, and Shaw, 2007). Bresnahan, Brynjolfsson, and Hitt, (2001) also find 
that HR practices and new information technologies are complementary.   
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realationships like?  When I adopt a new policy, am I likely to attract the kind of 

employee I really want, or will the better performers leave my firm?  Is the new practice I 

am considering consistent with other practices I have in place, or do I need to change 

multiple practices?  If I change my competitive business strategy, will I need to 

reconfigure how I manage my workforce?  Insider econometric research paints a picture 

of the manager’s job as one that is extremely challenging. As the first theme above states, 

management certainly matters. 

 
IX. Data Sources for Insider Econometric Studies 

In the insider studies reviewed above, researchers worked with firms to obtain 

data.  That is not always necessary.  As described next, researchers can use publically 

available data and augment it with data from other sources or from their own survey.  

Data sets may contain information on productivity or on management practices, but not 

both: researchers must combine data from several sources to get both.  Many insider 

studies are now being conducted in education and health care, and in firms in developing 

economies.  As researchers obtain data in these or other sectors, new insider studies will 

be possible.  In this list of possible data sources, we include lengthy footnotes with 

references to papers that have used data from these kinds of sources.  However, authors 

of these papers have also been creative in their use of data that spans these categories.  

 

1. Insider data from within one firm.  Here, the firm provides the data.39 
    

2. Insider data from multiple firms within the same industry. Researchers obtain 
data from the firms (through visits) or conduct surveys of the firms to learn 
HR practices.40 For surveys, the researchers use insider guidance to develop 

                                                 
39  Autor, Levy, and Murnane (2003). Bandiera, Barankay and Rasul (2009). Bandiera ,Barankay and Rasul 
(2007). Bandiera ,Barankay and Rasul (2005). Bartel (2004). Batt (1999). Bhattacherjee (2005). Encinosa, 
Gaynor and Rebitzer (2007). Freeman and Kleiner (2005). Griffith and Neely (2007). Hamilton Nickerson 
and Owan (2003). Jones and Takao. (2007), Kalmi and Kauhanen (2006). Knoeber and Thurman (1994), 
Lazear (2000). Lo,Ghosh and Lafontaine (2006). 

40 Bartel, Ichniowski and Shaw (2007). Bloom, Eifert, Mahajan, McKenzie and Roberts (2009). Bloom, 
Genakos, Sadun and Van Reenen (2009). Bloom and Van Reenen (2007). Boning, Ichniowski, and Shaw 
(2007). Dunlop,and Weil (2000). Fernie and Metcalf (2003). Huselid and  Becker (1996). Ichniowski and 
Shaw (2003). Ichniowski and Shaw (1995). Kruse (1993). Kruse, Blasi and Park (2006). MacDuffie (1995). 
Oyer (1998). VanReenen and Bloom (2007). Van Biesebroeck (2006), Berg, Appelbaum, Bailey, and 
Kalleberg (1996), Dunlop and Weil (2000). 
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and administer their own survey, and the challenge is to get productivity data 
from the survey (or match it from a different data set, like census data).  
 

3. Insider analysis using data from regulated industries.41  Regulated and 
government-funded industries – such as education, health care, trucking, and 
electricity generation – often have data available. The researcher may need to 
conduct surveys to obtain the HR information to match to the productivity 
data.  

 

4. Insider analysis is also done using Census data or data sets from consulting 
firms or industry associations.42  Some industries are followed by the U.S. 
Census Department, such as trucking, retail trade, and manufacturing 
industries.  Some industries have consulting firms that follow the industry – as 
in venture capital.  And some industries have industry associations or the 
desire to publicize their firm’s attributes – as in franchising and law.  These 
data sets might follow HR practices, or productivity, or both.    

 

5. Insider analysis using employer-employee matched data sets that are available 
for entire countries. In Europe, the U.S., and some developing countries, the 
census departments are matching data on individual workers to data from the 
firm.  These data sets span all workers in all industries.  But it may be wise to 
take subsets of the data sets, for certain industries or occupations, and delve 
deeper into the production function.  Though the data sets do not match HR 
information to these data, researchers can use the wages and mobility of all 
the workers in the firm to infer the sorts of HR practices that firms are 
adopting.43 

 

6. Insider analysis using data from developing countries is now emerging. There 
are now studies where firms are allowing researchers to randomly assign new 
management practices to plants in a single industry (e.g., Bloom, Eifert, 
Mahajan, McKenzie and Roberts, 2009).  Such studies that measure average 
treatment effects offer some unique opportunities to identify observations that 
enjoy relatively large or small productivity impacts, which in turn could help 
identify the causes for any observed heterogeneity in the treatment effects.   

                                                 
41Asch (1990). Baker and Hubbard (2003). Dee and Keys (2004). Dranove, Kessler, McClellan and 
Satterthwaite (2003). Eberts, Hollenbeck, and Stone (2000), Graciano and Heaton (2006). Hoxby (2002)., 
Jacob and Levitt (2003). Kreuger (1999). Lavy (2008). Lavy (2002). Lim (2007). Rivkin, Hanushek and 
Kain (2005). Hall, VanReenen, and Propper (2008). Rosenthal, Song and Landon (2004). Imberman, 
Kugler and Sacerdote (2009).  Duflo, Hanna and Ryan (2007).  Kalnins and Wilbur (2006). 
42 Autor and Scarborough (2008). Black and Lynch(2004). Black and Lynch (2001). Baker and Hubbard 
(2003), Hubbard (2000), Garicano and Hubbard (forthcoming). Lafontaine and Shaw (1999). Lafontaine 
and Shaw (2005). Landers, Rebitzer and Taylor (1996). Oyer and Schaefer(2007). 
43 See Andersson, Freedman, Haltiwanger, Lane and Shaw (2009) for work using employer-employee 
matched data for the software industry. See Lazear and Shaw (2007) for examples of other papers and the 
range of possible data sets.  
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In sum, to obtain data on both productivity outcomes and management practices, 

the researcher will often need to merge several datasets.  Helper (2000) discusses 

additional issues and ideas on working with firms and their data.  When working with 

firms, it is important for the researchers to show what they can do for the firm, while 

acknowledging the importance of the firm’s generosity in these efforts aimed at 

furthering our knowledge of how businesses really operate. 

 
 
X. Conclusion 
 

Insider econometric research has goals at two different levels.  First, insider 

econometric research analyzes information from inside the firm with modern econometric 

tools to estimate the impact of organizational practices on performance.  Second, the 

broader goal of insider research is to use these estimated performance results to improve 

our understanding and theories of the firm, and where possible, to offer suggestions to 

managers for improved organizational practices within their firms. 

We describe insider econometric studies as research that focuses on three basic 

questions:  

1. Does a new management practice raise productivity?  

2. Why does the new management practice raise productivity?, and   

3. Why is the new management practice adopted?  

Ultimately, designing and executing a study that develops persuasive answers to these 

questions in part art and part science.  Judgments about which management practices to 

study and how to measure them, how to balance homogeneity and heterogeneity in the 

design of the sample and data set, and about the many aspects of modeling the 

determinants of productivity and adoption are critical parts of the research.  

The approach that insider econometric research takes to address these questions 

combines qualitative field research and quantitative econometric research, with the 

insights from interviews and field research informing the econometric analysis in 

important ways. Thus, the insider econometrician must be an expert translator.  The 

researcher must translate the real world experience of the industry insiders into a data set 

 50



and research design that addresses these fundamental questions about worker and firm 

behavior.  The research designs of insider econometric research rely on rich micro-level 

data on workers or work groups from a single industry and production process.  While the 

empirical tests pertain to one industry setting, it is precisely this kind of detailed 

information about new management practices, worker characteristics, the production 

process, product characteristics, and other aspects of the industry setting that allows the 

researcher to test new theories about what makes workers and firms more productive.   
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TABLE 1 
 

A Partial List of Additional Insider Econometric Studies, 
By Management Practices Analyzed 

 
Sets of Complementary 
Management Practices Performance Outcome Why? 

Ichniowski, Shaw and 
Prenusshi (1997) 

Productivity rises by 10% 
due to combined use of 
incentives, teamwork, 
careful hiring and other 
practices. 

When firms implement 
multiple human resource 
management practices, the 
complementarities between 
the practices raises 
performance. 

Data: Team Monthly productivity, 
team-level five years, 36 steel 
production lines  (17 companies). 

Griffith and Neely 
(forthcoming) 

Productivity rises when the 
multi-dimensional. 
Balanced Scorecard 
performance evaluation is 
introduced. 

When Balanced Scorecard 
incentive pay is adopted, 
productivity rises only if 
managers are experienced. 

Data: retail stores, monthly sales, 
months, one company. 

Tat Chan, Jia Li and Lamar 
Pierce 

Individual incentive pay 
raises individual 
productivity, but lowers 
within- team cooperation 
and lowers group 
productivity. 

Individual incentive pay 
raises personal productivity, 
reduces cooperation and 
reduces overall productivity. 
Team-based incentive pay 
increases cooperation within 
team and increases 
competition across teams 
(or firms). 

Data: daily sales for 85 cosmetics 
sales workers, 791 days, eleven 
companies. 

Baron and Hannon (2002) Sets of innovative “star” 
HR practices raise growth 
140%, and reduce the 
probability of firm failure 
210%, relative to autocratic 
HR practices. 

The initial set of human 
resources practices that the 
startup firm chooses has a 
large affect on all measures 
of firm success: “star” firms 
“recruit only top talent, pay 
them top wages, and give 
them resources and 
autonomy. In “autocratic” 
firms “you work, you get 
paid.” 

Data: 200 technology startup 
companies in Silicon Valley, annual 
data, 1995 and 1997. 

MacDuffie (1995) Productivity and quality 
outcomes are higher in 
plants that have systems of 
innovative HR practices.  
Effects are larger if plant 
also has management 
practices for flexible 
production systems. 

The “organizational logic” 
of lean manufacturing 
production processes is no 
supported by individual HR 
practices but by multiple 
HR practices that are 
elements of a system. 

Data: 62 auto assembly plants. 
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Sets of Complementary 
Management Practices 

Performance Outcome Why? 

Dunlop and Weil (2000) Lead times are substantially 
shorter when team-based 
systems of HR practices in 
modular assembly 
production processes are 
used. 

The adoption of team-based 
HR systems in modular 
production processes is 
driven by the adoption of 
new complementary sales-
tracking information 
technologies by large 
retailers who required 
apparel makers to fill 
smaller orders more rapidly.  
The effects of new HR 
practices on performance 
outcomes are not 
independent of the effects of 
the use of new information 
technologies. 

Data: 42 business units in the men’s 
suit, shirt and pants sector and in the 
women’s jeans and undergarment 
sectors of the apparel making 
industry. 
 

Berg, Appelbaum, Bailey, 
and Kalleberg (1996) 

Systems of HR practices 
associated with the 
“module system of 
manufacturing” exhibit 
lower production costs, 
reduced throughput 
production times, reduced 
work-in-process 
inventories, and increased 
variety of clothing styles 
than HR practices under the 
“bundle system.” 

Team-based HR practices 
under module production 
allows greater coordination 
of workers’ activities that 
eliminate production 
bottlenecks and solve 
production problems. 

Data: Production records and worker 
surveys from over 100 workers in 4 
plants of 2 apparel making 
companies. 
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Incentive Pay Performance Outcome Why? 
Lazear (2000) The Productivity of  individual 

workers rises 44% due to a 
switch to piece rate pay, from 
hourly pay. 

Higher effort by workers due 
to incentive pay raises 
productivity by 22%. Better 
sorting or selection of workers 
to the job raises productivity 
by 22% more. 

Data: monthly measures of average daily 
output for 3000 workers who install car 
windshields, 19 months, one company. 

Bandiera, Barankay and Rasul 
(2005) 

Productivity of workers rises 
58% when switch to piece rate 
pay from a relative pay 
scheme. 

Higher Effort of workers rises 
due to piece rate pay, because 
workers were withholding 
effort when friends were on 
their work teams. 

Data: daily output for 142 workers, 108 
days, picking fruit, one company. 

Nagin, Rebitzer, Sanders and 
Taylor (2002) 

Daily productivity of workers 
rises by about 3% when pay is 
tied to call monitoring. 

Monitoring reduces instances 
of workers reporting 
unsuccessful sales calls as 
successes. Perceptions of a 
“fair work culture” also reduce 
this unproductive behavior. 

Data: daily data, 16 call centers, one 
company 

Misra and Nair (2009) Total revenues rose 9% 
following an incentive pay plan 
that has a linear incentive (no 
quotas) and that pays out more 
frequently. 

A pay plan that is highly non-
linear and pays out over long 
intervals (quarters rather than 
months) results in gaming the 
system and lower productivity 
for current employees. 

Data: monthly sales, 87 sales agents for 
contractors for 38 months, one company. 

Lavy (2008) Productivity of students rose 
3% after new tournament 
bonus pay for teachers, and 
rose 1 to 6% in other similar 
plans: see Angrist and Lavy 
2002; Lavy, 2002. 

Students’ test scores in English 
and Math rose due to a change 
in teaching methods and 
increase in teachers’ effort in 
response to incentives. 

Data: student test scores, one year, 629 
teachers in Isreali school system 

Lerner and Wulf (2007) R&D group productivity rises 
by 26%, as measured by 
citations or patents, when long 
term incentives (measured as a 
percent of pay) rise by 50%. 

Use of long-term incentives for 
corporate heads of R&D 
departments rose 50% from 
1988 to 1998 and is likely to 
have improved R&D project 
selection. 

Data:  140 firms, 700 firm years, 
compensation for R&D heads, matched 
to patent data. 
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Peer Effects Performance Outcome Why? 
Azoulay and Zivin (2005) Productivity rises 17% when a 

scientist is co-located near a 
star scientist. 

Collaboration with a star raises 
personal productivity, but 
when a star is geographically 
nearby it raises productivity 
further. 

Data: Total publications by 4764 star 
scientists and their co-workers, 

Ichino and Maggi (2000) Productivity (measured by 
absenteeism) rises by over 
15% when employees are 
located with peer employees 
who work harder. 

Worker productivity is 
strongly influenced by 
personal background and 
culture, but these influences 
are reduced when workers are 
paired with more productive 
peers. 

Data: retail bank employees, 28642 
employees, 442 branches, 20 years, one 
company. 

Mas and Moretti (2009) Within a 10 minute work 
interval, personal productivity 
rises 1.7% when working near 
a peer who is 10% more 
productive than average. 

The productivity gains from 
peer effects show that low 
productivity workers work 
harder when a high 
productivity worker watches 
them work. 

Data: all supermarket transactions, 6 
stores, 2003-2006. One company for the 
checkout clerks, 

 
Teamwork Performance Outcome Why? 
Hamilton, Nickerson and 
Owan (2003) 

Team-based pay increased 
productivity 14% compared to 
individual piece rate pay. 

Team-based pay increases 
team output through 
collaboration among workers 
with complementary skills. 
Highly productive workers 
raise team productivity more. 

Data: weekly productivity, 132 workers, 
156 weeks, apparel sewing, one 
company. 

Bartel, Phibbs, Beaulieu and 
Stone (2009) 

Hospital units with more “unit- 
specific” human capital have a 
1.5% reduction in patients’ 
length of stay. 

Teamwork within nurses’ work 
area combines nurses’ human 
capital which raises 
productivity. 

Data: 431 hospital intensive case units, 
monthly productivity,  48 months one 
company. 
Boning, Ichniowski and 
Shaw(2007) 

There is a 11 to 20% reduction 
in defective output when mills 
move to team-based problem 
solving. 

Team-based problem solving is 
more valuable to the firm when 
the steel mill produces 
complex products than when it 
produces commodities. 

Data: 2355 monthly productivity, team-
level, observations for 34 steel minimills, 
five years,19 companies. 

Bandiera, Barankay and Rasul 
(2009) 

Productivity rises 24% when a 
team based tournament reward 
system is introduced. 

Workers of similar ability form 
teams in response to 
incentives; teams are not 
formed on the basis of 
friendship. 

Data:  407 fruit picking teams, 15 fields,  
109 days 
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Social Networks and 
Information Sharing Performance Outcome Why? 

Kalnias and Chung (2006) Close social ties from same 
demographic group lowers 
the failure rate of hotels. 

Employees from the same 
demographic group (Gujarati 
immigrants) share more 
information about management 
practices that work. 

Data: 2800 hotels, annual data 1991-1999 
on revenues, exit, and entry 

Bandiera, Barankay and Rasul 
(2007) 

Productivity rises by about 
9% when workers are 
socially connected to 
managers who are paid 
incentives. 

When the firm switches to 
incentive pay for managers, 
overall firm productivity rises, 
as managers allocate jobs to 
the most efficient workers 
rather than to their friends. 

Data: daily worker output, 94 days, picking 
fruit, one company. 

Gant, Ichniowski and Shaw 
(2002) 

Direct communications for 
problem-solving is five times 
greater for workers on 
production lines with a set of 
innovative management 
practices. 

Problem-solving activity, as 
measured by amount of direct 
communications on operational 
issues, rises when workers are 
employed by firms using a set 
of management practices, like 
teamwork, incentive pay, and 
careful hiring. 

Data: Daily communication ties among 
workers, 642 workers, 7 steel production 
lines. 

 
Hiring Practices Performance Outcome Why? 
Autor (2001) The match quality of 

workers and firms is higher 
when workers self-sort in 
response to the firms’ offers 
of general training. 

Providing general human 
capital training includes 
worker to self sort so the most 
able are hired by firms offering 
the greatest amount of general 
training. (The temporary help 
firms then sell this worker- 
quality information to firms). 

Data: Workers employed by 1033 
temporary help firms in 1994. 

Autor and Scarborough (2008) Productivity rises due to 
switch from informal 
screening to test-based 
screening. 

Testing yields more productive 
hires resulting in a 10% 
increase in workers’ average 
tenure. 

Data: 1363 retail stores, one company. 

Goldin and Rouse (2000) Promotion of women at each 
round of audtions increases 
by 50% when auditions are 
blind, and hiring of women 
increases substantially. 

Better hiring techniques, such 
as reviewing orchestral 
auditions with a blind shield, 
substantially raises the percent 
of women employed. 

Data:  orchestra auditions for 7065 
individuals, 508 audition rounds, 14,121 
person-rounds 

Lazear (2000) Productivity rises 22% when 
the most productive workers 
are hired and stay at the auto 
windshield installation firm. 

Human resources management 
practices like incentive pay, 
cause workers to self select to 
the firms at which the workers 
are most productive. 

Data: monthly measures of average daily 
output for 3000 workers who install car 
windshields, 19 months, one company. 
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Boundaries of the Firm Performance Outcome Why? 
Forbes and Lederman (2009) Flight delays at the same 

airport on the same day are 
significantly shorter for 
airlines that are vertically 
integrated – those who have 
an owned, rather than 
independent, regional partner 
with which it connects. 

Direct ownership of partner 
airlines promote more efficient 
decision making when airlines 
need to adapt to non-routine 
conditions. 

Data: 2 million flights from 72 U.S. airports 
over 260 days. 
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Figure 1: 

The Productivity Effects of Adopting a New Management Practice 
Hypothetical Age-Productivity Profile for Treated and Non-treated Groups 
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Where t* is the time that the treatment, such as an organizational change, occurs. 
 
 

 71



Figure 2a:  
Incentive Pay Introduced Within One Firm (Safelite) 

(Lazear, 2000) 

 
 
 

 

Worker Type 2: Those hired before piece rate pay, and who 
leave the firm after piece rate pay. 

Worker Type 3: Those hired 
after piece rate pay. 

t*  
Piece rate pay 
introduced 

Time 

ΔPT 

ΔPN 

Worker Type 1: 
Those observed 
before and after 
piece rate pay. 

Productivity 

 t* is the time of the treatment: the introduction of piece rate pay. The solid lines 
represent the observed productivity profiles, for the workers Type 1, Type 2, and 
Type 3. The dotted lines represent unobserved productivity profiles for different 
worker types.   
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Figure 2b:  
Incentive Pay Introduced Within One Firm (Fruit-pickers) 

(Bandiera, Barankay, and Rasul, 2005) 
 

Productivity 

 
 
 
 

 
 
 
 

 
 

Workers Type 1: Those who 
do work with friends.  

Time t* 
Piece rate pay 
introduced

The t* is the time of the treatment: incentive pay plan changes from a 
relative pay plan before t* to a per unit piece rate plan after t*. Insider 
information identifies Type 1 workers as those with friends as co-
workers; Type 2 are workers without friends as co-workers.  
The solid lines represent the actual productivity profiles for workers Type 
1 and Type 2; the dashed lines represent the unobserved counterfactuals 
for these worker types.   

Worker Type 2: Those who do 
not work with friends.  
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Figure 3a:  
Innovative HRM Systems Introduced in Steel Finishing Lines 

(Ichniowski, Shaw, and Prennushi, 1997)  

Steel Mill Type 1: Changers 

Steel Mill Type 2: Non-Changers 

Steel Mill Type 1 Counterfactual. 

Time 

ΔPT =ΔPN 

t* 

Steel Mill Type 2: 
Counterfactual 

Type 1 and Type2 
Steel Mill, pre‐t* 

Productivity 

 
 

 

 
 

Note: t* is the date of the treatment: the introduction of new HRM 
systems.  Type 1 lines are changers; Type 2 lines are non-changers.  Type 
1 and Type 2 lines are identical in their underlying production processes: 
there is one learning curve for both types.  Because these lines are 
identical, the counterfactual for the changers is equal to the observed age-
productivity profiles for the non-changers; the counterfactual for the non-
changers is equal to the observed post-t* profile for the changers. 
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Figure 3b:  
Problem Solving Teams Introduced in Steel Minimills 

(Boning, Ichniowski and Shaw, 2007) 
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Type 2: Commodity mills 
(observed) 

Type 2: Commodity mills 
(counterfactual)

ΔPT 

ΔPN 

Type1: Complex mills 
(counterfactual)

t*

Type 1: Complex mills 

Type 2: Commodity mill 

Note: t* is the date of treatment: the adoption of teams.  Type 1 lines 
make more complex products that therefore have lower levels of 
productivity pre-t* relative to Type 2 lines that make simpler products.  
Complex lines are more likely to adopt teams since complex lines have 
large gains from teamwork and problem solving.   
 


