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ABSTRACT
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learn with professional experience not to be affected by social forces. We view our results as complementary
to the existing studies of peer effects in the workplace and as a first step towards explaining how these
social effects vary across labor markets, across individuals and with changes in the form of incentives
faced. In addition to the empirical results on peer effects in the workplace, we also point out that many
typical peer effects regressions are biased because individuals cannot be their own peers, and suggest
a simple correction.
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1 Introduction

Is an employee’s productivity influenced by the producyiwt his or her nearby co-workers? The
answer to this question is important for the optimal orgatan of labor in a workplace and for the
optimal design of incentives? Despite the importance of this question, empirically itiicult

to address. The main difficulty is that it is hard to disentanwghether an observed correlation in
behavior is due to the effect of the group’s behavior on iitial behavior (‘endogenous effects’),
the effect of the group’s characteristics on individuaéhhbvior (‘contextual effects’), or the corre-
lation between observed and unobserved determinants ofitheme (‘correlated effects®).Only
the first two of these effects represent true peer effects.

Despite this identification problem, a few empirical stgdmave found evidence that peer ef-
fects are important in several workplace settings: amowgyiage workers at a grocery store (Mas
and Moretti, 2006), among soft-fruit pickers (Bandierayd&ay and Rasul, 2007), and among
workers performing a simple task in a laboratory settingi(léead Ichino, 2006). The present
study contributes to this literature by estimating the imgace of peer effects among elite profes-
sionals: male professional golfers on the PGA Tour. Mored¥és is the first field study of peer
effects in the workplace that has explicit random assignroepeers.

In the first two rounds of PGA tournaments, players are rarg@assigned to groups of three
conditional on theircategory, which takes one of three values and is determined using plesim
formula that depends on past performance. Within a playmg@ players are proximate to

one another and can therefore observe each others’ shotcares. This proximity creates the

1The relevance for the optimal design of incentives hingeslogther social effects are complements or substitutes
for financial incentives.

2Complementarities between an employee’s productivity thedproductivity of his peers may arise for at least
three reasons: (1) individuals may learn from their co-weoskabout how best to perform a given task, (2) workers
may be motivated to exert effort when they see their co-wrierking hard or performing well or when they know
their co-workers are watching, or (3) the nature of the potidn process may be such that the productivity of one
worker mechanically influences the productivity of anotiverker directly (e.g. the assembly line). While the former
two sources are ‘behavioral’, the latter is a mechanicalotfthat arises for purely structural or technological oeas
For clarity, we label the first two of these effects ‘peer efféand the last effect a ‘production complementarity’.

3For example, members of a group might be hit by a common shatlaffects behavior independent of spillovers
or social interactions.

4See Manski (1993) and Moffitt (2001) for descriptions of tmelpems associated with estimating peer effects.
An additional difficulty is what Manski calls the 'reflectigmmoblem’. To understand the reflection problem, consider
trying to estimate the effect of individués behavior on individualj’s behavior. It is very difficult to tell which
member of the pair is affecting the other’s behavior, andthwethe affected behavior by one member of the pair
affects the other’s in turn, and so on.



opportunity to learn from and be motivated by peers.

There are several learning opportunities during a round. ekample, a player must judge
the direction of the wind when hitting his approach shot te plutting green. Wind introduces
uncertainty into shot and club selection. Thus, by obserthe ball flight of others in the playing
group, a player can reduce this uncertainty and increasehlaisce of hitting a successful shot.
Another example is the putting green. Subtle slopes, m@sand the type of grass all affect the
direction and speed of a putt. The chance to learn how a dlpllgter manages these conditions
may confer an advantage to a peer golfer.

Turning to motivation, there are several ways that motratan affect performance. The
chance to visualize a good shot may help a player to execsit@am shot successfully. Similarly,
seeing a competitor play well may directly motivate a plaged help him to focus his mental
attention on the task at hand. Still more, a player’s sefffidence, and in turn his performance
(Benabou and Tirole, 2002), may be directly affected by thkties or play of his peers (Festinger,
1954).

In the parlance of the social interactions literature, gh&ying group is a player’s reference
group and within it a player’s actions may be influenced bygitweip’s actions and/or characteris-
tics. We construct measures of player ability using infarareon past performance and we test for
peer effects by considering whether (random) variatiorei@rg’ ability affects own performance.

The main result of this paper is that neither the ability @ ¢urrent performance of playing
partners affect the performance of professional golfensourr preferred specification, we can rule
out peer effects larger than 0.045 strokes for a 1 strokeasa in playing partners’ ability and our
point estimate is actually negative. The results are raiousiternative peer effects specifications.
We offer several explanations for our contrasting findir{@$that workers seek to avoid the social
effects found in previous studies when there are strongopegnce-based financial incentives;
(2) that there is heterogeneity in how susceptible indigldare to social effects and that those
who are able to avoid them are more likely to advance to elitdegsional labor markets; and
(3) that workers learn with professional experience notdafiected by social forces. We view
these results as complementary to the existing studies ef gitects in the workplace, a first
step towards explaining how these social effects vary adaed®r markets, across individuals and

with changes in the form of incentives. That there might beefogeneity in peer effects is



particularly important in light of the fact that previousidtes typically focus on low-skill jobs or
take place in the laboratory. If we are correct that hightesttiprofessionals are less susceptible
to social pressures at work, this finding is relevant fordapgrts of the labor market for which
there currently exists no evidence on peer effects (e.gadinbprofessionals, lawyers, doctors,
professors).

Our study contributes to the literature on peer effects @wtorkplace in six important ways.
First, we make a methodological point concerning a biasramiteén most typical peer effects re-
gressions and suggest a simple correction. Because indigidannot be their own peers, even
random assignment generates a negative correlation idgiegmined characteristics of peers. In-
tuitively, the urn from which the peers of an individual arawn does not include the individual.
Thus, the population at risk to be peers with high-abilitgiuduals is on average lower ability
than the population at risk to be peers with low-ability niduals. As a result, the typical test
for random assignment, a regression'®predetermined characteristic on the mean characteristi
of i’s peers, produces a slightly negative coefficient even wieans are truly randomly assigned.
Because this mechanism causes negative correlation inobsttrved and unobserved character-
istics of peers, most regression-based tests of peer £ffeetaffected by it. We present results
from Monte Carlo simulations showing that this bias can lssoeably large, and that it is de-
creasing in the size of the population from which peers aected. We then propose a simple
solution to this problem—controlling for the average dbibf the population at risk to be the in-
dividual's peers—and show that including this additioregnessor produces test statistics that are
well-behaved.

Second, our research design—the random assignment of-pakos's us to estimate the
causal effect of a playing partners’ ability on own perfono@ To our knowledge, ours is the first
field study of peer effects in the workplace to have expl&itdom assignment of co-workers.

Third, the design of golf tournaments allows us to test diyefor the most likely sources of
common shocks. As pointed out by Manski (1993), even witkdoam assignment a correlation of
own outcome with the outcome of the group is not informatimelte importance of endogenous
peer effects if there are common unobserved shocks. We ageetformance of nearby groups,
those who are playing a few holes ahead or behind the refergraup, to measure the role of

common shocks (e.g. from common weather conditions which@er the course of the day).



Fourth, our results are purged of ‘relative performance@ff because the objective for each
player in a golf tournament is to score the lowest, regasaddésvith whom that player is playing.
Pay is based on relative performance, but performance ipamd to the entire field of entrants
in a tournament, not relative to the players within a playgngup. This contrasts with other
settings, such as classrooms, where the performance ofdandmal is assessed relative to the
individual's peers. For example, it tells us nothing abotether students learn from smarter
peers if individuals try harder because of incentives ectal relative performance evaluation in
the classroom. In a golf tournament, there is no reason r(tila@ better information about how
the player next to him is doing) for a player to care more albeatperformance of his playing
partner than about anyone else in the tournarfent.

Fifth, the set-up of golf tournaments allows us to identigep effects in a setting devoid of
most production-technology complementarities. This ibken for example, the grocery store
setting considered in Mas and Moretti (2006), where a gsostare scanner’s productivity may
depend on the productivity of nearby scanners for the simgalson that a customer’s incentive is
to choose the fastest aisle.

Sixth, though we present a basic result based on an overabune of skill, we have multi-
dimensional measures of ability that line up nicely with orjant potential underlying mecha-
nisms of peer effects. In particular, we are in principlesabldistinguish between learning effects
and motivational effects, the latter of which are more psjyogical in nature.

The remainder of this paper is organized as follows: se@iviews the literature, section 3
briefly describes the PGA Tour, section 4 describes the ndetbgical point concerning bias in
typical peer effects regressions, section 5 shows reseitf/ing the random assignment mecha-
nism, section 6 discusses our empirical approach, sectibscusses the validity of our empirical

strategy and our results and section 8 concludes.

5This objective is accurate for almost every player, excephaps the players who have a reasonable probability
of earning the top few prizes. In those cases the objectigetigally to score lower than your opponents (where your
opponents are the small universe of players who are congpstth you for the top prizes). With this concern in mind,
in our results section we drop top-tier players as a robsstobeck which does not change our main results.

5The scores of the current tournament leaders are typicafited around the course so that golfers have informa-
tion about how they are playing relative to players outsitltheir group. This information makes the information
about how their playing partners are performing signifitaless valuable.



2 Related Literature

It has long been recognized by psychologists that an indalisl performance might be influenced
by his peers. The first study to show evidence of such peestsfieas Triplett (1898), who noted
that cyclists raced faster when they were pitted againstamio¢gher, and slower when they raced
only against a clock. While Triplett’s study shows that tlmegence of others cdacilitate per-
formance, others found that the presence of othersndahit performance. In particular, Allport
(1924) found that people in a group setting wrote more réfuta of a logical argument, but that
the quality of the work was lower than when they worked alo8gnilarly Pessin (1933) found
that the presence of a spectator reduced individual pedioceon a memory task. Zajonc (1965)
resolved these paradoxical findings by pointing out thatdlsk in these experimental setups var-
ied in a way that confounded the results. In particular, lyei@a that for well-learned or innate
tasks, the presence of others improves performance. Foplegrtasks however, he argued that
the presence of others worsens performance.

Guided by the intuition that peers may affect behavior amicaanarket outcomes, several
economic studies of peer effects have recently emergedaniety of domains. Examples include
education (Graham, 2004), crime (Glaeser, Scheinkman acer@ote, 1996), unemployment in-
surance take-up (Kroft, 2007), welfare participation ¢Berd, Luttmer and Mullainathan, 2000),
and retirement planning (Duflo and Saez, 2004). The remawidéis section reviews three pa-
pers that are conceptually most similar to our researcitnanthey attempt to measure peer effects
in the workplace or in a work-like task.

The first economic study of peer effects in a work-like setisa laboratory experiment con-
ducted by Falk and Ichino (2006). This experiment measuogsdn individual's productivity is
influenced by the presence of another individual workinghendame task: stuffing letters into en-
velopes. They find moderate and significant peer effects%aihOrease in peers’ output increases
a given individual’s effort by 1.4%. A criticism of this studs one that applies broadly to other
studies in the lab; in particular, that it may have low exsé¢nalidity because of experimenter de-
mand effects or because experimental subjects get paidnaiifées to participate and as a result

their incentives may be weak (Levitt and List, 2037).

’Another concern about laboratory experiments is that stbjre prevented from sorting into environments based
on their social preferences (Lazear, Malmendier, and WeH66).



Two recent studies of peer effects in the workplace have sehtata collected from the field.
Mas and Moretti (2006) measure peer effects directly in thekplace using grocery scanner data.
There is not explicit randomization, but the authors preseitdence that the assignment of work-
ers to shifts appears haphazard. Since grocery store ntandg@@&ot measure individual output
directly in a team production setting, one might expect tsesbe significant free riding and sub-
optimal effort. Instead, this study finds evidence of sigaifit peer effects with magnitudes similar
to those found by Falk and Ichino (2006): a 10% increase irattegage permanent productivity
of co-workers increases a given worker’s effort by 1.7%. AasMind Moretti discuss in their
paper, grocery scanner is an occupation where compenssiia very responsive to changes in
individual effort and output. They conjecture that “economcentives alone may not be enough
to explain what motivates [a] worker to exert effort in th¢sles.”

Bandiera, Barankay and Rasul (2007) examine how the igleamtidl skills of nearby workers
affect the productivity of soft-fruit pickers on a farm. Agsment of workers to rows of fruit is
made by a combination of managers. Though assignment isxpbtidy random, the authors
present evidence to support the claim that it is orthoganaidrker productivity. The authors find
that productivity responds to the presence of a friend wagykiearby, but do not show evidence that
productivity responds to the skill-level of non-friend amrkers. High-skilled workers slow down
when working next to a less productive friend, and low-skillvorkers speed up when working
next to a more productive friend. Workers are paid piecesratehis setting and are willing to
forgo income to conform to a social norm along with friendsheTauthors also find that workers
respond to the cost of conforming: on high-yield days thatretly high-skilled friend slows down
less and the relatively low-skilled friend works harder.

In light of the fact that monetary incentives are weaker i@ bhas and Moretti (2006) study
than in Bandiera, et al.'s (2007), it is interesting to ndtattMas and Moretti (2006) find more
general peer effects. A recent paper by Lemieux et al. (200@iXs out that an increasing fraction
of US jobs contain some type of performance pay based eitheicommission, a bonus, or a piece
rate® Since neither of the aforementioned studies contain veongteconomic incentives, it is

natural to ask whether peer effects also exist in settinasdh? In the setting that we consider—

8Using the CPS, the authors find that the overall incidencedbpmance pay was a little more than 30 percentin
the late 1970’s but grew to over 40 percent by the late 1990's.
°In a prior paper, Bandiera, Barankay and Rasul (2005) fincharease in effort in response to a switch in com-
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professional golf tournaments—compensation is detertyneely by performanct Pay is high
and the pay structure is quite convex. For example, duriec2@06 PGA season, the top prize
money earner, Tiger Woods, earned almost $10 million, andd@f&rs earned in excess of $1
million during the season. We discuss the convexity of taorant payouts later in the paper.

The existing field studies in the literature on peer effecthe workplace have focused on low-
skilled jobs in particular industries. It is possible thia¢tte is heterogeneity in how susceptible
individuals are to social effects at work. Motivated by thige ask whether peer effects exist in
workplaces made up of highly skilled professional workeérs.

In terms of research design, our study is related to Saa(@601) and Zimmerman (2003),
who measure peer effects in higher education using the narassignment of dorm roommates
at Dartmouth and Williams Colleges, respectively. Sacderdimds that an increase in room-
mate’s GPA by 1 point increases own freshman year GPA by 0.T26 coefficient on roommate’s
GPA, however, drops significantly—from 0.120 to 0.068—wkienm fixed effects are included,
suggesting that common shocks might be driving some of threledion in GPAs between room-
mates. As we discuss below, we are able to test directly ®mnbst likely source of common

shocks to golfers?

3 Background and Data
3.1 Institutional Details of the PGA Tour

Relevant Rules.!® There is a prescribed set of rules to determine the ordergf fhe player with
the best (i.e. lowest) score from the previous hole takemhial shot first, followed by the player

with the next best score from the previous hole. After that,fglayer who is farthest from the hole

pensation regime from relative pay to piece rate pay. Theitemce suggests that social preferences can be offset by
appropriate monetary incentives.

10Golfers also receive a sizeable amount from professiordorsements. Presumably, endorsement earnings are
related indirectly to performance. Tiger Woods, the golfith the highest earnings from tournaments is also the
golfer with the greatest endorsementincome.

n Section 7.5, we will also look at whether there are hetenegus peer effects within this class of professional
workers.

L2Finally, other studies have used professional golf datagbe@conomic theories. Bognanno and Ehrenberg (1990)
test whether professional golf tournaments elicit effegponses. They find that the level and structure of prizes in
PGA tournaments influence players’ performance. Howevesz&y (1994) shows their results might not be robust
once weather shocks are accounted for.

BAppendix A gives a short introduction to the basic rules df.go

7



always shoots nextt

Sdlection.  Golfers from all over the world participate in PGA tournarnsetihat are held (al-
most) every week® At the end of each season, the top 125 earners in PGA Toursasntade
full-time members of the PGA Tour for the following year. ®eonot in the top 125 and anyone
else who wants to become a full-time member of the PGA Tourtmaigo ‘Qualifying School’,
where there are a limited number of spots available to théngghers. For most PGA Tour tourna-
ments, the players have the right but not the obligation tbgypate in the tournament. In practice,
there is variation in the fraction of tournaments played BAPTour players. The median player
plays in about 59 percent of a season’s tournam&ntSome players avoid tournaments that do
not have a large enough purse or a high prestige, while otagers might avoid tournaments that
require a substantial amount of travel. Bronars and Oeti(@001) look directly at several deter-
minants of selection into golf tournaments; they find a sasal effect of the level of the purse
on entry decisions. Most relevant for our purposes is thietifet because membership on the tour
for the following year is based on earnings, lower-earnilayg@rs have an incentive to enter tour-
naments that higher-skilled players choose not to enteis therefore necessary to condition on
tournament-by-category fixed effects in the empirical wairice random assignment takes place at
this level. Conditional on the set of players who enter artaarent, playing partners are randomly
assigned within categories. Unconditional on this fulliehacted set of fixed effects, assignment
is not random.

Tournament Details. Tournaments are generally four rounds of 18 holes playedfour days,

and prizes are awarded based on the cumulative performérice players over all four rounds.

14n general we expect better players to be more likely to sfigiton the initial shot of a hole, but worse players
are more likely to shoot first on subsequent shots on the flis.offsetting pattern leads us to believe that the order
of play does not significantly affect the peer effects weneate. If one could collect shot-by-shot data, it would be
interesting to examine whether behavior is affected byeiayhat shoot immediately prior.

1510 2007, there were 47 PGA tournaments played over 44 weeks.tfiifee instances where there are two tour-
naments during a week are the ‘major championships.” Becthese championships are only for qualifying golfers
from around the world (and not exclusively for PGA Tour mensheand because these tournaments are not sponsored
by the PGA Tour, the PGA Tour also hosts tournaments duriagrthjor championships for the remaining PGA Tour
members who did not qualify for the major tournaments. Wepdalh the major championships from our data set
because they do not use the same random assignment mechanism

16sSince most players play in most tournaments, when we carstur measure of ability we will usually have
enough past tournament results to reliably estimate tHityabf each player. The median player has 30 past tourna-
ment results with which to estimate his ability, 29 percdithe players have more than 40 past tournaments, and 14
percent of the players have fewer than 5 tournaments. Wehivalgregressions by the number of past performance
observations used to compute ability.



At the end of the second round, there is a ‘cut’ that elimisaigproximately half of the tournament
field based on cumulative performance over the first two reuibst tournaments have 130-160
players, and the cut reduces the field to the top 70 playeus {@s) after the first two rounds.

Economic Incentives. In order to earn prize money, players must survive thé tuthe prize
structure is extremely convex: first prize is generally 18pst of the total purse. Also, because
better performance will also likely lead to endorsement eypthe true economic incentives are
even stronger. Figure 1 shows the convexity in the prizecttra of a typical tournament, and
Table 2 shows the distribution of total purses in our sampRelow we examine whether the
tournament prize structure and purse size affect playdoimeance.

Assignment Rule. Players are continuously assigned to one of tltegéegories according to
rules described in detail in Appendix B. Players in categbgre typically tournament winners
from the current or previous year or players in the top 25 eretirnings list from the previous year.
These include players such as Tiger Woods, Phil Mickelsaheamnie Els. Players in category 2
are typically those between 26 and 125 on the earningsdist the previous year, and players who
have made at least 50 cuts during their career or who arentlyrranked among the top 50 on the
World Golf Rankings. This group is the largest in most touneats and includes players such as
Nick Faldo and John Daly. Category 3 consists of all othenegn$ in the tournament. Within these
categories, tournaments then randomly assign playingg@arto groups of three golfet8. These
groups then play together for the first two rounds of the taonrent. We evaluate performance
from the first two rounds only, since in the third and fourtimds players are assigned based on

performance of the previous rounds.

3.2 Data
Key Variables. We collected information on tee times, groupings, reselsnings, course slope

and rating, and player statistics and characteristics ftmPGA Tour website and various other

There is no entry fee for PGA Tour members to play in PGA tooreats. Non-members must pay a nominal
$400 entry fee.

18This is similar to the random assignment mechanism usedsigrasoommates at Dartmouth, as discussed in
Sacerdote (2000)—conditional on an observable charatitethere is random assignment within individuals stwrin
that characteristic.



websitest® Most of our data spans the 1999-2006 golf seasons; howeeasnly have tee times,
groupings (i.e. the peer groups) and categories for the 22035, and 2006 seasoffs As dis-
cussed below, to construct a pre-determined ability measwe use the 1999, 2000, and 2001 data
for the players from the 2002 season and the 2003 and 200#&dagplayers from the 2005 and
2006 seasons. Our data therefore allow us to observe the performance cdahee individuals
playing in many PGA tournaments over three seasons (2003, 20d 2006).

We also collected a rich set of disaggregated player statitr all years of the sample. These
variables were collected in hopes of shedding light on thehaeism through which the peer
effects operate. These measures of skill include the ageramber of putts per round, average
driving distance, and a measure of accuracy, the averagéeruoh greens hit in regulation (the
fraction of times a golfer gets the ball onto the green inasiéwo shots less than par). We discuss
below how these measures might allow us to separately fgiéwid specific forms of peer effects:
learning and motivation.

Sample Selection.  As discussed in more detail in Appendix B, the scores fromestonr-
naments must be dropped because random assignment rulastdmlowed. The four most
prestigious tournaments (called ‘major championshipe’ndt use the same conditionally ran-
dom assignment mechanism. For example, the U.S. Open oaémiiis to creating ‘compelling’
groups to stimulate television ratings. The vast majorit}PGA tournaments, however, use the
same random assignment mechanism, and we have confirmedrtiugh several personal com-

munications with the PGA Tour, and through statisticaldesported below.

3.3 A Measure of Ability
In order to estimate peer effects, we require a measure bfyadni skill for every player. We
construct this measure by averaging playing scores in pears?? There is a problem with using

a player’s raw scoring average as a proxy for ability, howev@&here is heterogeneity in golf

we gathered data from www.pgatour.com, www.espn.com, weaatoday.com, and www.cnnsi.com, and
www.yahoo.com.

20Tee times were collected each Thursday during the 2002 ses@isce a historical list was not maintained either
on web sites or by the PGA Tour at that time. The 2005 and 20®6rtees were collected subsequently in an effort
to increase sample size and power.

2l\e use only the first two rounds to construct our measure eflptermined ability.

22Since our peer effects specifications only use the first twads of a tournament, we construct our ability measure
using only the first two rounds from earlier tournaments.
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course difficulty and better players tend to self-selea toirnaments with harder courses. As a
result, differences in measured scoring average tend terstade differences in true ability.

We address this problem using a simplified form of the offibedicap correction used by the
United States Golf Association (USGA), the major golf auitydthat oversees the official rules of
the game. The USGA measures the difficulty for most golf cesiie the United States. Using
data on scores from golfers of different skill levels, the@fSassigns &l ope and arating which
can respectively be thought of as related to the estimatge €ind intercept from a regression of
score on ability?® We adjust the scores using the slope and rating and take énagavof these
adjusted scores from prior years for each pl&fekVe have also experimented with several other
measures of ability including using the (raw) past scorvegrage and a best linear predictor, and

we have found qualitatively similar results.

4 Biasin Typical Peer Effects Tests
4.1 Explaining the problem

Before presenting the empirical results, in this sectiondescribe an important methodological
consideration. Given the importance of random assignnpaiers that report estimates of peer
effects typically present statistical evidence to butiteg case that assignment of peers is random,
or as good as random. The typical test is an OLS regressiondofidual i's predetermined
characteristix on the average of i’'s peers, conditional on any variables on which randonuzrati
was conditioned. The argument is made that if assignmergefsds random, or if selection into
peer groups is ignorable, then this regression should wedefficient of zero. In our case, this

regression would be of the form

Abilityi = Th + T x AbIlity_; ; + & + €ik (1)

23To compute a golfer’s handicap, the USGA first computes tmalicap differential for each of the golfer’s last
20 scores according to the formula: handicap differenti@dcore-rating)*(113/slope). The USGA normalizes slope
such that 113 is the slope of a course of ‘standard difficuliyie handicap index is then calculated as 0.96 times the
average of the lowest 10 handicap differentials from thetmexsent 20 scores.

24This differs from the official handicap measure used by th&B$ one important way. The official measure is
based on the best ten of the players most recent twenty ctedpleunds. The USGA measure is intended to be used
to allow amateur golfers of differing abilities to competgast each other. Since we are interested in a measure of
skill, we average over all prior rounds in our sample.
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wherei indexes playerss indexes (peer) groupsjndexes tournaments,indexes categories, and
O is a fully interacted set of tournament-by-category dunamilecluding main effects. This is,
for example, the test for random assignment reported inr8atz(2001).

This test for the random assignment of individuals to groispsot generally well-behaved.
The problem stems from the fact that an individual cannotdsegaed to himself. In a sense,
sampling of peers is done without replacement—the indafithimself is removed from the ‘urn’
from which his peers are chosen. As a result, the peers fordiigity individuals are chosen
from a group with a slightly lower mean ability than the peerdow-ability individuals.

Consider an example in which four individuals are randonsl§igned to groups of two. To
make the example concrete, let the individuals have prexchihed abilities 1, 2, 3, and 4. If pairs
are randomly selected, there are three possible sets af phidividual 1 has an equal chance of
being paired with either 2, 3, or 4. So, tBeante average ability of his partner is 3. Individual
4 has an equal chance of being paired with either 1, 2, or 3jlamitheex-ante average ability
of his partner is 2. This mechanical relationship between abwility and the mean ability of
randomly-assigned peers—which is a general problem ireali pffects studies—causes estimates
of equation (1) to produce negative valuesef Random assignment appears non-random, and
positively matched peers can appear randomly matched.

This bias is decreasing in the size of the population froncWipeers are drawn, i.e. the size of
the ‘urn’. As the urnincreases in size, each individual gbnotes less to the average ability of the
population from which peers are drawn, and the differen@v@rage ability of potential peers for
low and high ability individuals converges to zero. In sed8 where peers are drawn from large
groups, ignoring this mechanical relationship is inconsedjial. In our case, the average urn size
is 60, and 25 percent of the time the urn size is less than 18.

We present Monte Carlo results in Figure 2 which confirm tiséiteates of (1) are negatively
biased and that the bias is decreasing in the size of the urre reydbrt the results from two
simulations. For the first simulation, we created 55 playeith ability drawn from a normal
distribution with mean zero and standard deviation one. Wda treated 100 tournaments and for
each tournament randomly selectddplayers. Each of thedd players were then assigned to
groups of three.M, which corresponds to the size of the urn from which peergweawn, was
randomly chosen to be either 39, 42, 45, 48, or 51 with equadadsility for an averag®! of 45.
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We explain below the reason for the variatiorMn Finally, we estimated an OLS regression of
own ability on the average of partners’ ability, contrafjifor tournament fixed effects, and the
estimate off and p-values were saved. This procedure was repeated 10,008. tirker the
second simulation, we increased the average sik& loy creating 550 players, and allowiiyto
take on values of 444, 447, 450, 453, and 456 with equal pilityefor an averageM of 450.

The results from the first simulation are shown on the lefé siflFigure 2. As predicted, the
typical OLS randomization test is not well behaved. Thegabttantially overrejects, rejecting at
the 5-percent level more than 18 percent of the time. Evamghg@eers are randomly assigned, the
estimated correlation between abilities of peers is onaaaer0.046. This negative relationship is
exactly as one should expect, resulting from the fact thdividuals cannot be their own peers.

The intuitive argument made above also implies that thedizbe bias should be decreasing
in M. Indeed, this is the case. The right side of Figure 2 showstssfsom the second simulation
where the urn size was increased by an order of magnitude. typieal randomization test is
more well-behaved. The estimatesmafcenter around zero, the test rejects at the 5-percent level
5.4 percent of the time, angtvalues are close to uniformly distributed between 0 andnilshbrt,
the Monte Carlo results show that the typical test for ranidation is biased when the set of
individuals from which peers are drawn is relatively small.

Bias stemming from this problem is not limited to tests ofdam assignment. The argument
above applies to unobserved characteristics just as ittda#sserved characteristics. Because no
one can be his own peer, individuals with high unobservadlesat risk to be peers with individ-
uals who have lower average unobservables than individuittisiow unobservables are. Thus,
regressions of individuals outcome on the average characteristics or outcomes of his peers are
also negatively biasedF-tests on sets of indicator variables for being peers witlvidual | are
also biased for the same reason. Being paired with indiVigissinformative about individuals

observables and unobservables.
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4.2 A proposed solution

To our knowledge, this point has not been made clearly initemture?®> We propose a simple
correction to equation (1) that will produce a well-behatest of random assignment of peers,
even with small urn sizes. Since the bias stems from theliatetach individual's peers are drawn
from a population with a different mean ability, we simplyntml| for that mean. Specifically, we
add to equation (1) the mean ability of all individuals in tim, excluding individuai. The

modified estimating equation is thus

Abilityix = T + TR X Ability_; i + &+ ¢ x Ability_;  + Uik (2)

whererity,m is the mean ability of all players in the same categdournament cell as player
i, other than player himself (i.e. all individuals that are eligible to be matdheith individuali),
and¢ is a parameter to be estimated. It should be noted that icisssary for there to be variation
in the set of players in playés urn to be able to estimate this regressién.

Figure 3 shows the results from Monte Carlo simulations@gals to those reported above.
The difference here is that instead of estimating the tyi)tz5 regression, we includWity_m
as an additional regressor. As can be seen clearly in thesfige addition of this control makes
the OLS test of randomization well-behaved regardless ddtiadr average urn size is large or
small. In both cases, the estimated correlation of peelisyatenters around zero, the test rejects
at the 5-percent level approximately 5 percent of the tinmel, @values are approximately uni-
formly distributed between 0 and 1. In results not repores@ hve have also confirmed that the test
can detect deviations from random assignment. Going fatwae therefore incIudWlity_m

as a control in all specifications, both tests for randongassent and tests of peer effects.

25The closest discussion of which we are aware is by Boozer aedi@la (2001), who point out that the ability to
detect peer effects in a linear-in-means regression obous on mean outcomes is related to the size of the reference
group, but they do not link this discussion to tests for randssignment nor to the fact that individuals cannot be
assigned to themselves as peers.

26| every urn hasN players, then my abilityAbility;y, is related to the mean ability in my udbilityy and the
‘leave-me-out’ mearhbility ; 4 by the following identity:Abilityikr = N+ Abilityy — (N — 1) « Ability_; 4.
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5 Verifying Random Assignment of Peers

Using our various measures of ability, we now test the cldiat issignment to playing groups
is random within a tournament conditional on the player®gary?’ In this section, we report
results from estimating variations of specification (2)thmrarious measures of pre-determined
ability. Before reporting those results, however, we fiegiart the results of estimating equation
(2) with only tournament fixed effects (i.e. dropping catggfixed effects and tournament-by-
category interactions). We do this to show that the randatiuia test has sufficient power to
detect deviations from random assignment in a setting wiverknow assignment is not random.
The results are shown in column (1) of Table 1. The coefficd@rdverage partners’ ability is 0.159
and is strongly statistically significant. In column (2) weos/ results from estimating equation (2)
with only category fixed effects (i.e dropping tournamengéeffects and tournament-by-category
interactions): the coefficient on average partners’ ahigin.116 and is strongly statistically signif-
icant. The former result is consistent with the fact thaypta are notinconditionally randomly
assigned within a tournament. Stratification by categorgmsehat better players are grouped
with better players. The latter indicates that even coodéi on category, players of similar abili-
ties select into similar tournaments, which is exactly whatvould expect if lower-ability players
strategically choose tournaments that higher-ability@ta avoid, since pay within tournaments is
based on performance relative to the tournament’s actuedrgs (Bronars and Oettinger, 2001).
Importantly, both results show that the test is powerfulugioto reject random assignment in a
situation where we know assignment was not conditionatigcan.

We next present the results of the correct randomizatian wdsch includes the full set of
tournament-by-category fixed effects along with the cdrfwo Wlity_i’a. These results are
shown in column (3). The estimate of the correlation betwaen ability and playing partners’
ability is small and insignificant. This is just as is implieg the random assignment mechanism
that the PGA Tour claims to use. We also test for random assghusing various disagreggated
measures of ability (e.g. driving distance, putts per roand greens in regulation per round). If
players are conditionally randomly assigned to groupsseéhmeasures should not be correlated

conditional on the correct set of variables described abovée results of estimating equation

2This claim is based on the PGA Player Handbook and TournaRegtilations, and on numerous telephone
conversations with PGA Tour officials.
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(1), replacing average adjusted score with these measareshown in columns (4), (5), and (6)
of Table 1. The coefficients on the other characteristicat®@ statistically insignificant and the
point estimates are small. Lastly, columns (7)-(9) seplrastimate the randomization equation
by category, which also shows no evidence of deviations fcomditional random assignment.
Overall, we interpret the results of Table 1 as supportirgdlaim that the PGA Tour assigns

players randomly to groups conditional on categories.

6 Empirical Framework

To estimate peer effects, the data are analyzed using aesimphr model where own score de-
pends on own ability and playing partners’ ability. The kegntifying assumption is that, condi-
tional on tournament and category, players are randomigrass to group$2 Thus by controlling
for tournament-specific category fixed effects, we can egenthe causal effect of playing part-

ners’ ability on own score. Our baseline specification is
Scoreer = a1+ B1 x Ability; +y1 x Ability_ ; + &c+§1 < Ability ; 4 + € 3)

wherei indexes playerss indexes groupg, indexes tournamerfd r indexes each of the first two
rounds of a tournament,indexes categorie$y is a full set of tournament-by-category dummies
to be estimatedas, B1, y1, and¢, are parameters, arglis an error term. The parameter
measures the effect of the average ability of playing pastoa own score, and is our primary
measure of peer effects. Its magnitude is generally evaduat relation to the magnitude @f,
which is the effect of own ability on own score. Since playpaytners are randomly assigned,
the coefficients in equation (3) can be estimated conslgtesing OLS. The parameter is the
same ‘leave-me-out’ mean correction described in the ptssection. Because we included it in
the randomization test, we also include it here, althoudbds not affect any of our results.

Even with the handicap correction described above, a rentapotential problem with our

measure of ability is measurement error. This should be aerarfor all studies of peer effects

28This is the assumption that was tested empirically in sadio

29For the remainder of this paper, we define a ‘tournament’ ta bmurnament-by-year cell, since our dataset has
several tournaments that are played again in subsequenst yiéar example, the Ford Championship in 2002 has a
separate dummy than the Ford Championship in 2005.
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in the workplace that estimate exogenous effects. A nictufeaf the specification above is
that it contains a simple correction for measurement erBegcause they are measured using the
same variable, there should be the same degree of measuremwarin each golfer’s individual
measure of ability. If each golfer had a single peer, therests off&l andy; would be equally
attenuated. The ratifal/ﬁl would in that case give us a measurement-error-correctatae
of the reduced-form exogenous peer effect. Because in wm’—i,kt is an average of two
values, it is likely to be less error-ridden. We therefoﬂeet?pg/fil to be an upper bound of the
measurement-error-corrected estimate of the reduced-dapgenous peer effect.

A key advantage to estimating the reduced-form specifioatiq3) is that the average abil-
ity of playing partners is a pre-determined characteristithus, our estimate of; is unlikely
to be biased due to the presence of common unobserved stfocks alternative commonly
estimated specification replaces peers’ ability with pesasre. This outcome-on-outcome spec-
ification estimates a combination of endogenous and camégtfects, but intuitively examines
how performance relates to the contemporaneous perfoemanueers, rather than just to peers’
predetermined skills. Even with random assignment, howeve cannot rule out that a positive
relationship between own score and peers’ score is driveshbgks commonly experienced by
individuals within a peer group. We nevertheless run resjoes of the following form to get an

upper bound on the magnitude of peer effects:
Scorgr = 02+ B2 x Ability; + Y2 x Score_j i + &tc + §2 x Ability ; o + Vikr (4)

whereScore_;  is the average score in the current round of plajeplaying partners. Because
common shocks are expected to cause upward bias, the estingt should be viewed as an
upper bound on the extent of peer effects. A nice feature osetup also allows us to gauge
the magnitude of the bias created by common shocks since nvelxserve the scores of nearby
playing groups, who are likely to be affected by similar dteoc We report estimates that take

advantage of this feature of the research design in thedoipsection.

39Note however that these common shocks are likely to affecstndard errors. Hence in the peer effect regres-
sions below, we cluster at the group level. The estimateatsta errors are virtually unchanged if we cluster by
tournamenk category, and are actually smaller if we cluster by tourname
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7 Results
7.1 Summary Statistics

Before turning to the main results of the paper we first predendescriptive statistics in Table
2. It is important to understand the units of our primary ables of interest. Score is a variable
that represents the actual golf score the player achievadyimen tournament-round. Ability is
in the same units as Score (i.e. golf strokes). Usually thgeapls score is measured relative to
the par on the course, which is typically 72 strokes. Ahiltile in the same units as Score, is
typically expressed as deviation of score from par. Througlhe results section, it is helpful
to keep in mind that lower scores in golf indicate better penfance (and, analogously, a lower
Ability measure indicates a higher ability player).

Figures 4 and 5 show the distribution of handicap both in tilestmple, and broken down by
categories. Two things should be noted from these figurest, ere is a reasonable amount of
variation in ability even among professional golfers. Tiféedence between the 90th percentile
and 10th percentile in adjusted average score—our basakasure of ability—is 1.65. Perhaps
more importantly, given the stratification by category ptarandom assignment, is that much of
the variance in ability remains after separating by categor As can be seen clearly in Figure
5, the average scores increase monotonically from categtomycategory 3. However, there is a
great deal of overlap in the distributions. The 90-10 déferes in measured ability in category
1,2, and 3 are 1.71, 1.38, and 2.38 strokes respectivelyseTtiéferences represent wide ranges
in ability — using our data on earnings, a reduction in haapliof 1.65 translates into an increase
in expected earnings of 70 percéht.This suggests that differences in strokes on this order of
magnitude should be quite salient to players.

There is also a good deal of variation across players in Bpdanensions of past performance.
The 90th percentile golfer drives the ball 24 yards farthentthe golfer at the 10th percentile in
average driving distance. This is 8.6 percent of the meamdrFor putting, the differences are
similar: the 90th percentile putter hits 2.4 fewer putts memd than the 10th percentile putter

(8.3 percent of the mean). And for accuracy, the 90-10 diffee is 12.6 percent of the mean for

31A regression of log earnings on handicap with a full set oftament fixed effects, category fixed effects and
their interactions gives a coefficient on handicap of -0.828 a t-statistic of 13.24. Thus a reduction in handicap of
1.65 will increase earnings by 0.528 log points, or 69.6%.
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greens hit in regulation.

7.2 Visual Evidence

To get a sense of the importance of peer effects, we first glptsted scores against playing

partners’ handicap. To do this, we first regress each plagedre on tournament and category
fixed effects and their interactions and the ‘leave-me-m#an of the tournament-by-category urn.
Then we take the residuals from this regression, computesnie each decile of the partners’

ability distribution, and graph the average residual agfa@ach decile bin. Figure 6 reports this
graph for the full sample, which shows zero correlation leetavown score and the ability of

randomly assigned playing partners. Those who were randassigned to partners with higher

average scores scored no differently than those who wergnasksto partners with low average

scores. There also does not appear to be evidence of n@r-peer effects. We take this to be a
first piece of evidence that peer effects among professgwifdrs are economically insignificant.

To place a confidence interval around this estimate, we ratxhate the linear regression model

in equation (3).

7.3 Regression Estimates of the Effect of Playing Partners Ability on Own
Score

The results of estimating equation (3) are shown in the foktran of Table 3. Since our measure
of ability is an average of varying numbers of prior adjussedres, we weight all regressions
by the number of past performance observations used to dembility;. Shown in column
(1), the coefficient on own ability is strongly statistigaflignificant and large in magnitude, as
expected. A one-stroke increase in a player’s average stq&st rounds is associated with an
increase in that player’s score of 0.678 strokes. That théfficient is not equal to 1 suggests
there is some measurement error in our measure of abilityada conditional reliability ratio this
is reasonably large in magnitude. If we thinkfh_fthis way, then as we described ab@méﬁl is
a measurement-error corrected estimate of the effect tigrat ability on own score.

The estimate o¥, the effect of playing partners’ ability on own score, is stdtistically
significant, and the point estimate is actually negativee fsignificant point estimate suggests

that improving the average ability of one’s playing partnby one stroke actually increases (i.e.
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worsens) one’s score by 0.039 strokes. Our estimates makassible to rule out positive peer
effects larger than 0.045 strokes for an increase in avexiaidjgy of one stroke. One stroke is about
50 percent more than one standard deviation in partnersageeability (0.66). If we divide the
upper bound of the 95-percent confidence interval by thenesé ofﬁ to correct for measurement
error, we can still rule out that a one-stroke increase inngas’ average ability increases own
score by more than 0.066 strokes. The results from our ln@sghiecification therefore suggest that
there are not significant peer effects overall. Column (2ifies that the results are insensitive to
controlling for player fixed effects instead of player alyiliGoing forward, we report results from

the specification that includes own ability rather than ptdixed effects for ease of interpretation.

7.4 The Effect of Different Dimensions of Ability: Does the Overall Effect

Hide Evidence of L earning or M otivation?

As described earlier, we collected data on various dimessad player skill. We hypothesize
that players might learn about wind conditions or optimedtstgies from more accurate players,
or from better putters. In contrast, we assume that playaraat learn how to hit longer drives
by playing alongside longer hitters. If these assumptisasarrect, specifications comparable to
(3) but replacing partners’ average ability with partnengrage driving distance, putts per round,
or greens reached in regulation can separately identifnileg and motivation effects. An effect
of the accuracy measures would be interpreted as eviderearafng from peers, while an effect
of partners’ driving distance would be interpreted as avigeof motivation by peer&

The results are presented in columns (3)-(6) of Table 3. lungo (3), we present results using
average driving distance. While the coefficient on own digvdistance is negative and strongly
statistically significant (longer drives enable a playeat¢hieve a lower score), the point estimate
on partners’ driving distance is small and statisticalkigmificant. The results for putts per round,
shown in column (4), are similar. Own putting skill has a &end strongly significant effect on
own score, but golfers do not appear to shoot lower scores Wisy play with better putters. The

results for shot accuracy, shown in column (5), similarlgwistrong effects of own accuracy, but

320ne might argue that the former is a production complemipiarthe typology set out at the outset of the paper,
but the latter is clearly a purely social peer effect.
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no effect of partners’ accuracy on a golfer's performaticeFinally we present a specification
that jointly estimates the effects of all three measuresityin column (6). A golfer’s putting
accuracy and number of greens hit in regulation have the sigsificant effects on his scofé,
but as in the separately estimated specifications, no diore$ his partners’ ability appears to

have any effect on score.

7.5 Using Alternative M easures of Peer Ability

Having seen no evidence that the average ability of peegstaffndividual performance, we next
ask whether the linear-in-means specification obscuragsffeets in a different way. Itis possible
that it is not the mean ability of coworkers that matters,rhtier the min or max. Possibly playing
with bad players matters, but playing with good players dugis Or, maybe playing alongside
one very good player or one very bad player affects perfoomain each of these cases, the mean

ability of peers would not measure the relevant peer enuent accurately. Motivated by these

possibilities, in Table 4 we present estimates of specifingB) whereAbility_; ; is replaced with
alternative measures of peers’ ability. For comparisoakeswe report the base specification in
column (1), which shows that peers’ average ability has aigimificant effect on own score of
-0.039. In column (2) we replace the average ability with itieximum ability of the player’s
peers. The point estimate is slightly smaller, but virtpalhchanged. In column (3), we show
that the estimated effect of the minimum of peers’ abilitagain negative and insignificant, and
virtually the same as the average ability effect.

In columns (4) through (7), we investigate whether thereeappto be a non-linear effect of
partners’ ability. To do this, we include indicators for vitwer individuali was assigned to a
player in the top decile, top quartile, bottom quartile, ottbm quintile of the ability distribution
in his category. None of the four estimates are statistictnificant, though suggestively the

point estimates for the top-quantile specifications arétipesvhile those for the bottom-quantile

33We also collected data on driving accuracy, specificallyftaetion of fairways the golfer hits on tee shots. We do
not include specifications using this variable becausedsdmt strongly predict own score. This result is consistent
with the work of Alexander and Kern (2005), who find large effeof putting accuracy on earnings, smaller effects
of driving distance on earnings, and very small effects ofing accuracy on earnings. When we do estimate peer
effects using driving accuracy, however, we find no effeqiartners’ driving accuracy on own score.

34Two old golfing cliches seem to be consistent with the dataivdfor show, putt for dough” and “Hit fairways
and greens.”
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specifications are negative. Recall that lower scores dterpso this pattern would suggest that
players play worse when they are matched with much bettgea We also ask whether playing
with Tiger Woods, the best player of his generation, affgeformance. The point estimate
suggests that being partnered with Tiger Woods reducesrgo$fcores, but the standard errors are
large enough that we cannot rule out a zero effect. In our Egrtigere are only 70 golfer-days
paired with Tiger Woods.

The specifications thus far have assumed it is the absolsé & peers’ ability that affects
performance. An alternative hypothesis is that relatividitglalso matters. To investigate this
possibility we present specifications that allow the efédgteers’ ability to vary with the difference
between peers’ and own ability. These specifications arerteg in columns (9) and (10) of
Table 4. The results suggest that the effect of peers’ ghilies not vary with relative ability.
Furthermore, there does not seem to be a non-linear retiiwith relative ability. We have also
looked at relative ability and non-linear effects using otlrer measures of ability and have found

similarly small and statistically insignificant results.

7.6 Endogenous Effect Regressions and Common Shocks

Table 5 reports results of equation (4), the specificatiatréplaces partners’ ability with partners’
score as the regressor of interest. As described earleecaéifficient estimate on playing partners’
score overstates the true peer effect if there are unolsenramon shocks affecting all players
uniformly in the group. Nevertheless, this regression fermative since it can be thought of as
providing an upper bound on The first column in Table 5 shows, contrary to the resultsrabo
that the peer effect is positive and statistically signifieaan increase in the average score of
one’s playing partners is associated with an increase ofsmore by 0.071 strokes. An important
point, however, is that without even accounting for the uaas in this estimate due to common
shocks, the coefficient is still small in magnitude. Mas aratéfti’s (2006) elasticities evaluated at
the mean of our dependent variable (own score), would prégitan increase in average partners’
score of one stroke would raise own score by 0.170 strokes than two times what we estimate.

We do not correct for measurement error here, since eackifdacore, and therefore the average
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score of peers, is measured without effr.

To look at the importance of common shocks more systemBtice¢ try several additional
controls. We hypothesize that the most likely sources ofrnomshocks are variation in weather
and crowd size. Because these shocks also affect the plgyings nearby on the golf course,
we construct a control for common shocks which are the saafréise 8 groups ‘nearby’ on the
golf course (i.e. the groups playing directly in front of amehind the reference group on the golf
course)®

The results in column (2) show that the introduction of nggslaying groups as a control
reduces the point estimate on partners’ score by twentyepe(rom 0.071 to 0.055), suggesting
that common shocks play a role. The estimate on partnersé showever, remains statistically
significant. To verify that the controls for the performandé@earby groups is actually estimating
a common shock we construct a placebo set of groups in theteammament and verify that these
placebo groups do not affect the point estimate on partrseg’e. This estimate is reported in
column (3). Indeed the estimatewfin columns (1) and (3) are virtually identical.

Lastly, we try two other controls for intraday common shocks column (4) we interact a
time-of-day (early morning, mid-morning, afternoon) fixeffiect with the full set of tournament
fixed effects. This should capture weather shocks and otterges in course conditions that will
affect all groups that play at the same part of the day (a comoomplaint on the PGA Tour is
that afternoon groups experience more ‘spike marks’ on teergwhich make it more difficult to
putt effectively). The point estimate on partners’ scor@pdragain, and is almost identical to the
estimate that includes neighboring groups score as a d¢pbtitdhe estimate of partners’ score is
still statistically significant. To capture the fact thatatieer varies more smoothly than the dummy

specification assumes, in column (5) we introduce a cubitari-ime which is allowed to vary

350ne might argue that score is a noisy measure of performaribeen though score is the measure by which
players are judged, a golfer may play well but have a highesbecause of a few unlucky bounces. In this case,
the measurement error correction used in the previoussesill likely produce estimates that are too large because
Ability; is an even noisier measure of the contemporaneous perfommdrplayer thanScore_; is of his partners’
contemporaneous performance.

36In tournaments that use a 1-tee/10-tee split start, we a@finednearby groups to be those groups that teed off
at the same time but on a different part of the golf course. s€hgroups play the holes in a different order, but
experience the same weather shock. We choose to use 8 neadpg §n order to get a more accurate estimate of the
common shocks component. We conducted Monte Carlo simakatvhich demonstrated that including only one or
two groups made it difficult to fully control for the commonatks when the variance of common shocks was larger
than the variance in ability.
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by tournament. The coefficient on partners’ score is furteduced to 0.038 and becomes only
marginally significant. In additional specifications, welirde higher-order polynomials in start-
time, which allow the effect of weather, and other commonc&kdhat vary over the course of a
day, to vary more and more and more flexibly. Moving acrossctiiemns, as the order of the
polynomial increases from a cubic to a quartic to a quintecdébtimated effect of partners’ score
decreases. With the control for a quintic in start-time, énelogenous peer effect coefficient is
0.022 and is insignificantly different from zero. Interegly, adding controls for start-time or
for the scores of neighboring groups does not appear totdffeestimate of own ability on own
score. It appears that the correlations between own scarpatners’ score are driven primarily
by common shocks.

As with any peer effects regression of own outcome on peattsoone it is difficult to interpret
these regressions. They should certainly be regarded &s bppnds for peer effects since any
remaining common shocks that are not controlled for shoidld the estimates upwards. Further-
more, regressions of outcomes on peers’ outcomes sufi@rtfie ‘reflection problem’ described
by Manski (1993). In short, the fact that more and more extensontrols for common shocks
reduce the estimate @ but do not appreciably affect the estimate3gf along with the fact that
the estimates of; are consistently zero, lead us to conclude that peer effeetsegligible among

professional golfers.

7.7 Do Peer Effects Vary with Player Skill or Tournament Prize Structure?
One possible explanation for why we find such different resghian previous studies is that profes-
sional golfers are elite professionals subject to a selegirocess. There may exist heterogeneity
in the susceptibility of workers to social influences by corkers. And, perhaps the most success-
ful professional golfers are those who are able to avoidetisesial responses. If heterogeneity in
this ability across occupations explains the differencstsvben our results and those in Mas and
Moretti (2006), it may also be the case that there is hetereigeamong golfers in the suscepti-
bility to social influences. In Table 6, we present estimatiesquation (3) that allow the effect

of partners’ ability to vary by the reference player’s skillhis interaction tells us, for example,
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whether low-skill players respond more to high-skill pless¢han high-skill players d&. The
results are shown in columns (2) and (3). Although the caefftds suggestively positive, it is not
statistically significant at conventional levels. Note lewer, that the coefficient becomes larger
and statistically significant if we drop category 1 playeysg column (3)). A positive coefficient
on this interaction term implies that lower-skilled playeespond more to their co-workers’ ability
than better players do. The size of the standard errors pigus from making strong conclusions,
but the pattern of the point estimates in columns (2) andg8pnsistent with the idea that more
skilled workers are less responsive to peer efféits.

We next ask whether peer effects vary with the strength oh@irz incentives. In column (4)
of Table 6 we present estimates from a specification wherdlow the effect of playing partners’
ability to vary with the total purse of the tournaméftA negative coefficient would imply that
larger financial incentives reduce the peer effect. Thened&d coefficient is negative but statis-
tically insignificant. We have estimated specificationsi\gsneasures of the dispersion of prizes
(e.g. the ratio of the 90th and 10th percentile of earnings ratio of the top prize to the average
prize, and the ratio of the standard deviation of prizes &ortiean prize) and reproduce some of
them in columns (4)-(8), but each specification producegelatandard errors and inconsistent
magnitudes. It is thus hard to conclude much from these teedult it is worth noting here that
even in the tournaments in our sample with the smallest puanse the least convex prize structure,

financial incentives are still very strong.

7.8 Why Are There No Peer Effects Among Professional Golfers?

Contrary to the findings from recent studies of peer effatthé workplace, we find no evidence
that the ability or current performance of playing partreffscts the performance of professional
golfers. Mas and Moretti (2006) find large peer effects inve-Weage labor market where workers

are not paid piece rates and do not have strong financialtinesrio exert more effort. Bandiera,

371t is worth pointing out that high- and low-skill are relagiverms. All professional golfers are extremely high-
skilled relative to the population.

38The comparison of effects across categories would seenply imo differential effect by ability. Recall, however,
that there is a great deal of overlap of the ability distridwi$ across categories. The highest ability category 3eptay
are actually very skilled, even relative to the averagegratel player. Thus, category is not a particularly good grox
for skill.

39All purse values are adjusted to 2006 dollars using the PGlEtde
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Barankay and Rasul (2007) find peer effects specific to wetkeends in a low-skilled job where
workers are paid piece rates. Experimental studies (elly.afa Ichino, 2006) find evidence of
peer effects in work-like tasks. In this section we spe@sateral explanations for our contrasting
findings and conclude that there is much to be learned frordiffeence between our results and
those of other recent studies.

Firstly, the PGA Tour is a unique labor market that is chaazed by extremely large financial
incentives for performance. In such a situation, it may leectéise that the incentives for high effort
are already so high that the marginal effect of social carsitbns are minimal, or zero. In similar
labor markets where there are high-powered incentivesdtiebperformance (e.g. floor traders
at an investment bank, lawyers in private practice, tenaektprofessors), the social effects of
peers may not be as important as implied by existing studigsnsistent with this view is Mas
and Moretti’s (2006) conclusion that the peer effects thbgeove are mediated by co-worker
monitoring. As incentives become stronger and monitorimpot becomes easier, monitoring of
effort becomes less necessary.

Perhaps just as interesting is the implication that sooiamtives may be a substitute for fi-
nancial incentives. This would suggest that when creatirang financial incentives is difficult
(such as when monitoring costs are high, or measuring iddalioutput is difficult), firms should
optimally organize workers to take advantage of socialnitiges.

Secondly, professional experience might lessen socialanéles like peer effects. The PGA
Tour is a competitive workplace, and given the random asség of peers, players who do not
respond to the performance of their peers might be more stemgiy successful. It may be the case
that as workers gain experience in highly-skilled occupetithey learn how to avoid unproductive
distractions or pressures not to make co-workers look*Bad.

Lastly and, we speculate, most importantly, the sample okers under study has been subject
to extreme selection. Many people play golf, but only the/\mast are professional golfers. Even
among professionals, PGA Tour players are among the elits.quite possible that an important
selection criterion is the ability to avoid the influenceplafying partners. The results described at

the end of the previous section are suggestively consigtigmthis view. Even among the highly

40This is consistent with the experimental work of List andIMikt (2006) which demonstrates that market expe-
rience contributes to individual rationality.
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selected group of professional golfers, the least skilledilaast experienced golfers are the only
ones whose productivity respond to the composition of thears. We view this as an interesting
conclusion because it suggests that there is a great dealeyblgeneity across individuals in their
susceptibility to social influences in the workplace. It is@en question whether professional

golfers are rare exceptions or representative of a largesaf skilled professional workers.

8 Conclusion

We use the random assignment of playing partners in prafiesksgolf tournaments to test for
peer effects in the workplace. Contrary to recent evidemcsupermarket checkout workers and
soft-fruit pickers, we find no evidence that the ability orremt performance of playing partners
affects the performance of professional golfers. With gdgranel data set we can observe players
repeatedly, and the random assignment of players to groafesnit straightforward to estimate
the causal effect of playing partners’ ability on own penfance. The design of professional golf
tournaments also allows for direct examination of the rdle@mmon shocks, which typically
make identification of endogenous peer effects difficult. olm preferred specification, we are
able to reject positive peer effects of more than 0.045 sgdér a one stroke increase in playing
partners’ ability. We are also able to rule out that the péfeceis larger than 6.6 percent of the
effect of own ability.

Interestingly, we find a positive effect of partners’ sconeown score, but we interpret this as
mostly due to common shocks (and we present evidence thimbtiong for these common shocks
reduces this correlation). The raw correlation in scoresugh, might help explain why many
PGA players perceive peer effects to be imporfanOur results suggest that players might be
misinterpreting common shocks as peer effects.

We conclude by noting that though our results are differeantthose found in recent studies
of peer effects in the workplace, we view our results as cemphtary. There is much to learn

from the differences in findings. Primarily, our results gest that there is heterogeneity in the

4IFor example, Darren Clarke (www.pga.com/pgachampiori2d@#/news_interviews_081304_clarke.html)
stated that it is easier to play better when everyone in tloeigis playing better because “you see good shots
go into the green all the time and that makes it a lot easieraathd& same yourself”, and Billy Andrade
(i.pga.com/pgal/images/events/2006/pgachampionsHi@gq060818_ andrade.pdf) said “you kind of feed off each
other and that's what we did.”
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importance of peer effects, both across individuals andsscsettings. We speculate that some
people are better than others at avoiding the social effeatsd by Moretti and Mas (2006) and by
Bandiera, Barankay and Rasul (2007). This ability may betbimg that characterizes workers in
high-skilled labor markets. By focusing on low-skilled apations, the existing studies miss this
rich heterogeneity. Perhaps just as importantly, we shatvgber effects are not important in a
setting with strong financial incentives. This finding sustgehat social effects may be substitutes
for incentive pay, and is consistent at least in spirit whté work of List (2006) and Levitt and List
(2007) who argue that the expression of social preferersciisely to vary according to whether
behavior is observed in a market setting, the strength @fntiges in that setting, and the selection
of subjects that researchers observe. We hope our findidbspui other researchers to further

explore this heterogeneity in peer effects in the workplace
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Appendix A: Introduction to Golf

The objective in golf is to take the fewest number of strokesach hole to hit a 1.7-inch
golf ball into a 4.25-inch cup. The player with the lowestadatumber of strokes over all holes
is the winner. Golf holes typically are between 150 and 60@y#n length, and they often have
‘hazards’ (e.g. sand traps, water hazards, out-of-bouregsaand tall trees) that require skill and
strategy to avoid. The cup is placed on an area of shortes gedied the ‘green’. The grass is cut
shorter on the green so that the ball rolls smoothly whengtrisck. Such rolling shots are called
‘putts’.

The first shot on each hole is the tee shot. All players hir ttee shot from the same tee area.
This is the only shot where the player is allowed to place tiédn a wooden tee which holds
the ball slightly above the ground. There is an area betwleenee area and the green called the
‘fairway’ where the grass is cut short (though longer thanghass on the green). On either side of
the fairway is longer grass called the ‘rough’. It is easitehit the ball when it is sitting on shorter
grass.

There are three types of holes: par-3 holes, par-4 holespar8 holes. The par indicates
the number of strokes in which the hole is expected to be ceteg! On a par-3 hole, the typical
strategy is to attempt to hit the tee shot directly onto tleegr For a par-4 hole, the typical strategy
is to reach the green in two shots. For a par-5 hole, the tygiegy is to reach the green in three
shots??

Inside the cup is a 7 foot flagstick called the ‘pin’. The piloais the players to see from a
distance where the cup is on the putting green. Often thexpfaced near the edge of the green
and near hazards (e.g. sand traps and water hazards)ngraatsk-reward trade-off: if a player
wants to try to hit his approach shot near the cup, he incsghgechance that he hits into a hazard.

Many golf shots present similar risk-reward trade-offst &mample, on a par-4 a player might
want to hit a driver (which is the golf club that allows the y#a to hit the ball the farthest, but
which is the most difficult to control) to leave himself theostest approach shot into the putting

green (since players have more control and accuracy ovetestapproach shots). However, it is

42A combination of better golf technology and more athletitfgrs, however, have transformed most par-5 holes
on the PGA Tour into ‘long par 4-holes’ where a majority of dafers can reach the putting green in one approach
shot.
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harder to hit the tee shot onto the fairway with a driver, a®lshots that miss the fairway and land

in the rough leave more difficult approach shots.
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Appendix B: Player Categories and Random Assignment
Based on their past performance over their career, playenglaced in one of four categories:

1, 1A, 2, and 3. The categories are assigned using the foltpwiles:

e Category 1 players are tournament winners and the top 25ymwaina@ers from the previous

year and PGA Tour life members (e.g. Tiger Woods, Phil Mis&aland Ernie EIs).

e Category 1A players include former champions of the fourarsaand The Players Champi-
onship (e.g. former British Open champions John Daly andk Raddo).

e Category 2 players include those in the top 125, players 8ftlor more career cuts made
and players in the top 50 of the World Golf Rankings. This enpasses the majority of the

field most weeks.

e Category 3includes all others, such as local qualifierss&lgelfers get the first and last tee
times of each session. When Annika Sorenstam became thedinsan in 58 years to play
in a PGA Tour event, she was a Category 3 player and was adsiigaearliest and latest

tee times in her two rounds.

Although there are four categories of players, the 1A anda®qsk are paired together ran-
domly, so for our purposes we re-label 1A players as categ@igyers and work only with three
categories of players. There is an additional complicatioough, which is that players might be
paired with players from a different category if the numbgplayers in a given category is not a
multiple of three. In that case category 1A players are pairigh category 1 players and category
3 players are paired with category 2 players.

Categories are assigned at the beginning of the season oaridef most part the category
assignments are static. However, if a player wins a tournaoreenters the top 25 money list, then
that player can be ‘promoted’ to Category 1 status duringdason. Likewise, if a player drops out
of the top 50 World Golf Ranking and does not satisfy the otleginitions of a Category 2 player,
then that player is ‘demoted’ to Category 3 status duringstbason. We are never able to directly
observe players changing categories in our data. In the 288%on, we have two ‘snapshots’ of
category status directly from the PGA Tour (at the beginmfthe season and halfway through

the season). In the 2005-2006 seasons, we were not ablettegettegory status of the players on
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the tour, but we used the definitions above to assign plagdrest we could at the beginning of the
season, and then we used a probabilistic matching algotihassign the remaining players. We
tested the matching algorithm on the 2002 season (where dvihbaategories given to us directly
from the PGA Tour) and we verified that we got more than 99 peroé category assignments
correct.

The algorithm works as follows: we start with a list of playevhere we are sure we know
the category status throughout the season (this is mosbabvor elite players, former major
champions, and former Nationwide Tour players). Then wé& kteevery playing partner of those
players during the season and assign the playing partnénge ttame category. For players who
get matched to different categories, we flag them and mandedlide which category they belong
to.

Using these categories we test for random assignment byament and we drop the following
tournaments which fail the test for random assignment: Thetbts, U.S. Open, British Open,

PGA Championship, Walt Disney Championship, Tour Chamghgn Players Championship.
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Figure 3: Monte Carlo of modified randomization tests
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Figure 4: Kernel density of player handicaps
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Table 1
Verification of Random Assignment

1) 2) 3) (4) ®) (6) (7) (8) 9)

Avg(Ability), 0.159 0.116 -0.019 -0.017 -0.004 -0.063

partners (0.021) (0.020) (0.016) (0.015) (0.017) (0.046)
Avg(Driv. Dist.), 0.007

partners (0.014)
Avg(Putts), -0.003

partners (0.012)
Avg(Greens/rd), -0.001

partners (0.014)
Tourn F.E. Y N Y Y Y Y Y Y Y
Cat F.E. N Y Y Y Y Y Y Y Y
Tourn*Cat F.E. N N Y Y Y Y Y Y Y
Keep only Cat 1 N N N N N N Y N N
Keep only Cat 2 N N N N N N N Y N
Keep only Cat 3 N N N N N N N N Y
R? 0.133 0.158 0.626 0.727 0545 0.723 0.851 0.735 0.595
N 8750 8750 8750 8587 8587 8587 2947 5067 736

Notes:

a. Results from estimating equation (2).

b. Avg(Ability) is the average handicap of a player's playing partners, as described in the text.

c. All specifications include the average of all of the other players in your tournament-by-category urn (not
including yourself). This control is necessary to produce a well-behaved randomization test.

d. All specifications include tournament fixed effects. Note that the 'urn’ in column (1) is defined to be
tournament cells instead of tournament-by-category cells (this confirms that our test can detect non-random
assignment).

e. Columns (3)-(9) include tournament-by-player-category interaction dummies to pick up selection into
tournaments.

f. Columns (7)-(9) impose various sample restrictions.

g. Standard errors are in parentheses and are clustered by playing group.

h. All specifications are unweighted (unlike the specifications in the other tables), since the weighting is not
appropriate for the randomization test.



Table 2
Descriptive Statistics

percentiles
Variable Obs Mean Std Dev. Min 10th 25th 50th 75th 90th Max

Score 17403 71.182 3.183 61 67.0 69.0 71.0 73.0 75.0 89
Avg(Score), partners 17403 71.236 2.490 62 68.0 69.5 71.0 73.0 74.5 85
Ability (Handicap) 17403 -238 0.78 -432 -3.19 -283 -245 -2.03 -154 5.635
Avg(Ability), partners 17403 -2.37 066 -508 -3.05 -277 -2.44 -2.10 -1.68 5.285
Driving distance (yards) 17077 281.02 9.88 238.80 269.10 274.04 280.10 288.00 293.30 324
Putts per round 17077 28.67 1.03 24.07 27.34 28.04 28.83 29.34 29.72 33.500
Greens per round 17077 11.60 0.65 7.00 10.86 11.33 11.66 11.97 12.32 14.994
Purse (in millions, 2006$) 15985 4.40 0.85 2.27 3.24 3.78 4.32 5.11 5,50 6.000
log(Purse) 15985 15.28 0.20 14.63 1499 15.14 1528 1545 1552 16
Tiger Woods in group 17403 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.00 1

Cateqory 1 players
Ability 5863 -2.62 068 -432 -346 -3.05 -2.69 -2.22 -1.75 5.635
Avg(Ability), partners 5863 -2.62 050 -425 -3.23 -295 -263 -2.31 -2.00 0.562

Cateqory 2 players
Ability 10075 -2.37 064 -357 -3.10 -275 -2.44 -2.05 -1.72 2741
Avg(Ability), partners 10075 -2.36 053 -508 -294 -270 -2.40 -2.10 -1.79 2741

Cateqory 3 players
Ability 1465 -1.46 120 -4.00 -262 -219 -154 -0.94 -0.24 5.285
Avg(Ability), partners 1465 -149 1.10 -4.00 -262 -221 -160 -0.99 -0.28 5.285

Notes:
a. See Appendix B for more information on player categories.



Table 3
The Effect of Peers' Ability on Own Score
(1) (2) 3) (4) (5) (6) (7) (8) (9) (10)

Own Ability 0.678 0.949 0.544 0.784 0.566
(0.084) (0.074) (0.077) (0.129) (0.071)
Avg(Ability), -0.039 -0.026 0.013 -0.068 -0.003 -0.057
partners (0.042) (0.040) (0.095) (0.071) (0.115) (0.062)
Driving Distance -0.028 -0.015
(0.007) (0.007)
Avg(Driving), 0.002 0.002
partners (0.005) (0.005)
Putts 0.144 0.161
(0.053) (0.053)
Avg(Putts), -0.031 -0.036
partners (0.040) (0.040)
Greens per round -0.636 -0.595
(0.080) (0.084)
Avg(Greens), -0.004 -0.005
partners (0.063) (0.065)
Tourn*Cat F.E. Y Y Y Y Y Y Y Y Y Y
Player F.E. N Y N N N N N N N N
Cat=1 only N N N N N N Y N N N
Cat=2 only N N N N N N N Y N N
Cat=3 only N N N N N N N N Y N
Drop Cat 1 N N N N N N N N N Y
R® 0.143 0.208 0.131 0.130 0.138 0.141 0.152 0.122 0.211 0.129
N 17403 17403 17077 17077 17077 17077 5863 10075 1465 11540
Notes:

a. Results from baseline specifications as specified in equation (1).

b. The dependent variable is the golf score for the round.

c. The Ability variable is measured using the player's handicap, and "Avg(Ability), partners" is measured using the average of your
playing partners' handicaps. The Avg() operator takes the average of the variable for for the playing partners in your group.

d. All specifications include tournament fixed effects, player category fixed effects, and tournament-by-player-category interaction
dummies. Also, all specifications include a control for the mean ability of the other players in your tournament-by-category urn (where
the mean is calculated over all other players in your cell not including yourself).

e. Standard errors are in parentheses and are clustered by playing group.

f. All specifications weight each observation by the number of tournaments used to construct the player's handicap.



Table 4
Peer Effects with Alternative Measures of Peer Ability

(1) (@) (3) (4) (5) (6) (7) (8) © (10

Own Ability 0.678 0.678 0.677 0.678 0.676 0.678 0.680 0.679 0.674 0.681

(0.084) (0.077) (0.077) (0.077) (0.077) (0.077) (0.077) (0.077) (0.079) (0.080)
Avg(Ability), partners -0.039 -0.035 -0.040

(0.042) (0.062) (0.062)
Max(Ability), partners -0.023

(0.039)
Min(Ability), partners) -0.038
(0.052)
1{any partner in top 10%} 0.036
(0.072)
1{any partner in top 25%} 0.061
(0.064)
1{any partner in bot 25%} -0.022
(0.075)
1{any partner in bot 10%} -0.102
(0.157)
Tiger Woods is partner -0.354
(0.500)

Avg(Ability), partners * -0.004 -0.035
(Avg(Ability), partners - Own Ability) (0.021) (0.047)
Avg(Ability), partners * 0.008
(Avg(Ability), partners - Own Ability)® (0.009)
Tourn*Cat F.E. Y Y Y Y Y Y Y Y Y Y
R® 0.143 0.143 0.143 0.143 0.143 0.143 0.143 0.143 0.141 0.141
N 17403 17370 17370 17396 17396 17396 17396 17403 17403 17403
Notes:

a. Column (1) is reproduced from Table 3. Other columns present results from modifying baseline specifications as specified in equation (1) to
support heterogeneous peer effects.

b. The dependent variable is the golf score for the round.

c. The Ability variable is measured using the player's handicap, and "Avg(Ability), partners" is measured using the average playing partners'
handicap. The Avg() operator takes the average of the variable for the playing partners in your group.

d. All specifications include tournament fixed effects, player category fixed effects, and tournament-by-player-category interaction dummies.
Also, all specifications include a control for the mean ability of the other players in your tournament-by-category urn (where the mean is
calculated over all other players in your cell not including yourself).

e. Standard errors are in parentheses and are clustered by playing group.

f. All specifications weight each observation by the number of tournaments used to construct the player's handicap.



Table 5
The Effect of Peers' Score on Own Score

(1) ) @) (4) (5) (6) @) (8)
Own Ability 0.682 0.651 0.681 0.684 0.680 0.642 0.677 0.683
(0.074) (0.094) (0.077) (0.076) (0.076) (0.095) (0.076) (0.077)
Avg(Score), 0.071 0.055 0.072 0.056 0.038 0.022 0.030 0.022
partners (0.012) (0.019) (0.016) (0.017) (0.017) (0.019) (0.017) (0.017)
Avg(Score), 0.159 0.130
neighboring groups (0.015) (0.017)
Avg(Score), -0.020
placebo groups (0.019)
Tourn*Cat F.E. Y Y Y Y Y Y Y Y
Tourn*Time-of-day F.E. N N N Y N N N N
Time cubic per tourney N N N N Y Y N N
Time quartic per tourney N N N N N N Y N
Time quintic per tourney N N N N N N N Y
R? 0.143 0.159 0.143 0.151 0.161 0.18 0.165 0.17
N 17403 13171 17403 17403 17403 13171 17403 17403

Notes:

a. Results from alternate specifications using average partners' score instead of average partners' ability as the primary independent
variable of interest.

b. The dependent variable is the golf score for the round.

c. The Ability variable is measured using the player's handicap, and "Avg(score), partners” is the average of the score of the playing
partners. The placebo groups are formed by drawing a random sample of groups in the same tournament.

d. All specifications include tournament fixed effects and player category fixed effects.

e. All columns include tournament-by-player-category interaction dummies to pick up selection into tournaments.

f. Standard errors are in parentheses and are clustered by playing group.

g. All specifications weight each observation by the number of tournaments used to construct the handicap.



Table 6
Do Peer Effects Vary with Player Skill or Tournament Prize Structure?

(1) () 3) (4) (5) (6) (7) (8) 9)

Own Ability 0.678 0.752 0.538 0.702 0.702 0.349 0.697 0.697 0.352
(0.084) (0.052) (0.071) (0.080) (0.080) (0.158) (0.080) (0.080) (0.158)
Avg(Ability), partners -0.039 -0.041 -0.083 -0.055 -0.055 -0.062 -0.054 -0.054 -0.062
(0.042) (0.052) (0.062) (0.054) (0.054) (0.076) (0.054) (0.054) (0.076)
Avg(Ability), partners * 0.087 0.191
Own Ability 0.065 (0.075)
Avg(Ability), partners * -0.027 -0.034
Purse (0.063) 0.063
Avg(Ability), partners * -0.114 -0.144
log(Purse) (0.255) (0.258)
Avg(Ability), partners * 0.114 0.111
(90-10 prize ratio) (0.096) (0.097)
Own Ability * -0.104
Purse (0.060)
Own Ability * -0.104
log(Purse) (0.060)
Own Ability * -0.120
(90-10 prize ratio) (0.108)
Tourn*Cat F.E. Y Y Y Y Y Y Y Y Y
Drop Cat 1 N N Y N N N N N N
R® 0.143 0.143 0.129 0.142 0.142 0.179 0.143 0.143 0.179
N 17403 17403 11540 15985 15985 5824 15985 15985 5824
Notes:

a. Column (1) is reproduced from Table 3. Other columns present results from modifying baseline specifications as specified in equation
(1) to support heterogeneous peer effects.

b. The dependent variable is the golf score for the round.

c. The Ability variable is measured using the player's handicap, and Avg(partners' Ability) is measured using the average playing partners'
handicap. The Avg() operator takes the average of the variable for for the playing partners in your group.

d. All specifications include tournament fixed effects, player category fixed effects, and tournament-by-player-category interaction
dummies. Also, all specifications include a control for the mean ability of the other players in your tournament-by-category urn (where the
mean is calculated over all other players in your cell not including yourself).

e. Standard errors are in parentheses and are clustered by playing group.

f. All specifications weight each observation by the number of tournaments used to construct the player's handicap.
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