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1 Introduction

Job security regulations that increase the costs of dismissing employees are pervasive
around the world, as summarized in Figure 1. The 2006 riots in France, which ensued
after an attempt to lower firing costs, show that they remain a matter of intense
debate. Lazear (1990) proves that the distortion introduced by these provisions can be
completely undone by efficient contracts, where the mandated firing costs are passed
on to workers who willingly accept a lower wage. A wide body of empirical work
that investigates their impact using both macro- and micro-level data has followed,
much of which is summarized in Addison and Teixeira (2001) and in Heckman and
Pages (2004)." In our view, the wide disparity of reported findings provide no clear
evidence that firing costs have a negative economic impact.

We argue that the mixed evidence is a consequence of the weak power of the
statistics being used. Researchers have examined how changes in job security change
aggregate employment and unemployment, micro- and aggregate- estimates of labor
demand, the probability of adjustment, and the size of adjustment conditional on
adjusting. All of these statistics are fundamentally based on the plant-level labor
demand equations, which our theory suggests may be a difficult object to identify or
estimate in the presence of firing costs.? Also, while unobserved variables are always
a potential problem, the theory points directly to how they can weaken the tests
based on labor demand, if not destroy their econometric validity. We argue that job
security provisions do have real effects and low (or perhaps no) power is the culprit
in the reported ambiguous findings.

The model is clear on one issue: firing costs drive a wedge between the marginal
revenue product of labor and its marginal cost (wage). This idea has been widely
explored in the literature analyzing the nature of labor adjustment costs (see the
review in Bond and Van Reenen (2003)).> We develop a new test statistic, showing
how to directly estimate the difference between the marginal revenue product and

the marginal input price using plant-level data. Our approach is robust to many of

1A large body of theoretical work has also followed. Depending upon the assumptions, some theory papers find a
positive effect of increasing firing costs on employment (Bentolila and Bertola (1990), Alvarez and Veracierto (2001)),
while others find a negative effect (Risager and Sorensen (1997), Bertola (1990), and Hopenhayn and Rogerson
(1993)).

2Sargent (1978) is the classic work on estimation of dynamic labor demand. Shapiro (1986) uses the Euler equations
to recover dynamic demand for labor and capital.

3Perhaps closest to this work are the ideas regarding adjustment costs developed in Caballero and Engel (1993) and
Caballero and Engel (1999), who demonstrate the existence of fixed costs of adjustment by forecasting the optimal
level of capital for plants, and then showing that the probability of adjustment is increasing in the difference between
this optimal level and the observed level of capital. Cooper and Willis (2001) and Cooper and Willis (2003) challenge
this approach, arguing that it is very sensitive to the modeling choice for calculating optimal capital. On the gaps
see also Gali, Gertler, and Lopez-Salido (2002), Caballero, Cowan, Engel and Micco (2004), and Eslava, Haltiwanger,
Kugler, and Kugler (2006).



the problems that we show can afflict the more traditional statistics. It is easy to
compute, in our data has significant power, and from the social planner’s perspective,
has a clear link to welfare, as increases in the absolute value of the gap are associated
with greater economic inefficiency.

Another advantage of this approach is the wide variety of specification checks
available, one for each of the freely adjustable inputs. While firing costs will affect the
demand for inputs that are easily adjusted, like materials and electricity, optimization
implies that they should not increase the gaps for freely adjustable inputs. We use
these gaps as “control” gaps. They tell us whether increases in the labor gaps - if
found - might be related to some other unobserved phenomenon that affects the gaps
of all inputs.

Using plant-level census data for Chilean manufacturing firms for the years 1979-
1996, we look for real effects induced by two significant increases in job security.
The first change, in late 1984, no longer exempted from severance pay firms that
could show “economic cause” for dismissal. Severance was set equal to no less than
a month’s wages per year of tenure, with a five month ceiling. The second change, in
1991, increased the ceiling to 11 months, and added a 20% surcharge if the employer
could not prove “economic cause.” Both Edwards and Edwards (2000), who use ag-
gregate time-series data, and Pages and Montenegro (1999), who use individual-level
employment survey data, find no effect of these increases on aggregate unemployment
levels, although the latter study does report that the young workers and the women
tend to lose to the older men.

Using production function estimates from a variety of estimators, for both blue
and white collar workers we find significant and substantial increases in both the
mean and the variance of within-firm gaps in response to increases in firing costs.
The timing of the increases in the gaps is linked to the timing of the increases in
firing costs. After the deep recession in 1982-83, which reduced both the mean and
the variance of the gap substantially, these moments are relatively unchanged until
they sharply increase right after the first increase in firing costs. They continue to
increase until 1987, and then level off until 1990. Then, the second increase in firing
costs leads immediately to an increase again in both the mean and variance of the
gaps. Almost all years after 1984 have average gaps that are significantly different
from the 1984 gap, and all years have a variance that is significantly different from the
1984 variance. Finally, we find no evidence that either the materials or the electricity
gaps increase in either their mean or variance.

We then turn to the question of what we would find if we used the usual statistics,



all of which are fundamentally based on plant-level dynamic labor demand. As
reported above, two studies have found no effects on aggregate unemployment. We
use the plant-level variation to estimate the labor demand equations using ordinary
least squares (OLS), a fixed effects estimator, and the Blundell and Bond (1998)
instrumental variables (IV) estimator. We find no evidence that the level of demand
falls nor do we find that the sensitivity to the wage systematically changes. We also
look at the coefficient on lagged labor, which is often expected to move toward “1” as
firing costs increase. While the IV estimates are consistent with this prediction when
all parameters of the demand function are allowed to freely vary across the three
periods, neither the OLS nor the fixed effects estimators display a similar pattern.

We estimate changes in the probability of plant-level adjustment in response to
job security, which conventional intuition suggests should fall as firing costs increase.
Our theory says this probability may not necessarily fall across all increases in firing
costs. In our data, with no controls the probability of adjustment increases from
82% to 86% as firing costs increase, and it remains increasing until we condition on
plant-level productivity and wage, lagged labor, and aggregate control factors.

We also look at whether the number of hires or fires, conditional on adjusting, is
attenuated toward zero, which intuition also suggests. Number of employees fired is
attenuated toward zero as firing costs increase, but the number of hires is increasing
in firing costs. These mixed results for the adjustment statistics are consistent with
the mixed results from the direct estimates of labor demand, as these statistics are
all functions of the labor demand function.

We also develop one additional statistic that is implied by the Lazear (1990)
insight. We calculate the implied wage change necessary to undo the distortion of
the job security legislation under several different scenarios. The actual change in
the average wage after the first dose of job security is several magnitudes larger than
what is necessary to offset the firing cost. There is no change in average wage after
the second dose. This new statistic also appears to be inconclusive in this Chilean
data.

We conclude the traditional evidence on whether firing costs have real economic
effects is inconclusive, both in our data and across the wide body of empirical work
in this area. In contrast, our gap statistic points to significant economic distortions
arising from firing costs.

The paper is organized as follows. Section 2 develops the theory. Section 3 in-
troduces the new gap statistic. Section 4 summarizes the key economic reforms in
Chile over the period that we examine (1979-1996). Section 5 describes the plant-



level data. Section 6 describes the estimation approach, and Section 7 reports the
evidence from the gap. Section 8 presents the traditional statistics, and Section 9

concludes.

2 Theory of Labor Demand with Firing Costs

We derive labor demand as the solution to an infinite-horizon problem for the firm
that faces firing costs.* The main results are as follows. Without firing costs, firms
respond to plant-level productivity and wage shocks by choosing a level of labor that
equates per-period marginal revenue with the wage. The inefficiencies introduced by
firing costs can be undone by efficient contracts. When not undone, the solution to the
profit maximization problem may not be unique, invalidating standard econometric
arguments necessary to motivate estimation of a labor demand equation. When labor
demand is single-valued (that is, a function), it is an implicit one and is not generally
linear in its arguments, potentially requiring weaker-powered non-parametric tests.
Finally, the theory does not agree with the common intuition that the probability
of adjusting is monotonically decreasing in firing costs, and that hiring and firing
conditional on adjusting is attenuated toward zero as firing costs increase.

All of these findings may help to explain the lack of evidence on a negative impact
of firing costs despite the many empirical studies investigating the question. Readers
not interested in the technical details underlying these results can skip to Section 3

for a discussion of our gap test and Section 7 for the results.

2.1 The Infinite Horizon Model

We assume output at time ¢ is given by the production function

Q(lt, 9t) = 9tf(lt)

which has a single input labor, with f(/;) increasing and concave and with produc-
tivity (or demand) shock 6;. Wages are exogenously set at w; per unit of labor. In
each period 6, and w; are realized before the labor decision is made for that period.

With no firing costs, the profit function for the firm is:

T = etf(lt) — wyly, (1)

4Caplin and Krishna (1986) develop an early infinite-horizon labor demand models that is similar along some
dimensions to this model.




and the optimal choice of labor in each period ¢ equates marginal revenue with

marginal cost:

* Wy
P =2, ©)
t
The firm fires in period ¢ if ’g—: is greater than ’g:_‘ll, and hires if ’5—: is less than %.5

With firing costs, per-period profits in period ¢ are given by current profits
minus the costs associated with adjusting labor:
(0, we, ly) - C(ly—li-1; F,c) (3)
= 0uf(ly) —wily — C(ly —li_1; F ),
where
. _ F+C*|lt—lt_1| iflt<lt_1
C(lt — ltfl, F, C) = { 0 if lt 2 lt_l (4)
The per-unit labor cost of firing we denote c.® We write it as linear in workers because
this is way the cost enters the firm problem in Chile and many other countries. There
is also evidence of non-convex adjustment costs for labor (e.g. Hamermesh (1989),
Pfann and Palm (1993), and Cooper, Haltiwanger, and Willis (2004)). We include a
fixed cost F' of adjustment to allow for this possibility.
At time ¢, given [;_;, the expected discounted profits for any given sequence of

future labor levels {l,}°, is

W(et, W, lt) - C(lt - lt—l) + Et[ Z Bs_t(ﬁ(es,ws, ls) - C(ls - lsfl)) ]a (5)

s=t+1
with 8 < 1 denoting the discount rate and F; denoting the expectation conditional
on the information available at time ¢, and (F),c) suppressed throughout. The un-
certainty about the future arises because (6, w;) evolve probabilistically. We assume
they follow a first order Markov process, and we write the transition probability
function as dP(¢',w'|f,w).” The firm observes (;,w;) before choosing ;. With
(0, w;) known, beliefs about probabilities associated with any sequence of outcomes
{0, ws}32, . | determine the expected value of any contingency plan {/,}32,. ;.

It will be useful for our analysis to consider the recursive value-function represen-

tation:®

V(gt, Wy, lt—l) = max; Qtf(l) —wyl — C(l - lt—l) + ﬁv(gt, Wy, l)a (6)

5We abstract from the entry/exit decision because the main issues can be illustrated without adding this compli-
cation.

6We abstract from differences in severance payments that arise from differences in tenure of employees because we
do not observe matched employer-employee data.

1t is straightforward to allow the conditional distribution of § to be higher order Markov.

8Standard regularity conditions must hold to ensure the solution to this functional equation is the same as the
solution to maximizing the sequential problem in (5). See Stokey and Lucas (1993).




where V' (6;, wy, l;_1) is the expected discounted profits at time ¢, and the continuation

value of being at (0;, wy, () is

V(0 wn, ) = / VO, w, 1)dP(0', w0, w).
0w
Labor demand at time ¢ is then given by
U (0, wi, li—1) = argmaz; ( 0.f (1) — wid — C(l = lizy) + BV (6, wi, 1)) . (7)

We divide firms into two groups: those that adjust their labor, and those that do

not.

2.1.1 Adjusting Firms
Lemma 1 summarizes the first-order conditions that hold for adjusting firms.

Lemma 1. Assume V() is differentiable in I. When If > I;_,, I} satisfies

(eta Wy, l:tk)

ov
0/ 05) i+ p ) ®

When I < I;_,, I} satisfies:

8V(9t, We, l;)

Htfl(l:) — (’U)t - C) + ﬁ ol

=0. 9)

Proof

The result follows directly from optimization when an interior solution exists.#

In the special case when ¢ = 0, the continuation value is unaffected by the choice of
labor in the current period, so both (8) and (9) reduce to the “myopic” per period
maximization solution that we reported earlier in the case of no firing costs.

We use a perturbation approach to recover the change in the continuation value
arising from a small change in labor. We amend the standard two-period Euler
equation approach to accommodate the possibility of periods of non-adjustment by
pushing the optimal program forward until the firm adjusts again, as in Pakes (1994).
Let the variable 7 take on positive integer values, and define the next adjustment

time as t + 7%, so 7" is given as

7" = min ;> {I" (Opr, Wegr, ) # 1t } (10)

7* is a random variable from the firm’s perspective because it does not know with

certainty the next period in which it will adjust.

Corollary 1 is the first-order condition.



Corollary 1. When [} > I}, I} satisfies

Htf'(lf) — W .
+ B BT O (1) = weer)] (11)
— BT, <} d =0,
When I} < l;_y, I} satisfies:

O.f'(U7) — (w—c)
+ B0 B Our () = wisr)] (12)
— EBT ;. <l;}d =0,
See Appendix for proof.
I is the solution to (11) or (12). It equates expected marginal revenue with ex-
pected marginal costs, accounting for possible periods of non-adjustment. Comparing
(11) and (12) to (8) and (9), it is apparent that 3 M

terms given by the expectations. Hiring costs would add an additional term to each

is equal to the additional

expression, further complicating the solution.

The main results are as follows. With non-convex adjustment costs, there could be
multiple levels of [ that satisfy this equality, and proving uniqueness without stronger
assumptions is difficult (see e.g. Caballero and Engel (1999)).° If we assume it is
a function, it is an implicit one, and may be non-linear in its arguments, requiring
non-parametric techniques which can weaken the power of any test using estimated
labor demand. Also, as application of the implicit function theorem to (11) and (12)
shows, the probability of adjusting is not necessarily monotonically falling as firing
costs increase. Similarly, and hiring and firing conditional on adjusting are also not
necessarily attenuated toward zero as firing costs increase.

Corollary 1 may be easier to interpret if we write down the first-order condition
for a firm that knows the next period of adjustment 7* and is hiring labor in period
t. Let Fyyx(0y, wy, by, C) = Ey[1{l}, < l}}] denote the probability of the event that a
firm fires k£ periods from time ¢, given what is known at ¢. We denote this probability
as Fi.x throughout. Conditional on knowing the next period of adjustment 7* we
write Fy g|,-, and note that for £ < 7* the probability of firing (and hiring) is equal

to zero. Labor demand [; then satisfies

Otf’(lf) — Wt
+ Et|7 D> ! BT (Opr f'(17) — wiyr)] (13)
- /B F;H—T*\T*C_O

9They are only able to prove that their investment policy function does not have an infinite number of solutions.



For example, when 7% = 2, (13) implies | = [} satisfies

O.f'(l;) — wi
+  Egre=2) B0 f'(If) — wiy1)] (14)
- 52F(t+2\7*:2)0 = 0.
The firm accounts for the one period of inactivity by adding to the first-order condi-
tion expected discounted marginal revenue less expected discounted marginal costs
for that inactive period, evaluated at 6,1, w11, and [;. The additional liability of
the new worker is accounted for by the expected discounted firing costs times the
expected probability of firing. (11) and (12) generalize to the case of 7* unknown.
For the simplest case of dynamics, Corollary 2 illustrates when increases in firing
costs attenuate hiring and firing toward zero. Specifically, we consider a firm that
adjusts this period and believes with probability 1 that it will adjust again in the
next period. Let F; be the derivative of the probability of firing workers in the next
period with respect to an increase in the number of workers in the current period,
and F, be the derivative of the probability of firing workers in the next period with
Fec

respect to an increase in firing costs this period. Define ep, = Fopy @S the elasticity

of the probability of firing tomorrow given an increase in firing costs today. The

expectation of the probability of firing tomorrow - F;,; - is taken with respect to

7* = 1 throughout, although we do not explicitly write the conditioning argument.

Corollary 2. Assume a firm adjusting this period believes with probability 1 that it
will also adjust next period. If F; > 0, then hiring becomes increasingly attenuated as

c increases if ep. > —1, and firing becomes increasingly attenuated as c increases if

1
€re < Prar 1

See Appendix for proof. In this case the change in the continuation value from
Lemma 1 is given by the change in the expected firing costs —GF;;c.

For hiring firms the requirement for monotonically declining hiring is that the
probability of firing next period not fall too much in response to the increase in firing
costs. When F, < 0, if

€Fc < _17

BFyi1c decreases toward zero as ¢ increases, which works to increase the number of
hires, as (8) shows. The fall in the probability of firing is high enough such that the
negative effect of the increase in the firing cost (to be paid in the future) is offset by
the fall in the future probability that this worker is fired.”

10With F, > 0 the monotonicity follows trivially.




For firing firms, the requirement for monotonic attenuation of number fired in c is

EFec — 1.

P ——
ﬁﬂ-}—l

Since ﬂF—tH —1>0, F, <0 yields monotonicity.

More general cases are more difficult to characterize because of the additional
terms in Corollary 1 associated with the periods of non-adjustment. Similarly, all
of the analysis for this simple case has assumed F; > 0. If the probability of firing
is decreasing the number of laborers that are employed, then these results must be

revisited, as the number of possible outcomes increases significantly.

2.1.2 Non-adjusting Firms

For firms that do not adjust their labor, optimization tells us that, given their current
level of labor /;_; and productivity outcome 6, the firing costs exceed the change in
profits that the firm would obtain at any alternative attainable level of labor:
Cll—=1li1;¢) >0:f(1) —wl+ ﬁV(Gt, l,_c) (15)
—Osf (1) —wly 1+ BV (0, l;1;¢)) VL.
We derive the implications, simplifying the analysis slightly to ease exposition by
assuming wages are permanently fixed at w and there are no fixed costs of adjustment.
Given [;_; and firing costs C(+; ¢), define O, be the set of f such that the firm does
not adjust labor:

0. = {0: (0F(1) —wl) — Of (o) — wl_y) <

O~ lr; ) + BV (0, ls; ) — V(6,150)) V}. (16)

We suppress this set’s dependence on [;_;. The implications of (16) for how the
probability of adjustment changes as firing costs increase are not obvious. Lemma
2 provides a set of sufficient conditions such that the probability of not adjusting is
weakly increasing in firing costs. The result relies on how, as firing costs increase,
the difference in continuation values changes for firms with the same 6 but different

levels of labor.

Lemma 2. Given l;_1, if

o*V(0,1;¢)
bl R A
oloe - (17)
and _ _
oV (0,li_i:c) = V(0,1;
‘l_lt—l‘ Zﬁ' ( ( ) U1 1,0) ( ) 76))‘ Vl<lt_1, (18)

Oc

then the probability that a firm does not adjust its labor is weakly increasing in firing

costs c.

10



See Appendix for proof. If the condition is to hold in the aggregate, it must hold for
all possible initial labor levels l;_.

We interpret the conditions. The first assumption is related to the fact that

3V(g;l,c) <0,

as for any (6, 1) the value of being in operation decreases as firing costs increase. (17)
requires firms with the same productivity shock but more labor to experience greater
decreases in value as firing costs increase. Intuitively, if one firm has more labor than
another, then the firm with more labor has its total potential liability in firing costs
increase more than the firm with fewer laborers. This assumption ensures that firms
with a given (0,l;_,) that do not find it profitable to hire when facing ¢ continue to
not find it profitable to hire for ¢ > c.

The second assumption ensures that firms that do not want to fire given their
current (#,l;—1) and c continue to not want to fire for ¢ > ¢. For a firm that
currently has [;_; employees and wants to fire |l — [;_;| employees, the marginal
increase in firing costs for a small increase in ¢ is |l — [;_;|. This assumption requires
the marginal increase in firing costs VI < [; ; be greater than the expected increase
in future discounted values between a firm with /;_; and [ employees that occurs in

response to this increase in firing costs.

2.2 Undoing the Distortion with Contracts

If there is efficient bargaining between the worker and the employer a contract can
be written specifying a side payment from the worker to the firm that fully offsets
the firing cost (Lazear (1990)). Consider one such scheme for the 2-period case with
no discounting and a constant wage.!! The firm pays w in period 1 to the worker,
with the worker agreeing to set aside c¢ until period 2. In period 2, if 6, < 6, each
worker who is fired receives c. All retained workers receive w + ¢. If 6, > 6;, then
retained workers receive w + ¢ and new hires get w.

This contract allows the firm to pay firing costs out of the worker’s salary from the
previous period. The optimal choices of labor and the hiring and firing rule remain
unchanged from the non-distorted setting. The marginal cost faced by the firm is
w in each period regardless of whether the firm hires or fires. Workers’ labor force

participation choice is also unaffected, as they receive the same wage as in the regime

11 This contract can be written for the infinite-horizon case, with the firm and the worker agreeing to a similar
arrangement period-by-period.

11



with zero firing costs. Since no distortions are introduced into the market, efficiency
means welfare continues to be maximized.

Lazear (1990) argues that the inefficiency may be difficult to undo using side
payments for many practical reasons. In particular, workers must be willing to make
the side payments to the employer or into an insurance fund; apprehension on the
part of workers regarding the future severance payment could prevent the distortion’s
undoing.'? Also, from an efficiency standpoint, firing probabilities are dependent on
worker characteristics and firm layoff experience, so any unemployment insurance

plan that does not condition on these factors is not going to maximize welfare.

2.3 Imperfect Competition and Strategic Interactions

With imperfect competition or when firms’ strategically interact with one another,
current choice variables are a function of all relevant state variables. We consider the
case without firing costs first, so labor is not a state variable, and we suppress the
time index. Asin Section 2.1, firms differ in their productivity level, which is either an
efficiency difference, a demand difference, or both. We assume J single-product firms
compete against one another in a differentiated product setting.!® Labor demand for
firm £ solves
Q)

Pk(l + GPka) * W =w,

where P, and @) are price and quantity sold of &, and ep, ¢, is the elasticity of the
price of k£ with respect to quantity sold. Nash behavior requires that labor choices are
best responses. When goods are substitutes, the price and quantity demanded of good
j will be a function of the entire vector of plant-level productivities (and the wage),
so the functions Pg(-) and €p, g, (-) are written with arguments Py (0", ...,67, w) and

ep.qr(0',...,07 w). Labor demand is thus also a function of the same arguments:
=1k .07 w).

Estimation of labor demand using (', w) as the two regressors in a market with
competitors is misspecified, as there are multiple values of [*! associated with (01, w).

With firing costs or more complicated forms of strategic interactions, labor demand
for firm £ is determined by the wage, firm k’s productivity, all competing firms’

productivities, and similarly own- and competitor- stocks of labor:

l:k :lf(ltl—la"-71%]—1701}7""05711]0' (19)

12Even if the workers are willing to make side payments, other problems exist, including potential moral hazard
problems like workers attempting to obtain the severance package early, or agency problems like managers colluding
with workers to extract excess severance payouts in the face of full insurance.

13With multi-product firms, the analysis is more complicated, but the result is similar.

12



Again, estimation of labor demand using only (I¥ ,,0% w;) as regressors is misspeci-
fied, as

=1, 07, wy)

is a correspondence.

3 The Gap Methodology

In models where job security policies are not undone through contracting, Section 2
tells us that firing costs drive a wedge between the marginal revenue product and the
marginal input price (the wage). From a social planners’ perspective, firms should
choose labor to equate the wage w;; with the marginal revenue product (MRP), given
by

90:
MRP, = Py 222
ol
where % gives the increase in output associated with a small increase in labor. We

define the gap, G, as the difference:
Git = MRPy — wy.

In a setting with price-taking firms and no distortions, G;; is zero. With firing cost
distortions, imperfect competition, or strategic interactions, equations (11), (12), and
(19), illustrate the extra terms entering G;;. We start by focusing on the absolute
values of the gaps, concluding as a social planner might that an increase in the average
gap is suggestive of a negative impact on economic efficiency.

In order to estimate the marginal product of labor at the firm level, we posit a

Cobb-Douglas production function:

Qi = Bsli, + Buliy + Brkit + Bmmir + Beeir + BsSit + i

where ¢;; is the log of the real output, m;; is log of real value of intermediate materials,
I5, is the log of the number of skilled (white collar) employees, I% is the log of the
number of unskilled (blue collar) employees, k;; is the log of the real capital stock
employed, and S;; is log of the services used by firm 7 in year ¢.

The error, ¢;, is assumed equal to
€it = Wit + Nit,

with w; the transmitted component of the firm specific productivity shock, and 7;;

the firm specific iid shock. We assume w follows a first order Markov process (as in

13



Olley and Pakes, 1996). The latter error is assumed to have no impact on the firm’s
decisions, while the former can be correlated with input choices.

Given the production function specification and observed input levels, the marginal
product is straightforward to calculate once one determines what “error” should be
conditioned upon. For example, if both w;; and 7;; are productivity, then ; should

be conditioned on in the calculation. With the Cobb-Douglas production function,

for skilled labor, firm 7 operating in year ¢ has a marginal product (%) given by:
86’28 it (18 — u Q’L
T — e (1300 05 ) P (S () = B B2
it

If n;; is measurement error, then we will only want to condition upon w;; when the
marginal revenue product is calculated. In this case, given the first-order Markov
assumption on wy, we predict w;; given w;_1 by projecting &; on a polynomial in
€i1—1 and then calculating the marginal revenue product at this predicted value. We
experiment with these different approaches when we get to the data.

We look at the absolute value of the gap between marginal revenue product and
marginal input price for skilled and unskilled labor, G, and G}, and for materials
G7} and electricity Gf;:

G}, = |MRPj; — wj|

Gi, = [MRFj; — wy
Gi; = [MRF — Py
Gi, = [MRF; — Py,

where P is the price for materials and Pj is the price for electricity. These gaps are
linear in the marginal revenue product and the wage. In terms of rates of convergence,
\/n consistency of the gap follows directly from y/n consistency of estimators for each
of these components, which is often trivial to establish for commonly used production
function estimators. This contrasts with the slower convergence rates for estimators
of labor demand when it is regarded as a non-linear function of its arguments and
non-parametric estimators must be used.

In many cases, an aggregate output price deflator is used to translate observed
firm revenues P;;();; into units of quantity. We denote this aggregate price index P,.

When P;; # P,, a new term enters into the residual:

it = Wit + Mit + NPy — InP;.
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If this new source of error (InP; — InP;) is uncorrelated with input choices, then
no further estimation questions related to the production function are raised beyond
simultaneity of inputs and w.'*

When calculating the marginal revenue product we will want to include plant-
level price differences. If we include the full residual £;;, then we are calculating the
marginal revenue product using the entire difference between the firm price and the
aggregate price index, and assuming that 7; is all productivity. If we regress &;
on £;_1, we get a forecast of the expected value of w;; plus the expected difference

between firm price and the aggregate price index.

3.1 Markups and the Marginal Revenue Function

The analysis does change if we forsake recovery of the production function parameters
and instead resolve ourselves to estimation of the parameters of the marginal revenue
function. From this perspective, the marginal effects of varying input levels on rev-
enue are recovered from regressing the log of deflated total revenue on log-levels of
inputs.!® Setting aside estimation issues, the recovered coefficients from the revenue

production function reflect both the marginal product and the markup. This means

9Q;
ol

single-product firm, using estimates of the revenue production function produces an

estimated gaps will reflect both P; % and a markup term. For example, with a

estimated gap:
Qi
ol — Wit,
where €p,(,, is the elasticity of price with respect to quantity. The new term reflects

Git = Pz't(l + GPitQit) *

lost revenue on infra-marginal demand due to the fall in price caused by increasing
labor, which increases quantity.

If information on demand elasticities are available, they can be combined with
the plant-level information to hold this part of the gap constant. The analysis can
proceed as before, looking at the absolute value of the gaps.

When demand elasticities are not available, we must restrict ourselves to looking
at changes in gaps for plants that have positive gaps, as Figure 3 illustrates. Firms
with positive gaps are firms for which marginal revenue exceeds the wage. Their
output is less than monopoly output, denoted Qrronoporist- From the point of view of
the social planner, if these gaps become larger, welfare falls, as when we move from
D to E in Figure 3.

14 Additionally, we could use the alternative proposed in Griliches and Klette (1996) and used in De Loecker (2005),

deriving this term based on assumptions made on the demand system.
15The aggregate price deflator is still used to control for inflation.
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For firms where both gaps are not positive, the existence of the markup term makes
analysis of the change in the absolute value of the gap ambiguous. For example,
consider a negative gap that becomes more negative in response to firing costs. If
this reflects a move from A to B, then the absolute value of the gap increases but
economic efficiency improves because the price-wage gap falls. It is also possible to
find cases where the measured gap becomes more negative and economic efficiency
decreases, as with a move from A to C. Similar examples of this type of ambiguity
can be told for firms that have positive gaps that become negative, and for firms that

have negative gaps that become positive.

4 The Chilean Job Security Reforms

Workers in Chile have traditionally been provided with job security through three
means: advance notices for dismissal, limitations on the use of fixed-term labor con-
tracts, and severance payments on dismissal.'® Over the 1979-1996 sample period,
advance notice was unchanged at one month, and we know of no evidence of sig-
nificant changes in the use of fixed-term contracts. Severance payments did change
substantially on two occasions, particularly for workers that were fired for “economic”
reasons. We look at these changes for evidence of an impact on economic efficiency.

There are two types of fired workers in Chile, those fired “justly” and those fired
“unjustly.” “Just cause” was defined in the Immobility Law of 1966, and it stated
that criminal behavior and absenteeism (for example) qualified as reasons to fire
someone without paying severance. Under this law economic and financial needs
were technically “just.”

In 1978, the Pinochet administration started requiring firms to pay one month’s
wages per year of service, subject to no upper limit, for any worker dismissed for
“unjustified reasons.” The Labor Plan of 1980 formalized this arrangement, mandat-
ing that severance packages be part of the overall job contract negotiated between
the employee and the employer. It applied to all labor contracts signed after August
1981, and it restricted the minimum severance package for “unjustified reasons” to
one month’s wages per year of service, subject to a maximum of five months.

We first look at the impact of the enhancement in job security that occurred
in June 1984, when economic and financial needs were reclassified to “unjustified.”
Then, in December 1990, the new democratic regime strengthened the provision.

While technically reclassifying firings for economic and financial difficulties as “just,”

16 This section draws heavily from the comprehensive treatment given in Edwards and Edwards (2000).
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the severance package for unjust firings became the package for “just” firings, and
it was further strengthened by raising the maximum severance package from five to
eleven months’ wages, one month per year employed. The law also placed the burden
of proof of economic cause on the employer, charging the employer a further 20%
penalty when the case could not be established to the satisfaction of the court.
Pagés and Montenegro (1999) construct an index that reflects the expected present
value of the firing costs associated with hiring a given laborer. Let 3 denote the dis-
count factor, § the probability of retention, b the cost of advance notice, a; the prob-
ability that economic difficulties of the firm are considered “just,” S7,, the payment
under justified cause, and S{QS the payment under unjustified dismissal. 5~ x(1—6)

is then the probability of firing after s years.!” The index is given as
T
Co= B0 x (1= 6) % (b+ Sy, + (1 — a)SHL,)
s=1

Figure 2 is calculated using their best estimates for a firm in Chile, with £ equal to
0.92, 6 equal to 0.88, b equal to 1, a; starting at 0.8, falling to 0 from 1985-1990, and
then increasing in 1991 to 0.9, S/, zero until 1990 when it increases to one month’s
pay for every year worked up to 11 months maximum, and St(is at one month’s pay
for every year worked up to 5 month’s maximum, for 1981-1990, and then increasing
to 1.2 month’s pay for every year worked up to a maximum of 11 months.

Figure 2 shows that firing costs in the pre-1984 period were low, close to 0.75
months of wages, and were primarily determined by the cost of advance notice. Job
security was then significantly enhanced by the reform in mid-1984, and then again
by the reforms of late 1990. By the end of the sample period the average expected
cost of firing at hiring had increased to more than three months wages in Chile. To
put this into context for 41 OECD and Latin American countries together, Chile went
from having one of the smallest levels of firing costs to being above the median of 2
months wages, although remaining well below the 10-14 month range of Colombia,
Brazil, Peru, and Ecuador (see Figure 1).

There are a number of other political and economic changes taking place over the
sample period, many of which have been analyzed elsewhere. The Labor Plan reduced
payroll taxes substantially in 1981. Gruber (1997) reports that these reductions were
fully passed on to wages with no effect on unemployment. The bargaining power of
unions was relatively low through the 1980s under the military government, but in-

creased under reforms introduced by the democratic regime in 1991. Using aggregate

17 A more comprehensive approach would have indices for both the firm and the worker, Cijt, although this calcu-
lation would require matched employer-employee data.
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data and time series analysis, Edwards and Edwards (2000) find that reduction of
payroll taxes and decentralization of bargaining increased labor market flexibility and
contributed to a reduction in employment. Finally, there was a severe recession in
1982 related to the Latin American debt crisis and the fall in copper prices, a major
Chilean export. The recovery was also quite remarkable, with wages increasing at
5% a year and unemployment falling from 17% to 5.5% in the post-recession period.

Our empirical approach uses the 1979-1984 as the control period, and compares
the two treatment periods, 1985 to 1990 and post-1990, to look for evidence of an
impact on efficiency. We condition on as many potential confounding factors that we
observe, like unemployment, plant-level and aggregate output, and plant-level wages
and productivity. We also look closely at the times when the reforms were put in
place - before and after - in order to try to control for other unobserved confounding

factors.

5 The Data

We use the annual Chilean Manufacturing Census (Encuesta Nacional Industrial
Anual) conducted by the Chilean government statistical office (Instituto Nacional de
Estadistica). The survey covers all manufacturing plants in Chile with more than
10 employees and has been conducted annually since 1979. Our data covers the
seventeen year period from 1979 to 1996. There are about 5000 firms every year,
with an entry rate and exit rate of about 5 percent over the panel period.

This survey has been used in a number of previous studies.'® The survey pro-
vides an industry indicator, and measures of output, inputs, wages, employment and
investment. A detailed description of how the longitudinal samples were combined
into a panel from 1979-1986 can be found in Liu (1991). We extended this to 1996
following broadly the procedure used by Liu. Further, we supplemented the raw data
with additional information on price series for output, machinery and inputs from
other sources including IMF’s TF'S database, data on price indices obtained from the
Chilean government statistical office, and also with data from Edwards and Edwards
(2000) and Edwards and Edwards (1991).'

Plant-level real output is total revenue deflated with a 4-digit industry output
deflator obtained from the Web site of the Chilean Government’s statistical office.

Industry real output is the sum of these plant-level real outputs by 4 digit (ISIC)

183ee Levinsohn and Petrin (2003), Pavcnik (2000), Roberts and Tybout (1996), Hsieh and Parker (2006)), for
example.
19We thank Andrés Hernando for providing us with some of these deflators.
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industry. Real materials and services are both aggregates at the plant-level, and each
have their own 3-digit price deflator.?’ Electricity usage is separately reported from
other energies, and it has its own deflator.

At each firm we observe the total wage bill and total person-years for several types
of laborers, and we perform the standard aggregation into blue collar and white collar
workers. The components of the wages are given as Wages, Bonus, Payroll Taxes,
and Family Allowance Taxes. While there is not an explicit category for firing costs,
our understanding is these costs appear in the wage bill when they are incurred by
the firm.?! We divide total wage bill by number of workers to get average wage. The
real wage rate is obtained by deflating the wage rate using the output deflator.

The real capital series is constructed using the perpetual inventory method. Data
on book value of capital is available for the years 1980-81 and 1992-96. We use
the same methodology as Liu (1991) to construct the capital series for all firms
for which we have data on book value for 1980-1991. For other firms, we build
capital series backward and forward using the data on book value available for 1992-
96. As in Liu, we assume a 5% depreciation rate for buildings, a 10% depreciation
rate for machinery, and a 20% depreciation rate for vehicles. We use a deflator for
the construction sector to deflate investments in buildings and use a deflator for
machinery to deflate investments in both machinery and vehicles. The capital series
we use is constructed using the 1980 base year, where firms with missing values for
this year are replaced using the capital series constructed using 1981, 1992, 1993,
1994, 1995 and 1996 in that order.

We examine general trends in the average real wage rates in Figure A1 and unem-
ployment and inflation rates in Figure A2. Using the plant-level data, we find that
both blue and white collar real wages dropped till about the mid 1980s and then
grew through the late 1980s and early 1990s, starting after unemployment levels out
around 5% in 1987. The spike in unemployment rates in the early 1980s seem to be
driven by the deep recession around the same period. The overall trend in the real

wage rate seems to be strongly influenced by macroeconomic trends.

6 Estimation

Our goal is to estimate the marginal revenue product and the marginal input price.

For the marginal revenue product, we estimate the gross output production function

20Qver 30,000 plant-year observations report zero fuel use, so we deflate fuels with its own aggregator and combine
them with materials. Results are robust to dropping these observations. Services purchased include freight, insurance,
rent, accounting, communications, advertising, and technical support.

21Dr. Alejandra Cox-Edwards advised us on this point. Our results are robust to using only Wages and Bonus.
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separately by 3-digit ISIC code for the 27 industries that have more than 100 obser-
vations over the entire sample period. We use the Levinsohn-Petrin (2003) estimator
(LP), which is easy to calculate and addresses the simultaneity problem raised in
Marschak and Andrews (1944).%22 We also report estimates from a plant-level fixed
effects specification, which allows for a potential simultaneity problem but imposes
w; = w; for all t. We focus on the LP approach because it allows w;; to vary over
time and be correlated with input choices, although our findings are robust across
these and other estimators.?

The second component of the gap is the marginal cost for the input. Our data is
annual, so for labor this is the wage that must be paid for an additional year of labor.
At each plant we observe total annual wage bill, which we divide by the number of
laborers to get an average plant-level wage. Our approach requires this average wage
to be a good proxy for the marginal wage. We discuss several estimation issues that
may arise.

As mentioned earlier, our understanding is that plants add firing costs to reported
wages when they are incurred. For plants that fire workers, this causes the estimated
average wage to be higher than the marginal wage, and this difference is likely to
systematically change in response to increases in firing costs, potentially confounding
our gap analysis.

We estimate the size of this error using an observed probability of firing of 39.2%
(from Table 6), an observed average fraction of workers fired given a firing spell of
17.9% (from Table 7), and an average tenure of 5 years for workers, which leads
to maximum payment for the first increase in firing costs. The product of these
terms suggests that the estimated average wage overestimates the marginal wage
by 2.8%. This quantity is small when compared to the size of our estimated gaps.
More importantly, though, is that approximately 70% of the estimated gaps for both
blue and white collar labor are positive.2* For these plants, the error reduces the
magnitude of the estimated gap relative to its true size.

Increases in firing costs may lead to a more intensive use of overtime relative to the
hiring of new workers. If there are no overtime premia, there is no bias. If overtime
premia are being paid and the marginal worker would be hired with overtime, then

the average wage equals the marginal wage. For example, if firing costs lead a firm

22Gtata code is available for this setup, the gross output production function setup, and other formulations of the
Levinsohn-Petrin estimator. See Petrin, Levinsohn, and Poi (2004).

230ther proxy methods are Olley and Pakes (1996) and the modified-LP estimator suggested by Ackerberg, Caves,
and Fraser (2006), which uses the same invertibility condition as LP but only a subset of the moments proposed by
LP for estimation.

24This fraction is almost the same for firms that are hiring, firing, or doing neither. It is also similar across blue
and white collar workers, as 98% of firms with a positive blue collar gap have a positive white collar gap.
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to hire two workers with overtime instead of three workers without overtime, then as
long as all current workers are being paid overtime, there is no measurement problem.
If the marginal worker would not be hired with overtime, then the average wage is
higher than the marginal wage. Similar to the firing cost case, for the 70% of plants
that have positive gaps, overtime premia lead to underestimates of the gaps.

In our data there is variation in the wage rates across plants for both blue and white
collar labor. If these differences exist because of market imperfections, then these
wages are the marginal wages and there is no measurement problem. If they reflect
differences in labor quality, then labor quality is measured with error. The estimated
average wage remains correct, but the marginal revenue product will be estimated
with error for two reasons. First, the measurement error affects the consistency of
the production function estimates. Second, since the marginal revenue product is
declining in inputs, we will over- (under-) estimate the marginal revenue product for
plants with labor that is of higher (lower) quality than that measured.

We do not allow the production function estimates to vary by firing cost regime.
Presumably the amount of measurement error in labor quality does not change in
response to increases in firing costs. For these reasons we do not believe this error
in the marginal revenue product would vary in a way that would lead to finding
larger gaps in periods of higher firing costs. Indeed, if the error is akin to classical
measurement error, it works in the opposite way, weakening the power of the gap as

a test statistic. We now turn to the results.

7 The Gap Results for Chile, 1979-1996

Over the entire sample period we observe 54,230 gaps for blue collar, with 15,599
observations from 1979-1984, 17,834 observations from 1985-1990, and 20,797 obser-
vations from 1991-1996.2% Before conditioning on plant-specific differences and other
observed control variables, we analyze the unconditional means and medians of the
gap distribution. We work in levels - thousands of 1979 Chilean pesos - so changes
in the gap are comparable to the observed annual wage.?® In our data blue collar
workers are paid on average 83 thousand pesos a year and white collar workers are

paid 160 thousand pesos a year. The average (median) unconditional gaps for blue

25For four of the smaller twenty seven industries, there is not sufficient variation to identify the capital coefficient
using the LP estimator. The fixed effects estimator protects against fewer endogeneity problems but dispenses with
less variation, adding back these 6,500 plant-year observations (see Table Al). Results are very similar across the
two estimators.

26 As we note later, the robustness results include log specifications, and the results are similar to what we report
for the levels specifications. When working in levels, we replace the biggest 2% of the gaps with the value of the
98%ile, and similarly for the smallest 2% of the gaps (we “Winsorize” the observations).
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collar labor across the three periods are 105 (36), 146 (45), and 182 (41) thousand
pesos. The average (median) unconditional gaps for white collar labor across peri-
ods are 173 (90), 213 (101), and 253 (106). While the magnitudes change when we
condition on additional covariates, this pattern of increases is remarkably robust.

We also analyze changes in the dispersion of plant-level gaps. We design our
dispersion measure to maintain the same units as the gap measure. We predict
expected plant-year gaps by regressing observed plant-level gaps on plant fixed effects
and two indicator variables that allow changes in firing costs to affect the prediction,
one for 1985-1990 and one for 1991-1996. We then deduct the prediction from the
observed plant-level gap, and take the absolute value. We find that the average
(median) dispersion for the blue collar labor starts at 101 (73), then increases to
125 (90) for 1985-1990, and increases again to 145 (106) for 1991-1996. For white
collar the average (median) dispersion across periods increases from 140 (118) to 157
(124), and then to 174 (131). Overall, both the first and second moments of the
unconditional gap distribution increase as firing costs increase.

In Table 1 we report the regression analysis for blue collar labor, white collar
labor, materials, and electricity. In each column the absolute value of the gap for
the input is the dependent variable. All regressions include two period-indicators
for the different degrees of job security, one for 1985-1990, and one for 1991-1996.
Columns 2, 4, 6, and 8 also include the industry output growth rate as a control.
The fixed effects allow for base-period plant-specific gaps, so the magnitudes of the
period dummies are identified by within-plant variation in the mean gap over time.

The regressions suggest that the base-period average gap for blue collar labor was
99 thousand pesos per year, and for white collar workers it was 175 thousand pesos
per year. In the first period of treatment - with a maximum of five months severance
pay - the blue collar gap increases significantly by 20 thousand pesos, while the white
collar gap increases by 9 thousand pesos, although insignificantly. In the second
period - with a maximum eleven months firing costs - the blue collar gap significantly
increases another 13 thousand pesos. This second change in job security also increases
the white gap by 15 thousand pesos relative to the first period, and this white collar
change is statistically significant. The estimates are robust to controlling for changes
in industry output, and to the other regressors described in the data section.

We also regress the dispersion measure on the period controls and plant fixed
effects, and report these results in Table 2. Similar to above, the fixed effects allow
for base-period plant-specific dispersion, and the time-period variables ask if this

dispersion has on average increased in response to increases in firing costs. The
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results are starker than those associated with the absolute values of the gaps. For
blue collar labor dispersion starts at 102 thousand pesos, then increases first to 122
thousand pesos and then to 145 thousand pesos. The white collar dispersion starts at
144 thousand pesos, increases to 157 thousand pesos, and then ends at 170 thousand
pesos. All changes are statistically significant at 1%.

When markups exist, they enter as an additional term in the gap. Figure 3 shows
that markups require us to restrict analysis to plants that have positive gaps in
juxtaposed years; they are the only observations for which we know that economic
efficiency decreases as the gap increases (and vice versa). Of the 54,230 observations
from the base specification, 71% are positive, and almost all of these observations are
juxtaposed next to positive gaps, leaving us with a sample size of 37,923 observations
for blue collar labor. For this subsample, we rerun the regressions in Table 1.

While the base period gaps in Table 3 are slightly larger than those in Table 1 for
both blue and white collar labor, the increases in the gaps are more pronounced. For
blue collar labor the average gap increases from 113 to 143 thousand pesos, and then
increases again to 159 thousand pesos in 1991-1996. For white collar the gap increases
from 197 to 225 thousand pesos, and then climbs again in the second treatment period
to 230 thousand pesos. When we use the plant-specific dispersion measure for these
plants as the dependent variable (as in Table 2), the results are similarly striking.?”
Blue collar dispersion increases by 50 thousand pesos on a base period of dispersion
of 114 thousand pesos, and white collar labor increases by 38 thousand pesos on a
base period of 162 thousand pesos. All of the estimated coefficients for blue and
white collar labor for both the gap and the dispersion are significant at 1%. One
interpretation of these larger and more precise estimates is that the results in Tables
1 and 2 suffer from the noise that markups add, and this noise is most pronounced
for white collar labor.

As control inputs we examine the gaps for materials and electricity, which are
reported in Tables 1-3. Since these inputs are not directly affected by the job security
provisions, we expect to find no concurrent increases in their gaps, similar in spirit to
a difference-in-difference type estimator. For both materials and electricity, Tables
1-3 show that the average gaps and the dispersion in the gaps fall relative to 1979-
1984. A difference-in-difference estimator would thus make the results from Tables
1-3 more pronounced.

We now look more closely at the year-to-year timing of the changes in gaps. Figure

4 plots the coefficients on the year dummy variables that come from regressions similar

27 All unreported results are available from the authors on request.
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to those reported in Tables 1-3, but that include the year-to-year dummy variables
as opposed to just the two period controls. The 1980 coefficients are normalized to
one in the figure.

The timing of the results are consistent with the timing of the job security changes.
The labor gaps level off in post-recession 1982-83, are approximately flat until 1985,
when they increase in 1986-87 after the first application of job security. The gaps
appear to level off in 1988 at the higher levels. Then, with the next application of
job security in 1990, both labor gaps start to gradually increase. The blue collar
gaps continue to increase while the white collar gaps fall off slightly at the end of
the sample period. Relative to 1984, the materials gap decreases slightly in the first
period and then recovers to its 1984 level by 1996. Electricity falls slightly in the first
treatment period relative to 1984, and then declines somewhat more substantially in
the second treatment period. While both labor inputs appear to increase relative to
1984, the control input gaps are not increasing as firing costs increase.

Using the same regressions, Figure 5 and Figure 6 more closely examine the statis-
tical significance of the year-to-year indicator variables relative to 1984 for both the
absolute value of the gap and its dispersion for blue and white collar labor. In Figure
5 (6) two horizontal lines indicate the average level (dispersion) of the gap in 1984 for
blue and white collar labor. Confidence intervals for yearly indicator variables that
do not contain the line are significantly different from the 1984 level. All eleven of the
blue collar year dummies after 1985 are significantly different from 1984 for both the
average gap and for the average level of dispersion. Similarly, all eleven of the white
collar dispersion indicators after 1985 are significantly different from 1984, and nine
of the eleven average gaps for white collar labor are significantly different from 1984.
If we conduct the analysis using the subsample that allows for markups, then all
44 of these indicators are statistically different from 1984. Overall, it appears not to
matter whether we include the tumultuous years of the recession, as the specifications
with the period indicators do, or whether we conduct the “discontinuity” analysis,
with 1984 as the last period before the reforms. The results point to a significant
increase in economic inefficiency that is introduced by firing costs.?®

We performed the analysis in many different ways. Increases in economic in-
efficiency are apparent for trans-log production function specifications. They are
apparent across quantile regression specifications evaluated at the 5th, 25th, 50th,

75th, and 95th quantiles, and to analysis of logs of absolute value instead of the

28The one difference is that the analysis with the annual indicators does not point to significant differences between
1990 and the 1991-1996 years.
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levels. We estimated specifications that used the entire residual in the estimate of
the marginal revenue product instead of just its predicted value and found similar
results. We also explored whether we would find evidence of economic inefficiency
if we used a value added specification, which imposes separability of intermediate
inputs, but allows for a simpler specification to estimate. Results were also robust to
value added specifications using either the Levinsohn-Petrin estimator or the fixed
effects estimator. Overall, we believe the evidence is strongly in favor of the fact
that these firing costs introduced economically and statistically significant costs to

the economy.

8 Traditional Labor Demand Statistics

We look for an impact of job security increases using traditional approaches, all
of which either directly estimate labor demand, or estimate some function of labor
demand. We also look to see if wages change in a way that is consistent with offsetting

the job security provisions. Our results appear inconclusive.

8.1 Labor Demand

We use the widely adopted log-linear regression specification (see, e.g. Blundell and
Bond (1998)):?°

liy = Bo + Brwy + Bowy'y 1 + Bawi, + Baw; 1 + Bsqiy + BeGi—1 + Bl + € (20)

where i and t index firm and time, w* is the log of unskilled (blue collar) wage rate,
w? is the log of skilled (white collar) wage rate, [ is the log of unskilled (blue collar)
employment and ¢ is the log of value added.

We look at three statistics. Changes in the intercept and the slope coefficients
suggest a change in demand, either through a change in the level or to the sensitivity
in price (wage). Increases in the coefficient on lagged labor are also suggestive of a
negative impact, as last period’s labor becomes a better predictor of this period’s
level.

We estimate the dynamic labor demand equations using three approaches: OLS,
instrumental variables, and fixed effects. The instrumental variable approach, which
many may regard as the preferred specification, follows Blundell and Bond (1998).

We consider as endogenous blue collar wage, white collar wage, value added and

29 One motivation is given by considering a firm in a competitive environment with a Cobb-Douglas production
function and an AR(1) disturbance. Similar dynamic labor demand equations have been estimated in a number
of studies, including Hamermesh (1993), Sevestre and Trognon (1996), Fajnzylber and Maloney (2000), and the
literature cited in Heckman and Pages (2004).
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lagged blue collar employment. The instruments we use are lagged industry output,
lagged industry average blue collar wage, lagged industry average white collar wage,
two-period lagged industry output, two-period lagged industry average blue collar
wage, two-period lagged industry average white collar wage, two-period lagged blue
collar wage, two-period lagged white collar wage, two-period lagged materials, two-
period lagged capital, two-period lagged value added and three-period lagged blue
collar employment.

We recognize the potential problems with using lagged variables as instruments,
but note that it is standard practice in the literature, in part no doubt because
other instruments are not readily available. Indeed, weak instruments, or instru-
ments which are correlated with the error, are two further reasons the labor demand
equation may be problematic as a statistic of interest.

Table 4 presents the results for the instrumental variables specification, Table
5 has the fixed effects estimates, and the OLS specification is in Table A2 in the
appendix. In estimating the demand functions for each of the three relevant periods,
we use two alternative approaches. First, we allow only the intercepts and the lagged
blue collar employment term to vary by period. Second, we allow all the coefficients
to vary by period.

We start with the restricted IV specification reported in column 1 of Table 4. The
period intercepts increase after the first treatment and then decrease after the second.
The lagged labor coefficient also first increases towards 1, and then falls from 1. In
the full specification, the intercept increases and then decreases. The coefficient on
lagged labor monotonically increases toward 1, from 0.12 to 0.66. The price sensitivity
parameter (on wage) first increases (in absolute) value, and then decreases. Overall,
these results are hardly conclusive, although they may be suggestive.

For the fixed effects model, the constrained specification in the final column of
Table 5 shows decreasing demand relative to the initial period, but an increasing
and then non-changed coefficient on lagged labor. The unconstrained model has
a decreasing and then increasing intercept, an increasing price sensitivity, and an
increasing and then decreasing coefficient on lagged labor. OLS results are also

mixed. There seem to be few common themes across the different estimators.

8.2 Probability of Adjustment

In Table 6, we examine whether firms less frequently change employment levels as
firing costs increase (see Kugler (1999), for example). The dependent variable in our

regressions equals one for firms that did not change net employment levels from the

26



previous year.® Columns 1 and 2 indicate that the probability of not adjusting fell
from 17% to 13% as firing costs increased. With fixed effects there is no change in
probabilities as job security increases. If we use the production function estimates
to condition on productivity residuals, we find a small increase in the probability
of not adjusting using the LP residual, although not statistically significant. Using
the fixed effects residual, the probability of not adjusting increases 1.2% in the first

treatment, and then to 3.6% in the second treatment, and is statistically significant.

8.3 Magnitudes Conditional on Adjusting

We look at whether fires conditional on firing decrease, and similarly, whether hires
conditional on hiring decrease. The dependent variable is the year-to-year percentage
change in the level of labor. Table 7 presents the results for the case of firing.
Unconditionally, the magnitude of firing falls by 1.9% when firing costs first increase,
and then falls again to 2.6% on the second dose (relative to the initial period). The
results are similar with firm fixed effects. Once we condition on either productivity
residual, the effects become more pronounced, as the average falls by 3.4% in the
first period and then by 5.7% in the second period.

Table 8 present the hiring results. Unconditionally, in the first period hiring
decreases by 1.2%, and the second period decreases further to 4.5%. With firm fixed
effects, the numbers fall to 2.3% for the first period and 7.4% for the second period.
However, conditional on either productivity residual, number of hires increases. For
the fixed effects residual, hiring increases 2.3% in the first period and 2.6% in the
second period. Across these increases in firing costs, hiring is not attenuated towards

Zero.

8.4 Wages

For an estimate of the per period reduction in wages required to offset the two job
security changes introduced in Chile, we consider two “insurance” plans. Under the
first, expected firing costs are recovered through premium payments over the lifetime
of the worker in the firm. Under the second, the firm insures against the possibility
of firing workers period by period.

In Appendix 1, we estimate the fair premium under these two insurance schemes
for a change in job security equivalent to six months wages (comparable to the max-

imum increase in both of the Chilean changes). Our estimates suggest that a drop

30We only observe net hires, so we (like much of the literature) can only talk about change in net employment
levels. See Hamermesh and Pfann(1996).
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in wages in the range of 3% to 6% could provide the necessary offset.

To try to separate out the effect of job security changes on wages, we regress the
estimated plant-level average real wage on period controls for the job security changes.
The other controls include firm fixed effects, firm output growth rate, industry output
and industry growth rate, and the unemployment rate. Unfortunately, we do not
observe worker-specific covariates.

We report the estimates in Table 9. In all the specifications, there is a major
decline in wages in period 2 (1985-1990). The extent of the decline, between 36%
and 53%, is much larger than that required under our offset plans. In period 3 wages
recover somewhat. Overall, there is no clear evidence that the job security changes

were offset through lower wage rates.

9 Conclusions and Extensions

Firing costs are commonplace across the world. We agree with the sentiment from
Heckman and Pages (2004) and Hamermesh (2004) that these provisions have a
negative impact on economic efficiency. However, in the spirit of Topel (1998), we
remain skeptical about what the data to date have told us about the specifics of
the labor demand equation, especially with regard to firing costs. In our view, the
extensive empirical macro- and micro-level literature on the impact of these provisions
is largely inconclusive, as are the results we and others have obtained for Chile using
statistics based directly on the labor demand equation.

We argue that the mixed evidence is a consequence of the weak power of statistics
being used. We develop a dynamic theory of labor demand in the face of firing costs.
It points to many potential problems that can lead to low or no power for statistics
derived directly from the labor demand equation.

Our theory is clear on one issue: firing costs drive a wedge between the marginal
revenue product of labor and its marginal cost. We develop a new test statistic,
showing how to directly estimate this gap using plant-level production data. Our
statistic has a clear link to welfare, is easy to compute, and is robust to many of
the aggregation and estimation problems that afflict the more traditional statistics.
There also exist many “control” inputs whose gaps should not increase in response
to firing costs. We find large and statistically significant increases in both the mean
and the variance of the within-firm gap between the marginal product of labor and
the wage for both white and blue collar workers. We find little positive effect on the

mean and variance of gaps for non-labor inputs.
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We consider possible future directions. This gap analysis is applicable to many
more economic questions beyond the effects of firing costs. Our plant-level gap statis-
tic can be used to look for effects of any policy that introduces additional terms to
the plant’s first order condition. In terms of the welfare implications, if the gap is
increasing, then willingness to pay and cost of production are getting further apart.

We have provided only one empirical example. It remains to be seen whether
the gap statistic finds evidence of economic inefficiencies in other plant-level micro
datasets where firing costs have changed. These exercises will be possible given the
increasing availability of plant-level data and the widespread application of firing
costs around the world.

Another direction is to look at data from an industry where markups are known
to be important and where information on both demand and supply is available. For
example, in the automobile industry, coupling demand and production information
together, one could hold constant the markup terms when examining the gaps. These
types of case-studies would help to further inform us on the amount of noise added
by the markup terms in cases where we suspect markups are important but we do
not observe demand side data.

A final question is whether we can aggregate the gaps to a quantity that is tightly
linked to changes in aggregate welfare. One way to proceed is to try to recover
the value function, from which the labor demand schedule can be derived, as in
Aguirregabiria and Alonso-Borrego (1999) and Rota (2004). Together with a model
for labor supply and some information on that elasticity, one may be able to formulate
a reasonable estimate of this change in welfare. Alternatively, one may be able to use
the approach outlined in Petrin and Levinsohn (2005), which relies only on production
function estimates, a by-product of the approach outlined here. If a representative
agent model is a reasonable approximation to the demand side, they show there is a
straightforward relationship between the change in aggregate welfare and the changes

in plant-level gaps, when appropriately aggregated.

References

[1] Ackerberg, D., Caves, K., and G. Fraser, “Structural Estimation of Production
Functions,” UCLA Working Paper, (2006).

[2] Addison, J., and P. Teixeira. “The Economics of Employment Protection.”
IZA Discussion Paper No. 381 (2001).

29



[3] Aguirregabiria, V., and C. Alonso-Borrego. “Labor Contracts and Flexibility:
Evidence from a Labor Market Reform in Spain.” Universidad Carlos III de
Madrid Working Paper no.99-27 (1999).

[4] Alvarez, F., and M. Veracierto. “Severance Payments in an Economy with
Frictions.” Journal of Monetary Economics 47, no. 3 (2001): 477-98.

[5] Autor, D., Kerr, W., and A. Kugler. “Do Employment Protections Reduce
Productivity? Evidence from the U.S. States.” MIT Working Paper, (2006).

[6] Bentolila S. and Bertola, G. “Firing Costs and Labour Demand: How Bad is
Eurosclerosis?” Review of Economic Studies. 57. (1990) 381-402.

[7] Bertola, G. “Job Security, Employment and Wages.” Furopean Economic Re-
view. 34 (1990): 851-86.

[8] Blundell, R., and S. Bond. “Initial Conditions and Moment Restrictions in
Dynamic Panel Data Models.” Journal of Econometrics 87, no. 1 (1998):
115-43.

[9] Bond, S. and J. Van Reenen, “Microeconometric models of investment and
employment.” forthcoming in J.J. Heckman and E.E. Leamer (eds.) Handbook

of Econometrics, Volume 6.

[10] Caballero, R., Cowan, K., Engel, E., and A. Micco, “Effective Labor Reg-
ulation and Microeconomic Flexibility.” NBER Working Paper No. 10744,
(2004).

[11] Caballero, R, and E. Engel, “Microeconomic Adjustment Hazards and Aggre-
gate Dynamics.” Quarterly Journal of Economics, 108, no. 2 (1993): 359-383.

[12] Caballero, R, and E. Engel, “Explaining Investment Dynamics in U.S. Man-
ufacturing: A Generalized (S,s) Approach.” Econometrica, 67, No. 4 (1999):
783-826.

[13] Cahuc, P., and A. Zylberberg. Labor Economics, MIT Press, 2004.

[14] Caplin, A. and Krishna, K., “A Simple Dynamic Model of Employment,”
Harvard University Working Paper, (1986).

[15] Cooper, R., Haltiwanger, J., and J. Willis, “Dynamics of Labor Demand:
Evidence From Plant-level Observations and Aggregate Implications.” NBER
Working Paper No. 10297, 2004.

30



[16] Cooper, R., and J. Willis, “The Economics of Labor Adjustment: Mind the
Gap.” NBER Working Paper No. 8527, 2001.

[17] Cooper, R., and J. Willis, “The Cost of Labor Adjustment: Inferences from
the Gap.” NBER Working Paper No. 10006, 2003.

[18] J. De Loecker, “Product Differentiation, Multi-Product Firms and Structural
Estimation of Productivity,” NYU Working Paper, (2005).

[19] Edwards, S., and A. Edwards, Monetarism and Liberalization: The Chilean
FEzperiment, Second Edition with a New Afterward (in collaboration with A.
Cox-Edwards), Chicago: University of Chicago Press, 1991.

[20] Edwards, S., and A.C. Edwards, “Economic Reforms and Labor Markets:
Policy Issues and Lessons from Chile.” NBER Working Paper No. 7646, 2000.

[21] Eslava, M., Haltiwanger, J., Kugler, A., and M. Kugler, “Factor Adjustments
after Deregulation: Panel Evidence from Colombian Plants” University de Los
Andes Working Paper, (2006).

[22] Fajnzylber, P., and W. Maloney, “Labor demand and trade reform in Latin
America,” Universidade Federal de Minas Gerais and World Bank Mimeo-
graph, (2000).

[23] Gali, J., Gertler, M., and Lopez-Salido, J., “Markups, Gaps, and the Welfare
Costs of Business Fluctuations.” NBER Working Paper No. 8850, (2002).

[24] Gruber, J. “The Incidence of Payroll Taxation: Evidence from Chile.” Journal
Of Labor Economics 15, no. 3 (1997): S72-S101.

[25] Hamermesh, D., “Labor Demand and the Structure of Adjustment Costs,”
American Economic Review 79, no. 4 (1989):674-689.

[26] Hamermesh, D. Labor Demand, Princeton University Press, 1993.

[27] Hamermesh, D., and G. Pfann, “Adjustment Costs in Factor Demand,” Jour-
nal of Economic Literature (1996).

[28] Hamermesh, D., “Labor Demand in Latin America and the Caribbean: What
Does It Tell Us?” in J.J. Heckman and C. Pages (eds.) Law and Employment:

Lessons from Latin America and the Caribbean University of Chicago Press,
(2004).

31



[29] Heckman, J.J., and C. Pages. “Law and Employment: Lessons from Latin
America and the Caribbean”, Introduction in Law and Employment: Lessons
from Latin America and the Caribbean University of Chicago Press, (2004).

[30] Hopenhayn, H., and R. Rogerson. “Job Turnover and Policy Evaluation -
a General Equilibrium-Analysis.” Journal Of Political Economy 101, no. 5
(1993): 915-38.

[31] Hsieh, C., and J.A. Parker, “Taxes and Growth in a Financially Underdevel-
oped Country: Evidence from the Chilean Investment Boom.” NBER Working
Paper, (2006).

[32] Klette, T. J., Z.Griliches, “The Inconsistency of Common Scale Estimators
When Output Prices are Unobserved and Endogenous,” Journal of Applied
Econometrics, 11, (1996): 343-361.

[33] A. Kugler, “The Impact of Firing Costs on Turnover and Unemployment:
Evidence from the Colombian Labor Market Reform,” International Tax and
Public Finance, 1999, 6(3): 389-410.

[34] Lazear, E. P. “Job Security Provisions and Employment.” Quarterly Journal
Of Economics 105, no. 3 (1990): 699-726.

[35] Levinsohn, J., and A. Petrin. “Estimating Production Functions Using Inputs
to Control for Unobservables.” Review Of Economic Studies 70, no. 2 (2003):
317-41.

[36] Liu, L., “Entry-exit and productivity change: An empirical analysis of effi-
ciency frontiers.” Ph.D. dissertation (University of Michigan, Ann Arbor, MI)
(1991).

[37] J. Marschak and W.H. Andrews, “Random Simultaneous Equations and the
Theory of Production,” Econometrica, 12, 3-4, (1994): 143-205.

[38] Olley, G. S., and A. Pakes. “The Dynamics of Productivity in the Telecom-
munications Equipment Industry.” Econometrica 64, no. 6 (1996): 1263-97.

[39] Pagés, C., and Montenegro. C. “Job Security and the Age-Composition of
Employment: Evidence from Chile.” Working Paper 398. Washington, D.C.,
United States: Inter-American Development Bank (1999).

32



[40] A. Pakes, “Dynamic structural models, problems and prospects: mixed con-
tinuous discrete controls and market interactions,” Chapter 5 in Advances in

Econometrics, Sizth World Congress, Cambridge University Press (1994).

[41] N. Pavcik, “Trade Liberalization, Exit, and Productivity Improvements: Ev-

idence from Chilean plants,” Review of Economic Studies, 2002.

[42] Petrin, A., and J. Levinsohn. “Measuring Aggregate Productivity Growth
Using Plant-level Data,” NBER Working Paper 11887 (2005).

[43] Petrin, A., Levinsohn, J., and B. Poi, “Production Function Estimation in
Stata Using Inputs to Control for Unobservables,” Stata Journal , 2004

[44] Pfann, G., and F. Palm. “Asymmetric Adjustment Costs in Non-linear Labour
Demand Models for the Netherlands and U.K. Manufacturing Sectors.” The
Review of Economic Studies 60, no. 2 (1993): 397-412.

[45] Risager, O., and J. R. Sorensen. “On the Effects of Firing Costs When In-
vestment Is Endogenous: An Extension of a Model by Bertola.” Furopean
Economic Review 41, no. 7 (1997): 1343-53.

[46] Roberts, M. and J. Tybout, eds. Industrial Evolution in Developing Countries:
Micro Patterns of Turnover, Productivity and Market Structure. (1996 ) NY:
Oxford U. Press.

[47] P. Rota, “Estimating Labor Demand with Fixed Costs,” International Eco-
nomic Review 45, no.1 (2004): 25-48.

[48] Sargent, T., “Estimation of Dynamic Labor Demand Schedules under Rational
Expectations.” Journal of Political Economy 86, no. 6, 1998.

[49] Sevestre, P. and Trognon, A., “Linear Models with Random Regressors”, in
(eds.) L. Matyas and P. Sevestre, The Econometrics of Panel of Data: A
Handbook of the Theory with Applications, London: Kluwer Academic Pub-
lishers, UK., (1996):100- 119.

[50] M. Shapiro, “The Dynamic Demand for Capital and Labor,” Quarterly Jour-
nal of Economics 101, no.3 (1986): 513-542.

[51] Stokey, N. and R. Lucas, Recursive Methods in Economic Dynamics, Harvard
University Press, (1989).

33



[52] R. Topel, “Analytic Needs and Empirical Knowledge in Labor Economics”,
Chapter 2 in Law and Employment: Lessons from Latin America and the
Caribbean Eds. Haltiwanger, J., Manser M., and Topel, R., University of
Chicago Press, (1998).

34



A Proofs for Section 2
A.1 Proof of Corollary 1

We prove Corollary 1 by deriving the Euler equations. With periods of non-adjustment, we follow
the approach described in Pakes (1994), adding a small amount € to the optimal level of labor at
time ¢ and deducting it at the next period of adjustment ¢ + 7*. Assuming the e-alternative is
feasible for all |e| small enough, this leads to evaluation of the program at I} + € for all periods up
to t + 7, and then evaluation at time ¢ + 7* at the optimal level I, .+. The difference in profits
between the e-alternative and the optimal policy is non-positive in the neighborhood of € = 0. Under
weak regularity conditions this difference is differentiable, and the derivative is equal to zero when
evaluated at € = 0. We use this result to derive (11) and (12).
For firms that hire, profits under the e-alternative program are
0f0+e) — willf+e)

+ BT BT (O U5+ €) —wir (I + )] (21)

+ BT Wl <IY el — (G o)l
Subtracting profits earned under the optimal program (with € = 0), taking the derivative with

respect to €, and evaluating it at € = 0 yields equation (11).3!
For firms that fire, profits under the alternative program are

615 +0) — willi +e)—e|lf +e) — Iy
t BN B O S+ ©) — weer (7 + )] (22)
+ BT Wl <I) el — (G o)

Subtracting profits earned under the optimal program, taking the derivative with respect to €, and

evaluating it at € = 0 yields equation (12).#

A.2 Proof of Corollary 2
Using (11) and (12) with 7* = 1, when I} > If_,, I} satisfies
0uf'(I7) — wi — BFyy1c =0, (23)
and when I} <} {, I} satisfies
0f'(ly) — (wy — ¢) — BF;41¢ = 0. (24)

Using the implicit function theorem, for firms with I} > Iy ,,

o _ B(Fee+ Fiya)
dc ~ Of"—FBc (25)

Similarly, for firms with I} <1} 4,

aor* _ B(Fcc+Ft+1) -1
dc  Of" —FBc

(26)

The claim follows directly. #

31For all |e| in a small enough neighborhood of zero,
Wi <l +ed =1l <li},
so the derivative of the probability of firing with respect to ¢ is zero in this neighborhood. Accordingly, we have
ignored the impact of € on the probability of firing.

35



A.3 Proof of Lemma 2

We show that 6 € O, implies 6 € O, for ¢ > ¢, which implies that Pr(§ € 0.,) < Pr(f € O.,),

from which the claim follows.

Fix 0 € ©.,. Consider some I>1;_1. Then 6 € O., for ca > ¢1 because

0F(1) —wl = O0f(lim1) —wlin) <
Cl—li15a) + BV(0,li-1501) = V(0,5;c1)) < (27)
C(l — lt—l; 02) + B(V(H, lt—l; 02) - V(H, l; 02))
because C (i —Il;_1;¢) = 0 and the Fundamental Theorem of Calculus coupled with BZBVIgi’l) <0
implies
7(9, ltfl; 01) - 7(9, i; Cl) S 7(0, ltfl; 02) - 7(0, l~; CQ).
[is arbitrary, so it holds for any value of labor greater than [;_;.
For the same value of §, consider some I < l;_;. In the case, M = |l = l;_1]- By

0,1;—1;¢)—V(8,;¢c)) |
de -

assumption this is greater than ﬂ|8(v( Integrating from c¢; to ca preserves this

inequality.#
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B Side payment plans that offset firing costs

B.1 Plan 1: Insuring over the worker’s life time

Under this plan, wage premia are collected over the worker’s tenure with the firm to offset the
expected firing costs. The fair premia for worker j is given by «;, a fraction of annual wages, and
is calculated by setting the expected present value of the dismissal costs equal to the present value
of the premia collected:

T T-1
S B0 — ) (yiees) = D B850 W
s=1 s=0

where 3 is the discount factor, d; is the probability of worker j being retained, y; 14, is the severance
cost in annual wages of firing worker j at end of s years, and T is the maximum tenure. Assuming
that all workers in a firm have identical wages and dismissal probabilities, we can calculate the
drop in wage levels (ie the premium payments) required to offset any increase in dismissal costs.
We estimate how large the fall must be to offset the first job security reforms introduced in Chile,
assuming the interest rate (for discounting) is 5% and the maximum tenure is 20 years.

Current tenure | Dismissal rate | Implied wage change in year 1
all new 10% -3.09%
all new 15% -4.25%
all new 20% -5.19%
all > 5 years 10% -4.17%
all > 5 years 15% -6.25%
all > 5 years 20% -8.33%

B.2 Plan 2: Insuring period by period over the pool of workers

In this approach, the firm’s expected firing cost for each period is insured by collecting a premium
from all the workers of the firm. Assuming the same fraction of wages is collected from each worker,
the fair premium in this case is obtained by setting;:

N N
Z 5jy]- =« Z Wj
j=1 j=1

where §; is the probability of worker j being retained, y;; is the severance cost in annual wages of
firing worker j and IV; is the number of workers in firm j. Assuming that the workers in the firms
are identical, we obtain the required drop in wage levels to pay for the insurance premia that offsets
the first increase as:

Current tenure | Dismissal rate | Implied wage change in year 1
all new 10% -0.83%
all new 15% -1.25%
all new 20% -1.67%
all > 5 years 10% -4.17%
all > 5 years 15% -6.25%
all > 5 years 20% -8.33%

If workers are identical and y; 4 is constant over all j (as in the case where the tenure of all
workers exceeds 5 years), the premium payments are the same for both plans and given by (1 —d)y.
Since we expect the current average tenure of typical firm to be between the extremes considered
in the tables above, we guess that the fall in wages required to neutralize the Chilean 1984 dismissal
cost might lie in the range of 3% to 6%. The second job security change increases the maximum
dismissal cost from 5 months to 11 months, implying an additional drop that is similar in magnitude.
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Figurel

Expected Discounted Cost of Firing a Worker
Multiples of Monthly Wages, Latin America and the OECD Countries, 1999
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Source: Heckman and Pages (2004). Firing costs are defined as the additional payment made to the worker at the time of dismissal.
This definition does not include “indirect” payments, like those made by U.S. firmsinto an insurance fund based in part on the

number of firings at the firm.
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Figure?2
The Changein Firing Costsin Chile
Expected discounted cost of dismissing aworker, in multiples of monthly wages
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Figure3
Relating Changesin Gapsto Changesin Welfare
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Qmonopalist SELS Marginal revenue equal to wage, while Qgsyepianner SEtS demand equal to wage. Ina
competitive setting (no markups) we recover the difference between the demand curve and input
marginal cost (wage). Inthis case, if the absolute value of the gap increases then economic
efficiency decreases, asin amovefrom B to A or B to C. When there are markups we recover
the gap between the marginal revenue curve and marginal cost (wage). In this case we can only
sign the change in economic efficiency for firms that have positive gaps (i.e. to the left of
Qnmononalist )-  For example, welfare unambiguously decreases if we move from D to E.
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Table 1
The Absolute Value of the Gap

Between the Marginal Revenue Product and the Input Price, 1979-1996

All Specifications Include Plant-level Fixed Effects
Simultaneity-Corrected Production Function Estimates, Standard Errors in Brackets

Blue Collar White Collar Materials Electricity
1) 2 1) 2 1) 2 1) 2)
Base Period Gap (1979-1984) 99.11 99.31 175.48 175.99 0.31 0.31 7.56 7.59

[4.53]*  [4.53]*  [4.48]*  [4.50[*  [0.01]*  [0.01]*  [0.28]*  [0.28]**

Increase in Gap, 2nd Pd. (85-90) 20.99 20.68 9.51 8.69 -0.04 -0.04 -1.11 -1.15
[4.41]* [4.42]* [5.87] [5.89] [0.01]* [0.01]** [0.33]** [0.34]**
Increase in Gap, 3rd Pd. (91-96) 33.02 32.74 15.56 14.83 -0.02 -0.01 -1.57 -1.61

[7.95]%*  [7.97]* [6.86]* [6.89]* [0.01]* [0.01]*  [0.40]*  [0.41]*

Industry Output Growth Rate 2.01 5.16 -0.01 0.29

[1.35] [3.41] [0.01]+ [0.19]
Observations 54,230 54,226 54,269 54,265 55,329 55,325 55,329 55,325
R-squared 0.81 0.81 0.67 0.67 0.69 0.69 0.71 0.71

All variables are in thousands of 1979 pesos. We focus on the absolute value of the gap because increases in the gap are associated with decreases
in economic efficiency (see Figure 3). Marginal product estimates are from a gross output Cobb-Douglas production function specification, which
is estimated using L evinsohn-Petrin (2002) to address the simultaneous determination of inputs and productivity. The blue-collar input priceis
the total blue-collar wage bill divided by the number of blue-collar employees. We define the other input prices similarly. We estimate
production functions separately for each 3-digit industry. We cluster standard errors at the 4-digit industry-period level. + significant at 10%; *
significant at 5%; ** significant at 1%.



Table?2
Average Dispersion of the Within-Firm Gap

Between the Marginal Revenue Product and the Input Price, 1979-1996

All Specifications Include Plant-level Fixed Effects
Simultaneity-Corrected Production Function Estimates, Standard Errors in Brackets

4%

Blue Collar White Collar Materials Electricity
) 2 ) 2 ) 2 ) 2
Base Period Gap (1979-1984) 102.71 102.87 144.67 145.07 0.26 0.26 7.13 7.15

[2.97]*  [2.98]*  [3.05]*  [3.06]**  [0.01]*  [0.01]*  [0.16]** [0.16]*

Increase in Gap, 2nd Pd. (85-90) 20.91 20.67 13.79 13.16 -0.04 -0.04 -0.97 -1.00
[3.48]** [3.49]** [3.68]**  [3.704]** [0.01]** [0.01]** [0.18]* [0.19]*

Increase in Gap, 3rd Pd. (91-96) 43.29 43.08 25.7 25.14 -0.02 -0.02 -1.19 -1.21
[5.02]* [5.04]**  [4.787]**  [4.798]**  [0.004]**  [0.004]** [0.23]** [0.23]**

Industry Output Growth Rate 1.52 3.99 -0.01 0.17

[1.09] [2.46] [0.01]+ [0.12]
Observations 54,230 54,226 54,269 54,265 55,329 55,325 55,329 55,325
R-squared 0.76 0.76 0.60 0.60 0.63 0.63 0.58 0.58

All variables are in thousands of 1979 pesos. We measure dispersion by predicting expected plant-year gaps by regressing observed plant-level
gaps used in Table 1 on plant fixed effects and two indicator variables that allow changesin firing cost to affect the prediction, one for 1985-
1990, and one for 1991-1996. We then deduct the prediction from the observed plant-level gap, and take the absolute value. We cluster
standard errors at the 4-digit industry-period level. + significant at 10%; * significant at 5%; ** significant at 1%.
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Table 3
The Gap between the Marginal Revenue Product and the I nput Price, 1979-1996
All Specifications Only Use Plants with Positive Gapsin Juxtaposed Time-Periodsto Allow for Markups

All Specifications I nclude Plant-level Fixed Effects
Simultaneity-Corrected Production Function Estimates, Standard Errors in Brackets

Blue Collar White Collar Materials Electricity
@) 2 @) 2 @) 2 @) 2
Base Period Gap (1979-1984) 113.66 114.72 197.63 198.21 0.44 0.44 8.24 8.27

[5.62]*  [5.59]*  [6.77*  [6.79]*  [0.01]*  [0.01]*  [0.29]*  [0.29]**
Increase in Gap, 2nd Pd. (85-90) 30.47 28.47 28.34 27.33 -0.09 -0.08 -1.21 -1.26
[5.27]*  [5.21]*  [7.65]*  [7.67]*  [0.01]*  [0.01]*  [0.34]*  [0.35]**
Increase in Gap, 3rd Pd. (91-96) 46.92 45.23 33.15 32.26 -0.03 -0.03 -1.70 -1.74
[9.78]*  [9.76]*  [10.55]*  [10.59]*  [0.01]*  [0.01]*  [0.41]*  [0.42]*

Industry Output Growth Rate 14.32 7.10 -0.01 0.30

[3.87]* [4.45] [0.01] [0.20]
Observations 37,923 37,921 38,167 38,165 28,647 28,644 50,519 50,515
R-squared 0.79 0.79 0.7 0.7 0.71 0.71 0.7 0.7

All variables are in thousands of 1979 pesos. If markups exist, our focus should be on only those firms with positive gaps in juxtaposed time-
periods. Increasesin the value of the gap for these firms are associated with decreasesin economic efficiency (see Figure 3). Marginal product
estimates are from a gross output Cobb-Douglas production function specification, which is estimated using L evinsohn-Petrin (2002) to address
the simultaneous determination of inputs and productivity. The blue-collar input price isthe total blue-collar wage bill divided by the number of
blue-collar employees. We define the other input prices similarly. We estimate production functions separately for each 3-digit industry. We
cluster standard errors at the 4-digit industry-period level. + significant at 10%; * significant at 5%; ** significant at 1%.
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Figure4

Y ear-to-Year Differencesin the Absolute Gap
Blue and White Collar Labor, Materials, and Electricity
L evinsohn-Petrin Production Function Estimates
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The graph plots the coefficient on year dummiesin regression of absolute gap between marginal product of an input and its normalized price. The regression

includes firm fixed effects and industry output growth rate. Y ear 1980 is normalized to 100.
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Figure5

Average Absolute VValue of Within—Firm Gap
Blue and White Collar Labor

95% Confidence Interval for Change in Gap
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Gaps are those implied by the Levinsohn-Petrin Estimator. The figure plots the coefficients from the regression of the absolute
value of the gaps on yearly indicator variables, plant-level fixed effects, and the percentage change in the industry growth rate.
The two lines demark the level of the average gap for blue and white collar labor in 1984, so the years for which the lineis not
within the confidence interval are the years for which the change in the gap is significantly different from the 1984 gap.
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Figure6

Average Dispersion of Within—Firm Gaps
Blue and White Collar Labor

95% Confidence Interval for Change in Dispersion
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We measure dispersion by predicting expected plant-year gaps by regressing observed plant-level gaps used in Table 1 on plant
fixed effects and two indicator variables that allow changes in firing cost to affect the prediction, one for 1985-1990, and one for
1991-1996. We then deduct the prediction from the observed plant-level gap, and take the absolute value. The figure plots the
coefficients from the regression of this dispersion on yearly indicator variables, plant-level fixed effects, and the percentage
change in the industry growth rate. The two lines demark the level of the average dispersion for blue- and white- collar 1abor in
1984, so the years for which the line is not within the confidence interval are the years for which the changeinthegap is
significantly different from the 1984 gap.



Table4
Labor Demand Regression
Blue Collar Employment, Instrumental Variables

Blue Collar Labor

Period 1 Period 2 Period 3 All Periods
(1979-84) (1985-90) (1991-96)

Constant -0.01 0.01 -0.04 -0.02
[0.01] [0.01]* [0.02]** [0.02]**

Blue wage -0.12 -0.23 -0.10 -0.19
[0.03]** [0.02]** [0.04]* [0.02]**

Blue wage t-1 -0.04 0.08 0.23 0.06
[0.02]** [0.02]** [0.02]** [0.02]**

White wage 0.11 0.02 0.02 0.05
[0.02]** [0.01] [0.01] [0.02]**

White wage t-1 -0.02 -0.03 -0.02 -0.04
[0.01]* [0.02]** [0.01]* [0.02]**

Vaue added 0.10 -0.01 0.07 0.08
[0.02]** [0.02] [0.02]** [0.02]**

Vaue added_t-1 0.04 -0.01 -0.01 0.01
[0.02]** [0.01] [0.01]+ [0.02]**

Blue Employment_t-1 0.12 0.43 0.66 0.45
[0.05]* [0.09]** [0.07]** [0.05]**

Period Dummy (1985-1990) 0.01
[0.01]

Period Dummy (1991-1996) 0.01
[0.01]

Period Dummy (1985-1990)* Blue Employment_t-1 0.35
[0.10]**

Period Dummy (1991-1996)* Blue Employment_t-1 -0.28
[0.09]**

Observations 8,129 15,272 18,499 41,900

Dependent variable is the log (Blue Collar Employment). All other variablesareasoinlogs. The
regressions are estimated in first differences. The endogenous variables are Blue Wage, White Wage,
Value Added and Blue Employment_t-1. Instruments are lagged industry output, lagged industry average
Blue Wage, Lagged industry average White Wage, two-period lagged industry output, double lagged
industry average blue wage, double lagged industry average white wage, two-period lagged Blue Wage,
two-period lagged White Wage, two-period lagged Materials, two-period lagged Capital, two-period lagged
Value Added and three-period lagged Blue Collar employment. Standard errors are adjusted for clustering
at the 4-digit industry level. + significant at 10%; * significant at 5%; ** significant at 1%.
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Table5
Labor Demand Regression
Blue Collar Employment, Fixed Effects

Blue Collar Labor

Period 1 Period 2 Period 3  All Periods
(1979-84) (1985-90) (1991-96)

Constant 1.59 155 2.08 0.89

[0.09]** [0.28]** [0.23]** [0.04]**

Blue wage -0.15 -0.26 -0.28 -0.23

[0.02]** [0.02]** [0.02]** [0.02]**

Blue wage _t-1 -0.01 0.06 0.06 0.09

[0.01] [0.01]** [0.01]** [0.01]**

White wage 0.09 0.06 0.02 0.06

[0.02]** [0.02]** [0.01] [0.02]**

White wage t-1 -0.02 -0.01 -0.01 -0.04

[0.01]** [0.01]* [0.01]* [0.01]**

Vaue added 011 0.10 0.11 0.11

[0.02]** [0.02]** [0.02]** [0.02]**

Vaue added_t-1 0.03 0.03 0.01 0.01

[0.01]** [0.01]** [0.01]* [0.01]**

Blue Employment_t-1 0.22 0.36 0.32 0.55

[0.02]** [0.02]** [0.02]** [0.02]**

Period Dummy (1985-1990) -0.03

[0.01]*

Period Dummy (1991-1996) -0.02

[0.01]

Period Dummy (1985-1990)* Blue 0.02
Employment_t-1

[0.01]**

Period Dummy (1991-1996)* Blue 0.02
Employment_t-1

[0.01]**

Observations 17,650 20,416 23,155 61,221

R-squared 0.95 0.95 0.94 0.93

Dependent variable is the log (Blue Collar Employment). All other variablesare dlso inlogs. Standard
errors are adjusted for clustering at the 4-digit industry level. + significant at 10%; * significant at 5%; **
significant at 1%.
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Table6
Probability of Not Adjusting L abor

)

)

©)

4)

(5)

(6)

Constant

Period dummy (1985-1990)

Period dummy (1991-1996)

Industry output growth rate

Lagged labor

Firm wage rate

Observed productivity (LP estimate)

0.179
[0.013]**
-0.044
[0.008]**
-0.044
[0.006]**

Observed productivity (Fixed Effects estimate)

Fixed effects
Observations
R-squared

Number of clusters

None
73,705
0

89

0.179
[0.013]**
-0.044
[0.008]**
-0.044
[0.006]**
-0.002
[0.003]

None
73,689
0

89

0.146
[0.006]**
-0.003
[0.009]
0.009
[0.010]

Firm
73,705
0.25
89

0.146
[0.007]**
-0.003
[0.009]
0.008
[0.010]
0.001
[0.003]

Firm
73,689
0.25
89

0.172
[0.023]**
0.001
[0.011]
0.017
[0.015]

0
[0.000]**
0

[0.000]
-0.003
[0.005]

Firm
55,204
0.24
60

0.17
[0.032]**
0.012
[0.011]
0.036
[0.018]*

0
[0.000]**
0
[0.000]+

-0.008
[0.013]
Firm
31,891
0.25
84

Dependent variable isone if the firm does not adjust its total employment level from the previous year. All other variables arein logs.
Standard errors are adjusted for clustering at the 4-digit industry level. + significant at 10%; * significant at 5%; ** significant at 1%.



Table7
Firing Rates Conditional on Firing

09

Per centage change
(1) ) ©) (4) ©) (6)
Constant 0.172 0.17 0.174 0.169 0.232 0.208
[0.005]**  [0.005]**  [0.004]**  [0.003]**  [0.026]**  [0.022]**
Period dummy (1985-1990) -0.019 -0.016 -0.025 -0.019 -0.034 -0.03
[0.005]**  [0.005]**  [0.008]** [0.007]**  [0.010]** [0.013]*
Period dummy (1991-1996) -0.026 -0.023 -0.026 -0.02 -0.057 -0.06
[0.004]**  [0.004]**  [0.005]**  [0.004]**  [0.010]**  [0.014]**
Industry output growth rate -0.011 -0.025
[0.005]* [0.006]**

Lagged labor 0.00 0.00
[0.000]**  [0.000]**
Firm wage rate 0.00 0.00
[0.000]**  [0.000]**

Observed productivity (LP estimate) -0.02

[0.006]**
Observed productivity (Fixed Effects estimate) -0.028
[0.007]**
Fixed effects None None Firm Firm Firm Firm
Observations 28,908 28,898 28,908 28,898 21,216 12,557
R-squared 0.01 0.01 0.37 0.37 0.39 0.410
Number of clusters 89 89 89 89 60 81

Firing rate is the absolute percentage decrease in employment over the previous year, defined for firms that decrease employment. Standard errors are adjusted
for clustering at the 4-digit industry level. + significant at 10%; * significant at 5%; ** significant at 1%.
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Table8
Hiring Rates Conditional on Hiring

Per centage Changes
) () () (4) () (6)
Constant 0.244 0.244 0.258 0.258 0.297 0.269
[0.011]** [0.011]** [0.007]** [0.007]** [0.024]** [0.033]**
Period dummy (1985-1990) -0.012 -0.013 -0.023 -0.023 0.014 0.023
[0.006]+ [0.006]* [0.007]** [0.007]** [0.006]* [0.007]**
Period dummy (1991-1996) -0.045 -0.046 -0.074 -0.074 0.004 0.026
[0.010]** [0.010]* [0.013]** [0.013]** [0.013] [0.009]**
Industry output growth rate 0.01 0.004
[0.007] [0.005]

Lagged labor 0.00 0.00
[0.000]** [0.000]**
Firm wage rate 0.00 0.00
[0.000]** [0.000]**

Observed productivity (LP estimate) 0.007

[0.005]
Observed productivity (Fixed Effects estimate) 0.02
[0.014]
Fixed effects None None Firm Firm Firm Firm
Observations 33,903 33,899 33,903 33,899 25,706 14,585
R-squared 0.01 0.01 0.34 0.34 0.39 0.410
Number of clusters 88 88 88 88 59 82

Hiring rate is the percentage change in total employment over previous year, defined for firms that increase employment. Standard errors are adjusted for
clustering at the 4-digit industry level. + significant at 10%; * significant at 5%; ** significant at 1%.



Table9

Explaining M ovementsin Real Wages

D

(2)

©)

(4)

()

Period Dummy (1985-1990)

Period Dummy (1991-1996)

Firm Output Growth Rate

Log(Industry Output)

Industry Output Growth Rate

Unemployment Rate

Constant

Observations

R-squared
Number of clusters

-0.37
[0.02]**

0.08
[0.02]**

4.49
[0.01]**
86,176
0.8

89

-0.37
[0.02]**
0.07
[0.02]**
0.008
[0.002]**

4.52
[0.01]**
73,701
0.82

89

-0.40
[0.02]**
-0.007
[0.02]

0.12
[0.02]**

252
[0.31]**
86,160
0.81

89

-0.36
[0.02]**

0.09
[0.02]**

0.001
[0.006]

4.48
[0.01]**
80,346
0.81

89

-0.53
[0.02]**

-0.11
[0.02]**

213
[0.19]**
4.81
[0.02]**
86,176
0.81

89

Dependent variable is Log (real wage rate). Real wage rate is the nomina wage rate

deflated by the producer priceindex. Nominal wage rate is defined as the total wage bill/
number of employees. For each independent variable the first row gives the coefficient
values and the second row givesthe related t-values. All regressionsinclude firm fixed

effects. Standard errors are adjusted for clustering at the 4-digit industry level. +
significant at 10%; * significant at 5%; ** significant at 1%.
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TableAl
The Absolute Value of the Gap

Between the Marginal Revenue Product and the Input Price, 1979-1996

All Specifications Include Plant-level Fixed Effects
Fixed Effects Production Function Estimates
Standard Errorsin Brackets

Blue Collar White Collar Materials Electricity
1) 2 1) 2 1) 2 1) 2
Base Period Gap (1979-1984) 112.39 112.73 167.71 168.11 0.30 0.30 6.72 6.75

[5.02]*  [5.03]*  [3.63]*  [3.68]*  [0.01]*  [0.01]*  [0.13]*  [0.13]**
Increase in Gap, 2™ Pd. (85-90) 27.78 27.19 9.62 8.89 -0.03 -0.03 -0.89 -0.92
[6.11]*  [6.10]*  [4.87]+  [4.93]+  [0.01]*  [0.01]*  [0.14]*  [0.14]*
Increase in Gap, 3rd Pd. (91-96) 37.18 36.67 14.13 13.48 -0.02 -0.02 -1.4 -1.44

[7.92]*  [7.93]* [5.83]* [5.89]*  [0.01]*  [0.01]*  [0.19]*  [0.19]**

Industry Output Growth Rate 3.04 4.30 -0.01 0.22

[1.83] [2.45]+ [0.01]+ [0.13]
Observations 60,796 60,781 60,824 60,809 62,287 62,272 62,287 62,272
R-squared 0.81 0.81 0.68 0.68 0.67 0.67 0.70 0.70

All variables are in thousands of 1979 pesos. We focus on the absolute value of the gap because increases in the gap are associated with decreases
in economic efficiency (see Figure 3). Marginal product estimates are from a gross output Cobb-Douglas production function specification, which
is estimated using afixed effects estimator to address the simultaneous determination of inputs and productivity. The blue-collar input priceis
the total blue-collar wage hill divided by the number of blue-collar employees. We define the other input prices similarly. We estimate
production functions separately for each 3-digit industry. We cluster standard errors at the 4-digit industry-period level. + significant at 10%; *
significant at 5%; ** significant at 1%.



Table A2
Labor Demand Regression
Blue Collar Employment, OLS

OLS

Period 1 Period 2 Period 3 All
(1979-84)  (1985-90) (1991-96)  Periods

Constant 0.17 0.08 0.09 0.14
[0.03]** [0.02]** [0.03]**  [0.01]**

Blue wage -0.19 -0.27 -0.29 -0.25
[0.02]** [0.02]** [0.02]**  [0.01]**

Blue wage t-1 0.09 0.17 0.20 0.15
[0.02]** [0.02]** [0.01]**  [0.01]**

White wage 0.08 0.05 0.04 0.06
[0.02]** [0.02]** [0.01]**  [0.01]**

White wage t-1 -0.08 -0.04 -0.03 -0.05
[0.02]** [0.02]** [0.01]**  [0.01]**

Vaue added 0.10 0.10 0.12 0.11
[0.02]** [0.02]** [0.01]**  [0.01]**

Vaue added_t-1 -0.03 -0.02 -0.04 -0.03
[0.02]** [0.02]** [0.01]**  [0.01]**

Blue Employment_t-1 0.85 0.87 0.88 0.85
[0.02]** [0.02]** [0.01]**  [0.01]**

Period Dummy (1985-1990) -0.04
[0.02]**

Period Dummy (1991-1996) -0.05
[0.02]**

Period Dummy (1985-1990)* Blue Employment_t-1 0.02
[0.003]**

Period Dummy (1991-1996)* Blue Employment_t-1 0.01
[0.004]**

Observations 17,650 20,416 23,155 61,221
R-squared 0.91 0.92 0.9 0.91

Dependent variable is the log (Blue Collar Employment). All other variablesarealsoinlogs. Standard
errors are adjusted for clustering at the 4-digit industry level. + significant at 10%; * significant at 5%; **
significant at 1%.
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FigureAl
Trendsin Real Wages
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Figure A2
I nflation and Unemployment Rate
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