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1 Introduction

This paper formulates and estimates an econometric model for evaluating social programs

when outcomes are discrete and responses to treatment vary among observationally identical

persons. The model can be used to generate a variety of mean treatment e�ects (treatment on

the treated, the average treatment e�ect and the marginal treatment e�ect) from a common set

of parameters as well as distributions of treatment e�ects de�ned on various subpopulations. The

latent variables that generate our model can be used to capture the essential features of a variety

of well-posed economic models, and allow us to bridge the literatures on structural estimation and

treatment e�ects. Estimates produced from our model are economically interpretable and can be

used to conduct out-of-sample forecasts and to pool evidence across studies - the usual bene�ts

of a structural econometric approach.

Discrete outcomes arise in analyses of employment, health and migration. Yet a substantial

amount of research in the evaluation literature assumes outcomes are continuous or makes special

assumptions for analysis of discrete data outcomes. (See, e.g. Card and Sullivan (1988), Gritz

(1993), Gay and Borus (1980), Heckman and Robb (1985). Ham and LaLonde (1996) and Ridder

(1986).). The methodology we propose and implement in this paper and a companion technical

paper (Aakvik, Heckman and Vytlacil, 1999) is suÆciently exible to accommodate discrete,

continuous and mixed discrete - continuous outcome (e.g. Tobit) variables and can be generalized

to panel data settings. In this paper, we focus on single period models with discrete outcomes.

We apply our methods to estimate the impact of Norwegian Vocational Rehabilitation Pro-
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grams (VR) on the employment of women. These programs o�er income maintenance payments

and training programs for individuals whose medical conditions result in reduced productivity in

the labor market. The primary goal of these programs is to allow trainees to re-enter the labor

force. Roughly 1.5% of the Norwegian working age population participates in this program at any

time and 0.64% of Norwegian GNP is spent on these programs in any year.1 These percentages

are even bigger in Sweden. Despite their importance, these programs have not been previously

evaluated.

In this paper we address four questions: (1) What are the e�ects of applicants' observed and

unobserved characteristics on the administrative decision to accept applicants into an on-going

VR training program? (2) What is the overall e�ect of training on employment probabilities? (3)

Which groups of individuals bene�t most from participation in training? (4) How important is it

to control for unobservables in understanding the selection and outcome processes?

At �rst glance, the Norwegian VR training program appears to be successful. Those women

who receive training have employment outcomes about 5% higher than those who do not receive

training. However, if administrators systematically select individuals for training with the highest

probability of becoming employed even without receiving training, then the stated di�erence may

overstate the e�ect of training. On the other hand, if administrators systematically select the

worst-o� individuals for training, then the mean di�erence may understate the e�ect of training.

A second contribution of this paper is to the de�nition and identi�cation of cream-skimming on

observables and unobservables as perceived by the observing economist. A variety of de�nitions of

1See Heckman, LaLonde and Smith (1999).
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cream-skimming exist in the literature. We present several rigorous de�nitions of the concept and

present methods for determining the empirical importance of cream-skimming from both sources.

We �nd substantial evidence for perverse cream-skimming. People selected into the VR program

have both observable and unobservable factors that produce the lowest gains in employment

compared to what they would experience without treatment.

Adjusting for observed di�erences (conditioning on observables or matching) reduces the es-

timated average training e�ect (ATE) to 4.3% and the e�ect of training on the trained (TT ) to

2.8%. Program administrators systematically select individuals with observable characteristics

that are associated with high levels of post-program employment, and this di�erence in observ-

able characteristics explains about thirty percent of the di�erence in employment rates between

trained and untrained individuals. Since the estimated ATE is larger than the estimated TT ,

there is some indication that program administrators select individuals who bene�t less from

training than a randomly person in the population.

Controlling for unobserved variables accentuates these results { reducing ATE to

-1.4% and TT to -11%. When we control for unobserved characteristics, the average training

e�ect becomes negative. Program administrators tend to select individuals with observed and

unobserved characteristics that make them worse o� by receipt of training. Training helps some

individuals, but program administrators only infrequently select such individuals into training.

Using alternative methods to control for selection into training produces a range of estimated

treatment e�ects, but all such estimated treatment e�ects are lower than the estimated treatment

e�ects that only control for observed characteristics. Furthermore, all methods that allow for
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selection produce estimates of TT that are lower than the corresponding estimates for ATE.

This paper is organized in the following way. In Section 2, we present a class of latent variable

models that can be used to generate and produce structure on the Neyman (1923), Fisher (1935),

Cox (1958) and Rubin (1978) model of potential outcomes, that can be used to estimate structural

econometric models and that can be used to analyze discrete, continuous and mixed discrete-

continuous outcomes.2 In Section 3, we de�ne commonly used treatment e�ect parameters in

terms of the latent variables, using as a unifying device the marginal treatment e�ect parameter

(MTE) introduced in Heckman (1997). We consider both means and distributions of treatment

e�ects. In Section 4 we present a factor structure model and in Section 5 we discuss empirical

implementation and estimation of the model. Section 6 presents background on the Norwegian

VR training program and discusses the data. In Section 7, we present estimates of the model.

The paper concludes with a summary in Section 8.

2 Latent Variable Model

For each person i, assume two potential outcomes (Y0i; Y1i) corresponding, respectively, to the

potential outcomes in the untreated and treated states. Multiple outcome models are analyzed

in Aakvik, Heckman and Vytlacil (1999) and in Heckman and Vytlacil (2000c).

Let Di = 1 denote the receipt of treatment; Di = 0 denotes nonreceipt. Let Yi be the measured

2Heckman and Vytlacil (2000c) relate these statistical models to the causal models of economics.
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outcome variable so that

Yi = DiY1i + (1�Di)Y0i:

This is the Neyman-Fisher-Cox-Rubin model of potential outcomes. It is also the switching

regression model of Quandt (1972) or the Roy model of income distribution (Roy, 1951; Heckman

and Honor�e, 1990).

The potential outcome equation for the participation state is

Y1i = �1(Xi; U1i); (1)

and the potential outcome for the non-participation state is

Y0i = �0(Xi; U0i); (2)

where Xi is a vector of observed random variables and (U1i; U0i) are unobserved random variables.

It is assumed that Y0i and Y1i are de�ned for everyone and that these outcomes are independent

across persons so that there are no interactions among agents. We assume that the program being

evaluated is small so that general equilibrium e�ects and social interactions are negligible.3

This paper assumes a latent variable model generates the indicator variable D. Speci�cally,

we assume that the assignment or decision rule for the indicator is generated by a latent variable

3Heckman, Lochner and Taber (1998a, 1998b) demonstrate the dangers of ignoring these interactions for large

scale programs. Lewis (1963) discusses this problem in the context of estimating union relative wage e�ects.
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D�
i :

D�
i = Zi�D � UDi

Di = 1 if D�
i � 0; Di = 0 otherwise,

(3)

where Zi is a vector of observed (by the econometrician) random variables and UDi is an unob-

served (by the econometrician) random variable. D�
i is the net utility or gain to the decision-maker

from choosing state 1. The index structure underlies many models in econometrics (see, e.g., Mad-

dala, 1983) and in psychometrics (see, e.g., Junker and Ellis, 1997).4 We assume access to an

i.i.d. sample, and will henceforth suppress the i subscripts.

In our empirical application, the outcome variable is dichotomous, and we assume that a linear

latent index generates the outcome:

�j(X;Uj) = 1[X�j � Uj] (4)

where j = 1 for the treated state and j = 0 for the non-treated state, and where 1[�] is the

indicator function. However our methods apply more generally to the cases where (Y0i; Y1i) are

discrete, continuous or mixed discrete - continuous. (See Aakvik, et.al, 1999).

Throughout most of this paper we will maintain the following assumptions:

(i) Z�D is a nondegenerate random variable conditional on X = x.

(ii) (UD; U1), and (UD; U0) are absolutely continuous with respect to Lebesgue measure on <2.

4Vytlacil (2000) shows that the nonparametric version of the latent index model considered in this paper is

equivalent to the assumptions imposed in the local average treatment e�ect framework of Imbens and Angrist

(1994).
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(iii) (UD; U1) and (UD; U0) are independent of (Z;X).

(iv) Y1 and Y0 have �nite �rst moments.

(v) 1 > Pr(D = 1 j X) > 0.

Assumption (i) requires an exclusion restriction: there exists a variable that determines the

treatment decision but does not directly a�ect the outcome.5 Assumption (iv) is required if mean

treatment parameters are to be well de�ned, and is satis�ed trivially when Y1 and Y0 are binary.

Assumption (v) is the standard assumption that for each set of X variables, we observe people in

both treated and untreated states, at least in large samples.

Let FUD be the distribution of UD, with the analogous notation for the distribution of the

other random variables. We de�ne the joint distributions for the unobservables using the notation

FD;1 = FUD;U1 and FD;0 = FUD;U0 .

3 Treatment Parameters

An important advantage of the latent variable model developed in this paper is that it can

be used to generate mean treatment parameters and distributions of treatment parameters from

a common set of structural parameters. We �rst start with an analysis of mean treatment pa-

rameters.

5In our empirical work, the outcome variable is binary and the outcome equations are given by a threshold

crossing model with a linear index, �j(X;Uj) = 1(X�j � Uj): Given this assumption, assumption (i) can be

weakened to require that Z�D is a nondegenerate random variable conditional on X�1 = x�1 and nondegenerate

conditional on X�0 = x�0: In fact, under the factor structure asumption discussed in Section 4, no exclusion

restriction is required. See Cameron and Heckman (1998), Aakvik, Heckman and Vytlacil (1999) or Chen, Heckman

and Vytlacil (1999).
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3.1 Mean Treatment Parameters

Let � denote the treatment e�ect for a given observation, where � = Y1 � Y0. This person-

speci�c treatment e�ect is a counterfactual. For a given individual, what would be his or her

outcome if he or she received the treatment compared to the case where the person had not

received the treatment? One can rarely estimate � for any given person.6 Instead, it is more

common to work with population means or distributions of these variables. In this section, we

examine three di�erent mean parameters within this framework: the marginal treatment e�ect

(MTE), the average treatment e�ect (ATE), and the e�ect of treatment on the treated (TT ).

We consider the distributional parameters corresponding to each mean parameter in the next

section. Each mean parameter corresponds to an average value of � but de�ned on di�erent

conditioning sets. MTE gives the average e�ect for persons who are on the margin of indi�erence

between participating or not for a given value of the instrument. ATE is the average e�ect for an

individual chosen at random from the population of training applicants. TT is the average e�ect

for persons who participate. We consider estimation of the distributions of potential outcomes in

the next section. We �rst de�ne the treatment parameters more generally, and then specialize to

the case where the outcome variable is generated by a latent index model.

The �rst parameter we consider is the marginal treatment e�ect (MTE) parameter introduced

6Some panel data estimators identify � for each person. See the discussion in Heckman and Smith (1998) and

Heckman, LaLonde and Smith (1999).
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in Heckman (1997).7 Following Heckman (1997), we de�ne the MTE parameter as

�MTE(x; u) = E(�jX = x; UD = u): (5)

�MTE(x; u) is the average e�ect of participating in the program for people who are on the margin

of indi�erence between participation in the program (D = 1) or not (D = 0) if the instrument is

externally set so that Z�D = u. For values of u close to zero, �MTE(x; u) is the average e�ect

for individuals with unobserved characteristics that make them the most inclined to participate

in the program (D = 1), and for values of u close to one it is the average treatment e�ect for

individuals with unobserved (by the econometrician) characteristics that make them the least

inclined to participate.

The second parameter that we consider in this section is the average e�ect of treatment on a

person selected randomly from the population of individuals with a given value of X. The average

treatment e�ect is given by

�ATE(x) � E(�jX = x):

This is related to the marginal treatment e�ect via the following equation:

�ATE(x) =
Z
E(� j X = x; Ud = u)dF (u)

7See also Heckman and Smith (1998) and Heckman and Vytlacil (1999, 2000a, 2000b). A version of this

parameter was introduced in a generalized Roy model by Bj�orklund and MoÆtt (1987). It can also be viewed as

the limit form of the LATE parameter of Imbens and Angrist (1994) and Angrist, Graddy and Imbens (1995).
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where integration is made over the full support of UD. ATE is an average of the MTE param-

eters. An average treatment e�ect integrated over the distribution of X is sometimes desired to

summarize data.8 Thus the following parameter is sometimes sought:

E(�ATE) =
Z
�ATE(x)dFX(x):

Averages over subsets of the support of X are also sometimes of interest. The marginal e�ect of

changes inX on the average treatment e�ect integrating over the distribution ofX is sometimes of

interest. Let xk denote the kth element ofX, and assume that E(�j(X;Uj)jX = x) is di�erentiable

in xk a.e. FX for j = 0; 1, then a parameter of interest is

EX

 
@E(�jX = x)

@xk

!
=
Z
@�ATE(x)

@xk
dFX(x):

The mean e�ect of treatment on the treated is the most commonly estimated parameter (see

Heckman and Robb, 1985), and we de�ne it as:

�TT (x;D = 1) � E(�jX = x;D = 1)

= E(�jX = x; UD � Z�D):

(6)

This parameter is the e�ect of treatment on an individual drawn at random from the population of

individuals who entered the program and have the given value of X: The average marginal e�ect of

8See, e.g., Heckman, Ichimura, Smith and Todd, 1998.
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changes inX on the e�ect of treatment on the treated is sometimes of interest and can be obtained

by integrating over the distribution of X for participants: EX

 
@E(�jD = 1; X = x)

@xk
jD = 1

!

=
Z
@�TT (x;D = 1)

@xk
dFXjD(xj1).

It will be useful to de�ne a conditional on Z version of �TT (x;D = 1):

�TT (x; z;D = 1) � E(�jX = x; Z = z;D = 1)

= E(�jX = x; UD � z�D)

=
1

Pr[D = 1jZ = z]

Z z�D

�1
E(�jX = x; UD = u)dFU(u):

The two versions of TT are related by the following expression:

�TT (x;D = 1) = E(�jX = x;D = 1) =
Z
�TT (x; z;D = 1)dFZjX;D(zjx; 1):

Using Bayes' rule and that fact that Pr(D = 1jX = x; Z = z) = Pr(D = 1jZ = z), we obtain

dFZjX;D(zjx; 1) =
Pr(D = 1jZ = z)

Pr(D = 1jX = x)
dFZjX(zjx); (7)

so that we can obtain an expression in terms of MTE as follows:

�TT (x;D = 1)

=
1

Pr(D = 1jX = x)

Z "Z z�D

�1
E(� j X = x; UD = u)dFU(u)]dFZjX(zjx)

#
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=
1

Pr(D = 1jX = x)

Z �Z
E(�jX = x; UD = u)1(u � z�D)dFZjX(zjx)]dFU (u)

�

=
Z
E(�jX = x; UD = u)

Pr(D = 1jX = x; U = u)

Pr(D = 1jX = x)
dFU(u): (8)

Since
Pr(D = 1jX = x; U = u)

Pr(D = 1jX = x)
is a nonincreasing function of u, the TT parameter can be

interpreted as a weighted average of marginal treatment e�ects where individuals who have un-

observed characteristics that make them the most inclined to participate in the program (have

low UD values) receive the most weight in the average.

Heckman (1997), Heckman and Smith (1998) and Heckman, LaLonde and Smith (1999) discuss

the economic questions these three parameters answer. In brief, MTE identi�es the e�ect of an

intervention on those induced to change treatment states by the intervention. TT estimates the

e�ect of the program on the entire group of people who participate in it. ATE estimates the e�ect

of the program on randomly selected persons. See Heckman and Vytlacil (2000) for a discussion

of the relationships among these parameters.

Consider the special case where the outcome variable is dichotomous and is generated by an

underlying linear latent index, �j(X;Uj) = 1(X�j � Uj): In this special case, the mean treatment

parameters have the following form:

�MTE(x; u) = Pr(Y1 = 1jX = x; UD = u)� Pr(Y0 = 1jX = x; UD = u)

= F1jD(x�1ju)� F0jD(x�0ju)

�ATE(x) = Pr(Y1 = 1jX = x)� Pr(Y0 = 1jX = x)

= FU1(x�1)� FU0(x�0)

12



�TT (x; z;D = 1) = Pr(Y1 = 1jX = x; Z = z;D = 1)� Pr(Y0 = 1jX = x; Z = z;D = 1)

=
1

FUD(z�D)
[FD;1(z�D; x�1)� FD;0(z�D; x�0)]

�TT (x;D = 1) = Pr(Y1 = 1jX = x;D = 1)� Pr(Y0 = 1jX = x;D = 1)

=
1

E(FUD(Z�D)jX = x)
EZ

�
FD;1(Z�D; X�1)� FD;0(Z�D; X�0)

����X = x

�
;

where FjjD(tjjtD) = Pr(Uj � tjjUD = tD) for j = 0; 1. We now use the latent variable model to

de�ne distributional treatment parameters.

3.2 Distributional Treatment Parameters

For many questions, knowledge of distributional parameters is required.9 Does anybody

bene�t from the program? Among those treated, what fraction is helped by the program and what

fraction is hurt by it? We now consider treatment parameters for the distribution of treatment

e�ects. We �rst de�ne the distributional treatment parameters more generally, and then specialize

to the case where the outcome variables are dichotomous and are generated by a latent index

model. For any measurable set A, let 1A(�) be an indicator variable for the event � 2 A. The

parameters in section 3.1 are de�ned as averages of �; and we can de�ne the parallel parameters

as averages of 1A(�) by simply substituting 1A(�) for �. Let A(x) = f(u0; u1) : �1(x; u1) �

�0(x; u0) 2 Ag. Let F0;1 = FU0;U1:

9Heckman (1992), Heckman and Smith with Clements, (1997) and Heckman and Smith (1998) emphasize that

many criteria for the evaluation of social programs require information on the distribution of treatment e�ects.

13



The distributional parameter corresponding to the MTE parameter for the event � 2 A is

E[1A(�)jX = x; UD = u;D = 1] =
Z
1A(�1(x; u1)� �0(x; u0))dF0;1jD(u0; u1ju)

=
Z
A(x)

dF0;1jD(u0; u1ju):

A distributional parameter corresponding to the ATE parameter for the event � 2 A is

E[1A(�)jX = x] =
Z
1A(�1(x; u1)� �0(x; u0))dF0;1(u0; u1)

=
Z
A(x)

dF0;1(u0; u1):

Likewise, we can de�ne a distributional parameter corresponding to the TT parameter condi-

tional on Z for the event � 2 A,

E[1A(�) j X = x; Z = z;D = 1]

=
1

Pr(D = 1jZ = z)

Z
1(�1;z�D]

(uD)1A(�1(x; u1)� �0(x; u0))dFD;0;1(uD; u0; u1)

=
1

Pr(D = 1jZ = z)

Z z�D

�1

�Z
A(x)

dF0;1jD(u0; u1juD)
�
dFUD(uD);

and a distributional parameter corresponding to the TT not conditioning on Z for the event

� 2 A,

E[ 1A(�)jX = x;D = 1]

=
1

Pr(D = 1jX = x)

Z �Z
1(�1;z�D]

(uD)1A(�1(x; u1)� �0(x; u0))dFD;0;1(uD; u0; u1)

�
dFZjX(zjx)

=
1

Pr(D = 1jX = x)

Z �Z z�D

�1

�Z
A(x)

dF0;1jD(u0; u1juD)
�
dFUD(uD)

�
dFZjX(zjx):
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In the special case where the outcome variable is dichotomous and is generated by an under-

lying linear latent index, with �j(X;Uj) = 1(X�j � Uj), Y1 and Y0 are binary and � can take

three values. They are

1. � = 1 if the individual would have a successful outcome if treated (e.g., be employed if

trained) and an unsuccessful outcome otherwise. (Y0 = 0, Y1 = 1).

2. � = 0 if the individual would have a successful outcome in either state (Y0 = 1, Y1 = 1), or

the individual would have an unsuccessful outcome in either state (Y0 = 0; Y1 = 0).

3. � = �1 if the individual would have a successful outcome if not treated and an unsuccessful

outcome if treated. (Y0 = 1, Y1 = 0).

Consider, for example, A = f1g, so that 1A(�) = 1(Y0 = 0; Y1 = 1). In this case, A(x) =

f(u0; u1) : u0 > x�0; u1 � x�1g. We have:

E[1f1g(�)jX = x] = Pr[Y1 = 1; Y0 = 0jX = x] = Pr[Y1 = 1jX = x]

�Pr[Y1 = 1; Y0 = 1jX = x] = F1(x�1)� F0;1(x�0; x�1)
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E[1f1g(�)jX = x; Z = z;D = 1] = Pr[Y1 = 1; Y0 = 0jX = x; Z = z;D = 1]

=
1

Pr[D = 1jZ = z]
Pr[Y1 = 1; Y0 = 0; D = 1jX = x; Z = z]

=
1

Pr[D = 1jZ = z]

�
Pr[Y1 = 1; D = 1jX = x; Z = z]

� Pr[Y1 = 1; Y0 = 1; D = 1jX = x; Z = z]

�

= 1
FUD (z�D)

[FD;1(z�D; x�1)� FD;0;1(z�D; x�0; x�1)]

E[1f1g(�)jX = x;D = 1] = EZ

�
Pr[Y1 = 1; Y0 = 0jX = x; Z = z;D = 1]

����X = x;D = 1

�

= 1

EZ(FUD (Z�D)jX=x)
EZ [FD;1(Z�D; X�1)

� FD;0;1(Z�D; X�0; X�1)jX = x]

E[1f1g(�)jX = x; UD = u] = Pr[Y1 = 1; Y0 = 0jX = x; UD = u]

= Pr[Y1 = 1jX = x; UD = u]� Pr[Y1 = 1; Y0 = 1jX = x; UD = u]

= F1jD(x�1jz�D)� F0;1jD(x�0; x�1jz�D)

for u = Z�D:

The corresponding parameters for 1f�1g(�) are de�ned by straightforward modi�cation of the

previous expressions. Notice that

E(Y1 � Y0jX = x) = E[1f1g(�)jX = x]� E[1f�1g(�)jX = x]

so that the average treatment e�ect is the di�erence between two corresponding distributional

parameters. The average gain (ATE) when outcome variables are binary is the probability of
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being successful (employed) when participating in the program minus the probability of being

unsuccessful when participating in the program. Likewise, the other average treatment parameters

can be seen as the di�erence between their corresponding distributional parameters for 1f1g(�)

and 1f�1g(�). The distributional parameters o�er a �ner level of detail on the e�ectiveness of the

program.

Identi�cation of the distributional treatment parameters is more diÆcult than identi�cation of

the mean treatment parameters. Thus, identi�cation of the bivariate distribution of (D; Y1) and

(D; Y0) implies identi�cation of the mean treatment parameters, while identi�cation of the distri-

butional treatment parameters requires knowledge of the full trivariate distribution of (D; Y0; Y1).

Since Y0 and Y1 are never jointly observed, this trivariate distribution is not identi�ed nonpara-

metrically even when treatment is exogenous.10

However, the distribution of treatment e�ects can be identi�ed if additional assumptions are

made. We now discuss one such identifying assumption - that of a factor model.11 A more

systematic analysis of this assumption appears in Aakvik, Heckman and Vytlacil (1999, Theorem

2).12

10See the discussion in Heckman (1990), Heckman, Smith and Clements (1997) and Heckman and Smith (1998).
11An alternative set of conditions suÆcient to identify the full joint distribution (D;Y0; Y1) when Y0; Y1 are

continuous involves using the Roy model with suÆcient support conditions. See Heckman and Honor�e (1990),

Heckman (1990) and Heckman and Smith (1998). Aakvik et al (1999) consider how the Roy structure can used to

identify the joint distribution in the context of dichotomous (Y0; Y1).
12If the factor structure is imposed, assumption (i) - the existence of an exclusion restriction on observables -

need not be invoked.
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4 Factor Structure Models

In our empirical analysis we estimate a three equation model consisting of an equation for

the decision rule, an outcome equation for the treated state, and an outcome equation for the

non-treated state. The selection outcome and the employment outcomes are discrete. In this

paper we specify a discrete-choice, latent-index framework where the unobservables are generated

by a normal factor structure. Aakvik et al (1999) consider more general, semiparametric cases.

The empirical results produced from the more general framework are in accord with the results

reported here.

As before, the decision rule for training is

D�
i = Zi � UDi (9)

Di = 1 if D�
i � 0; Di = 0 otherwise.

We specify the following employment outcome equation for the training state:

Y �
1i = Xi�1 � U1i (10)

Y1i = 1 if Y �
1i � 0; Y1i = 0 otherwise,

and the following employment outcome in the non-treated state

Y �
0i = Xi�0 � U0i (11)
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Y0i = 1 if Y �
0i � 0; Y0i = 0 otherwise.

We assume that the error terms in equations (9) - (11) are governed by the following factor

structure:

UDi = ��i + �Di

U1i = ��1�i + �1i

U0i = ��0�i + �0i:

(12)

The factor structure assumption for discrete choice models was introduced in Heckman (1981) and

produces a exible yet parsimonious speci�cation which yields convenient and easily interpretable

expressions for the parameters of interest and at the same time enables us to estimate the model

in a tractable fashion.

We assume access to i.i.d. data, and henceforth suppress the i subscript. We make the

following normality assumption,

0
BBBBBBBBBBBBB@

�

�D

�1

�0

1
CCCCCCCCCCCCCA
� N (0; I)

where I is the identity matrix and where we have imposed the normalization that

Var(�) = 1, Var(�j) = 1 for j = D; 0; 1.13 This normalization is innocuous in the context of a

13An alternative approach assumes a discrete distribution of �: In a �nite sample, the NPMLE used by Heckman

and Singer (1984), is a discrete distribution. See Cameron and Heckman (1987) where models with a discrete

factor structure were �rst developed in the context of a discrete choice model.
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normal factor model, see Heckman (1981) or Aakvik et.al. (1999). Let � denote the standard

normal CDF and let � denote the standard normal probability density function.

The following expressions for the mean treatment parameters in the case of a normal factor

model are easily veri�ed:

�ATE(x) =
Z
[� (x�1 + �1�)� � (x�0 + �0�)]�(�)d�

�TT (x; z;D = 1) =
1

�( z�Dp
2
)

Z
[� (x�1 + �1�)� � (x�0 + �0�)]�(z�D + �) �(�)d�

�TT (x;D = 1) =
1

E(�(Z�Dp
2
)jX = x)

EZ

� Z
[� (x�1 + �1�)� � (x�0 + �0�)]

� �(Z�D + �) �(�)d�

����X = x

�

�MTE(x; u) =

Z
(�(x�1 + �1�)� �(x�0 + �0�))�(u+ �) �(�)d�

�( up
2
)

Observe that if �1 = �0, we obtain a common treatment e�ect (conditional on X) for the

indices of (10) and (11). However, we do not obtain a common treatment e�ect for the probability

of employment gain. Thus note that

�ATE(x)��TT (x; z;D = 1) =
Z
[� (x�1 + �1�)� � (x�0 + �0�)]

0
B@1� �(z�D+�)Z

�(z�D+�)�(�)d�

1
CA�(�)d�

which will not in general equal zero unless �1 = �0 = 0.

The expressions for the distributional treatment parameters are easily derived. For example,

the distributional parameters in this case for the event 1(Y0 = 0; Y1 = 1) = 1(� = 1) are:

E[1(� = 1) j X = x] =
Z
[�(x�1 + �1�)(1� �(x�0 + �0�))]�(�)d�
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E[1(� = 1) j X = x; Z = z;D = 1]

=
1

�( z�Dp
2
)

Z
[�(z�D + �)�(x�1 + �1�)(1� �(x�0 + �0�))]�(�)d�

E[1(� = 1) j X = x;D = 1] = 1

E(�(Z�Dp
2
)jX=x)

E

�Z
[�(Z�D + �)

��(x�1 + �1�)[1� �(x�0 + �0�)]�(�)d�

����X = x

�

E[1(� = 1) j X = x; UD = u] =

Z
�(x�1+�1�)(1��(x�0+�0�))�(u+�)�(�)d�

�( up
2
)

Observe that the random e�ects factor model of this section and the matching model of

Rosenbaum and Rubin (1983) have a close aÆnity. If the analyst knew �, then the matching

conditions of Rosenbaum and Rubin (1983) would be satis�ed (augmented to account for Z�

something strictly not required):

(Y0; Y1)??D k X;Z; �;

and

0 < Pr(D = 1 j X;Z; �) < 1

where the latter assumption follows from the assumption that Var(�D) = 1 and normality.14 Thus

given �, we could use simple propensity score matching or other standard matching methods

to estimate TT and ATE. However, matching does not identify MTE or the distributional

14Under those conditions �D has full support on the real line.
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parameters.15

Given that we do not observe �, this strategy is not available to us. Accordingly, we integrate

out � assuming that

�??(X;Z).

Thus our random e�ects set up can be viewed as a solution to a missing conditioning variables

problem in matching.16

Another approach to the problem of missing conditioning variable is to assume di�erent values

of the missing � value and to perform a sensitivity analysis. This approach is advocated by

Rosenbaum (1995, chapter 5) and implemented in the context of a VR program by Aakvik (1999a).

We report estimates obtained from this procedure in Section 6 below.

5 Estimating the Mixture Model

Conditioning on �, and restoring the i subscripts, the likelihood for the factor model has the

form:

NY
i=1

Pr(Di; YijXi; Zi; �i)

15Heckman and Vytlacil (2000c) develop this point at greater length.
16The random e�ects estimator is a member of the class of control function estimators discussed in Heckman

and Vytlacil (2000c).
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where

Pr(Di; YijXi; Zi; �i) = Pr(DijZi; �i) Pr(YijDi; Xi; �i);

and

Pr(Di = 1jZi; �i) = �(Zi�D + �i)

Pr(Yi = 1jDi = 1; Xi; �i) = Pr(Y1i = 1jDi = 1; Xi; �i)

= Pr(Y1i = 1jXi; �i)

= �(Xi�1 + �1�i)

Pr(Yi = 1jDi = 0; Xi; �i) = Pr(Y0i = 1jDi = 0; Xi; �i)

= Pr(Y0i = 1jXi; �i)

= �(Xi�0 + �0�i):

The likelihood function integrating out � has the form:

L =
NQ
i=1

Z
Pr(Di; YijXi; Zi; �) �(�)d�:

Identi�cation of the parameters of the model, (�D; �0; �1) and (�0; �1), follows from the analyses

of Heckman (1981) or Aakvik et.al (1999) if �D; �0; �1 and � are joint normal. We estimate

the parameters by maximum likelihood, where we use Gaussian quadrature to approximate the

integrated likelihood.17

The empirical results reported below are not sensitive to the assumption that � is normally

17See Butler and MoÆtt (1982) for a discussion of Gaussian quadrature in this context. We use �ve evaluation

points for the approximation, and we implement the maximum likelihood estimation using the DCPA package of

Cameron and Heckman (1987).
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distributed. In alternative empirical analyses, we follow Heckman and Singer (1984) and Cameron

and Heckman (1987) by approximating the distribution of � with a distribution de�ned on a �nite

number of support points.18 The empirical results obtained from using the discrete mixture model

for � are similar to the results generated by a normality assumption and for the sake of brevity

are not reported.

Given identi�cation of the parameters of the model, all mean and distributional treatment

e�ect parameters are identi�ed and standard errors for the treatment parameters follow from

the delta method. We integrate these estimated treatment parameters against the empirical

distribution of X and Z to estimate the corresponding treatment parameters integrated over the

distribution of X and Z. For example, we estimate E(�) by
1

N

XN

i=1
[FU1(Xi�1) � FU0(Xi�0)];

where N is the sample size.

The assumption of a one factor structure is crucial to the identi�cation of distributional treat-

ment e�ect parameters. The one factor structure implies that

Cov(UD; U0) = �0

Cov(UD; U1) = �1

Cov(U0; U1) = �0�1:

(Recall we have scaled the variances of �; �0; �1 and � all to be one so that the normalizing con-

18See also Cameron and Taber (1994) for a Monte Carlo analysis of the Cameron-Heckman model.
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stants are known). Thus, identi�cation of �0 (from Cov(UD; U0)) and identi�cation of �1 (from

Cov(UD; U1)) immediately imply identi�cation of Cov(U0; U1) = �0�1: Given joint normality, this

implies that the joint distribution UD; U0; U1 is known. No exclusion restrictions are required (i.e

assumption (i) can be relaxed) and a Roy model structure is not required (e.g. D = 1(Y1 � Y0)

or its extension for latent variable models reported in Aakvik et al (1999)).

6 Data and Institutional Setting

The Norwegian vocational rehabilitation sector o�ers income maintenance payments and

training programs for individuals whose medical conditions result in reduced productivity. The

VR sector has expanded rapidly since the National Social Insurance Act was passed in 1966. The

expansion has been guided neither by a �rm knowledge on the overall economic impact of the

training programs, nor by knowledge of which groups may bene�t most from program participa-

tion. Today, around 1.5 percent of the labor force participates in a VR training program each

day. Most persons who apply for VR job training programs have previously been employed.

Individuals unable to return to work after 52 weeks on sickness bene�ts are entitled to a VR

bene�t. The decision to provide the VR bene�t is made by the local Social Security OÆce, usually

after a recommendation from a medical doctor. The VR bene�t is usually two-thirds of the gross

income in the previous year subject to maximum and minimum bene�t restrictions. Health status

is the legal eligibility criterion for VR bene�t.

While receiving a VR bene�t, some people return to their old job or obtain disability pensions
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without entering training. Individuals who are not granted a disability pension and do not

return to their old job on their own e�ort are usually referred to the local Employment OÆce to

participate in a job training program. The oÆce evaluates whether training may help applicants

obtain a job.

The decision to accept a person into a training program is mainly taken by case workers at the

Employment OÆce and by local managers of vocational rehabilitation centers. This decision is

usually based on subjective judgments regarding employment prospects. Main inclusion criteria

are health, age, personal characteristics, social conditions, education, and labor force experience.

However, the vague criteria for selection and the close connection between the local labor market

authorities and local �rms and businesses may encourage case workers to select participants based

on their expectations of post program employment outcomes rather than on their expectations of

post-training e�ects.

The training programs o�ered are typically education (classroom training), formal on-the-job

training in manufacturing sector �rms, and wage subsidies. The training varies in substance and

duration across clients. We would expect the training e�ects to be heterogeneous because training

is o�ered by di�erent institutions. All schooling and labor market training are provided without

direct cost for the participants, and participants usually receive a VR bene�t while undergoing

training. The typical duration of training is 6.5 months.

We have a sample of 1924 individuals who applied for training in 1989, which is a 10 percent

random sample of all female VR clients who applied in 1989. Of these applicants, 1,244 were

accepted and participated in a training program for at least 5 days. The remaining applicants
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were either not accepted into the training program or were accepted but chose not to participate.19

For arguments in favor of \internal" comparison groups, see Bell, Orr, Blomquist and Cain (1995),

and Heckman, Ichimura, Smith and Todd (1998). In brief, nonparticipants are located in the same

labor market as participants and failure to match within local labor markets has been shown to

be an important source of evaluation bias by Heckman, Ichimura, Smith and Todd.

Table 1 contains descriptive statistics of the variables used in our empirical analysis for pro-

gram participants and nonparticipants. The mean income before clients enter VR is higher for

participants both before and after they enter the program. The average age of participants is half

a year higher than that of nonparticipants. Furthermore, participants have better education, and

they are more likely to hold a job in 1993.20

For the observables determining the treatment decision, we use a set of individual background

characteristics as well as some variables calculated based on more than 400 municipalities. These

administrative areas vary in population (the mean is around 10,000) and geographic area. Our

background variables include age, educational level, income, presence of children, age of the

youngest child, and work experience. There is a marked di�erence between the probability of

getting day-care placement for children below and above the age of three, and we have constructed

a variable to capture this e�ect.21

19We do not separately observe the case worker's acceptance decision and the decision of the applicant to attend

training if accepted.
20Employment is de�ned in this paper as working at least 20 hours per week at the end of our observation period,

which is 1993. We have experimented with several di�erent de�nitions of employment outcomes. For instance, we

have used the full-time employed and conditioned on minimum spells of 60 and 90 days in a job in our de�nition

of employment. However, the empirical results are not sensitive to our de�nition of employment.
21Surprisingly, spousal income plays only a minor role in participation decisions and we delete it in the �nal

speci�cations.
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Our instrument (Z) is the degree of rationing. This is calculated as the percentage of applicants

in local districts who do not participate in the program. We expect the degree of rationing to

inuence a person's probability of participating in a training program, but not to a�ect the

employment outcome after training. Unlike training programs for ordinary unemployed people,

for which the number of training slots is correlated with the local unemployment rate, the number

of slots for VR training programs does not vary due to changes in the unemployment rate in local

districts, and instead depends only on the capacity of the local educational sector. Entry into

the program is generated by health factors, which are only weakly related to local unemployment

rates. The correlation between the degree of rationing variable and local unemployment rate is

.01.22 The availability of training slots thus appears to be a valid exclusion restriction.

We take the treatment decision (Di) to be whether the applicant receives training (is both

accepted into training and receives training).23 All of our estimated treatment parameters are

de�ned for the population of applicants. Thus, for example, the average treatment e�ect is the

average treatment e�ect for individuals chosen at random from the pool of applicants, not from

the pool of all eligible individuals. We use employment three years after application to training

as our outcome measure (Yi). While we observe employment for each year for three years after

application to training, we only use the third year of the data since the employment status

is highly correlated across post-application years. Specifying a panel data random coeÆcient

22See Aakvik (1999a).
23Since the selection process is a joint decision of the case worker and the client, it would be appropriate to

follow Poirier (1980) in specifying a multiple index model. Given appropriate exclusion restrictions, our analysis

can be extended to allow for a multiple index model of the selection process. We leave this extension to future

work.
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training model requires special modeling due to the time dependence in outcomes. The required

model is a natural extension of the framework developed in this paper. (See Aakvik et al, 2000).

Many evaluation studies use income or wages rather than employment as their outcome mea-

sure after training. We use employment rates rather than earnings as our outcome measure for

several reasons. First, public expenditure on VR programs is a part of the active labor market

policy in Norway. This policy is intended to place as many people as possible into ordinary jobs,

since the relatively generous social security system in Norway is likely to fail if high unemploy-

ment persists. Second, Norway has a relatively compressed wage distribution. Therefore, wages

would not change much due to program participation. Third, LaLonde (1995) and Heckman,

LaLonde and Smith (1999) point out that most of the earnings gains reported in the literature in

the US follow from higher employment rates rather than from increased wages so an analysis of

employment is warranted.

7 Estimating and Interpreting Mean Treatment E�ects

and Distributional Treatment E�ects

We now report estimates of the mean treatment parameters based on the factor model pre-

sented in Section 4. We �rst discuss the estimated coeÆcient values. We then discuss what they

imply for the various treatment e�ects. We then present our analysis of alternative de�nitions

of cream-skimming and our evidence on this issue. Finally we compare our estimates with those

obtained from matching and linear instrumental variables methods. The model is estimated by
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maximum likelihood. Using chi-square hit and miss criteria, the model �ts the data well. These

results are available from the authors on request.

As noted in Section 4, under our normality and factor structure assumptions, no exclusion

restrictions or continuous regressors are required to identify the mean or distributional treatment

e�ects. Nonetheless, as noted in Section 6, in our data, we have a plausible exclusion restriction (a

variable in Z but not in X): the degree of rationing. This variable is an important determinant of

program participation. If this variable is not used, the �t of the model to the data substantially

deteriorates. When the exclusion restriction is used, we can compare our estimates to those

produced by an \approximate" instrumental variable analysis of the sort advocated by Angrist

(2000).24

7.1 Estimated CoeÆcients

Estimates of the parameters of the selection equation (D�), the employment equation for

nonparticipants (Y �
0 ); and the employment equation for participants (Y �

1 ) are reported in Tables

2 and 3, respectively. For each equation, we report the parameter values, the t-values for the

parameter values, and the mean marginal e�ects.25

We �rst discuss the parameters related to selection into training. The estimated parameters

of the selection equation reported in Table 2, Column 1 o�er insight into the presence of non-

24He advocates a linear probability model version of the model �t here regressing Y on D, introducing linear

controls and instrumenting D by Z: The comments by MoÆtt (2000) and Todd (2000) criticize this approach.
25Let xk and zk denote the kth element of X and Z, respectively. The mean marginal e�ects are de�ned as

the analytical derivatives averaged over the unconditional distribution of either X or Z: EZ

�
@ Pr(D=1jZ=z)

@zk

�
,

EX

�
@ Pr(Y0=1jX=x)

@xk

�
, and EX

�
@ Pr(Y1=1jX=x)

@xk

�
.
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random selection into rehabilitation programs. Individuals participating in the program di�er

signi�cantly from eligible nonparticipants with respect to observable characteristics. If a potential

participant had favorable characteristics associated with higher employment in either the trained

or the untrained state before VR began, such as being young, having no children and being well-

educated, then he or she has a greater probability of participating in a training program. Given

the presence of children, persons with older children are more likely to participate in a training

program. The coeÆcient on the degree of rationing in local districts is signi�cantly di�erent from

zero.

Next turn to the employment equations. We report the estimated employment regression

coeÆcients in Table 3, where the �0-vector is reported in column 1 of Table 3, and the �1 vector is

reported in column three of Table 3. For both employment equations, all the estimated coeÆcients

have reasonable signs and most of them are statistically signi�cant. Young individuals with high

education, no children, high working experience, and high previous income have the best chances

of being employed at the end of our observation period. Young children decrease the probability

of employment.

We also estimate the same model with the restriction that all factor loadings (�0; �1) equal zero.

Fixing the factor loadings to zero imposes that the error terms are independent across equations,

and thus does not allow for selection on unobservables related to the employment equations. The

resulting estimates of the slope coeÆcients are similar to those reported in these tables when more

general models with factor loadings are estimated. However, as discussed below in Section 7.6,

imposing that the error terms are independent across equations results in a dramatic change in
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the estimated treatment parameter values.26 Moreover, the �t of the model to the data is slightly

worse when we impose that the error terms are independent across equations. In this sense, a

model with unobservables on which agents select is more consistent with the data.

However, both likelihood ratio tests and t statistics on the factor loadings evaluated at conven-

tional levels do not reject the null hypothesis of no selection bias due to unobservables. However,

the estimated factor loadings are large, even if imprecisely estimated.

In this paper we proceed conditional on the estimated non zero values of �. We are reluctant

to set a large �j to zero using a pretest estimator. Even if the reader wishes to set the �j to

zero based on the reported test statistics, the analysis that follows can be taken as an illustration

of how to estimate a variety of interesting mean and distributional parameters if selection on

unobservables is an empirically important phenomenon.

7.2 Estimated Mean Treatment Parameters

We next compute the di�erent mean treatment parameters conditional on the maximum

likelihood values for all of the parameters. We �nd that

ATE � E(�) = �0:014

TT � E(�jD = 1) = �0:11:

26The slope estimates with the factor loadings �xed to zero are available upon request from the authors.
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For the entire population, the program has a slight negative e�ect, but has a stronger negative

e�ect for those who are selected into the program. This suggests that selection into the program

is perverse on net gains, a point we develop below in Section 7.5. In comparison, as reported in

Table 1, the raw di�erence in mean outcomes is :046 (E(Y1jD = 1)�E(Y0jD = 0) = :046)): Thus

controlling for selection appears to be very important in these data.

In order to study the relationship between unobservable characteristics related to program

participation and the treatment e�ect, we plot the estimated MTE parameter for di�erent values

of UD. (See Figure 1). TheMTE parameter is increasing in UD. It is negative for UD values below

.2 while it is large and positive for large UD values. Recall that higher values of UD imply lower

probabilities in the program. Thus, in terms of unobservables, those most likely to participate

bene�t the least from the program. This evidence is consistent with our estimates for ATE and

for the e�ect of treatment on the treated. From the analysis of Heckman and Vytlacil (2000a,b,c),

and from equation (8), the e�ect of treatment on the treated is an integrated version of MTE

with most of the weight being placed on MTE values with UD values small (where the estimated

value of MTE is very negative). ATE weights MTE more uniformly and accordingly is larger.

7.3 Heterogeneity in Observables

The estimated treatment e�ects vary substantially with observed characteristics. For example,

the variance of E(�jX) is :014, compared to its mean of �0:014: The variance of E(�jX;D = 1)

is :014 compared to its mean of �0:11. The degree to which the treatment e�ects varies with

observable characteristics can also be seen by studying the marginal e�ect of each observable
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characteristic on the expected treatment e�ect. The marginal e�ects on the treatment parameters

are reported in Table 4. For example, being older, having lower pre program income, having lower

spouse's income, and having young children are all associated with a larger treatment e�ect for all

de�nitions of mean treatment e�ects. We develop this point further after we analyze distributional

treatment parameters.

7.4 Estimated Distributional Treatment Parameters

The distributional treatment e�ect parameters capture an additional type of treatment e�ect

heterogeneity beyond that previously discussed for mean treatment e�ects. We now report esti-

mates of the distributional treatment parameters. Table 5 reports the distributional versions of

ATE, TT , and MTE evaluated at selected values of UD. We �nd that if a random applicant is

assigned to training, with probability :225 the applicant bene�ts from the training, that is, will be

employed after receiving the training but would have been unemployed without the training. How-

ever, with probability :24 the applicant will be hurt by receiving the training, being unemployed

after receiving the training but employed without receiving the training. The mean parameter for

ATE, -0:014, masks the underlying heterogeneity that nearly a quarter of all individuals become

employed as a consequence of participating in the program and nearly a quarter of all individuals

who participate become unemployed. The impact of the program is most negative for those most

likely to enter the program. For example, the estimated MTE parameter evaluated at UD = �2

shows that only 11:9% of such agents become employed because of participation but 37:3% of

such agents become unemployed because of the program. These numbers are reversed for those
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least likely to enter the program (high values of UD). The MTE parameter evaluated at UD = 2

�nds 35% of agents with UD = 2 become employed because of participation and only 12:6% of

such agents become unemployed due to participation in the program. As a consequence of our

index model, we can write Pr(� = 1jX) = Pr(� = 1jX�1; X�0) so that two indices capture the

full X e�ect on Pr(� = 1 j X). Figure 2 graphs this function against quantiles of X�1 and X�0:

Figures 3 and 4 are the corresponding graphs for Pr(� = 0jX�1; X�0) and Pr(� = �1jX�1; X�0)

respectively. The greatest gains in employment are for those with the highest index for employ-

ment in the treated state and the lowest employment index for the untreated state. The graph

for Pr(� = �1 j X�1; X�0) is the mirror image of Figure 2. The graph for Pr(D = 0 j X�1; X�0)

shows that persons with balanced levels of indices are the ones most likely to be una�ected by the

program (� = 0). There is considerable heterogeneity in response to the program among persons

with di�erent X values.

7.5 Cream-Skimming: The Relationship Between Selection Into the

Program and Outcomes

A central question in the analysis of a program like VR is whether those who bene�t the most

from it are those most likely to participate in it. We have already noted that ATE is greater

than TT i.e., that randomly selected persons bene�t more from the program than those who

participate in it. This suggests that the combination of UD and Z values that promote program

participation are perversely associated with the observed and unobserved factors associated with
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gains from the program.

In order to determine the extent of cream-skimming on both observables and unobservables, it

is necessary to relate � (as de�ned by the various means and distributional parameter analogues)

to Z�D and UD. We have estimated relationships among � and (X�1; X�0; U1; U0), however. So

the problem is how to go from the relationships we have estimated to determine the relationships

between gains and Z�D and UD.

Given the factor structure model, we can easily determine how variation in UD a�ects U1 and

U0 (see equation (12)). By virtue of independence assumption (iii), the factor relationship does

not depend on values of Z�D; X�1 and X�0. We have used this relationship in computing Figure

1 and in inferring that selection into the program is perverse in terms of unobservables. Another

way to make the same point is to inspect the correlations among the unobservables. Using our

normalizations

Corr(U0; U1) =
�0�1q

1 + �2
0

q
1 + �2

1

= �:116

Corr(UD; U0) =
�0

p
2
q
1 + �2

0

= :281

Corr(UD; U1) =
�1

p
2
q
1 + �2

1

= �:208

From the latter two correlations, the unobservables that promote participation are positively

correlated with the unobservables that promote employment in the no-training state but are

negatively correlated with the unobservables that promote employment in the training state.
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Thus higher UD is associated with higher U0 and lower U1 so that persons with low values of UD

(who are more likely to participate in the program) are more likely to have lower values of �,

holding constant X and Z. Hence, selection is perverse on unobservables: treatment e�ects are

the lowest for those most likely to participate.

The harder problem is to determine the e�ect of Z�D on �. The obvious way to assess this

dependence is to estimate our model nonparametrically, determining the relationship between

objects like ATE and Treatment on the Treated on Z�D: A completely general way to express

ATE in terms of Z�D writes

E(� j Z�D) = EZ�D
[E(� j X)] =

Z
E(Y1 � Y0 j X = x)dF (x j Z�D):

A comparable expression can be derived for E(� j Z�D; D = 1) the TT parameter:

E(� j Z�D = z�D; D = 1)

=
Z
E(Y1 � Y0 j X = x; Z�D = z�D; D = 1)dF (x j D = 1; Z�D = z�D)

To estimate these expressions requires determining the distributions of F (x j Z�D = z�D) and

F (x j Z�D = z�D; D = 1). The e�ect of the X can be reduced to the e�ect of two scalars,

(X�1; X�0); by virtue of our index assumption. To estimate these densities requires nonparamet-

ric estimation of bivariate densities, a task we leave for another occasion.

Instead, we examine the dependence among the indices (Z�D; X�0; X�1) using correlations.

We view this analysis as a prelude to a full nonparametric analysis. Many of the same charac-

teristics that predict employment in the nonparticipation state also predict employment in the
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participation state. Also, many of the same characteristics that predict participation in train-

ing also predict higher employment probabilities for both the participation and nonparticipation

outcome equations. We estimate the following correlations across the indices of these equations:

Corr(X�0; X�1) = 0:81

Corr(Z�D; X�0) = 0:42

Corr(Z�D; X�1) = 0:27:

The indices are all positively correlated with each one another. Thus, unlike the case that arises

in our analysis of unobservables, a higher index for participation is associated with higher employ-

ment outcomes in both the treated and untreated states and the e�ect on � depends on the levels

at which the indices are related. Note that the correlation between X�1 and X�0 is strong and

positive but they are not perfectly correlated. There is a strong relationship between observable

characteristics that predict participation and observable characteristics that predict employment

in the non-participation state. Corr(Z�D; X�0) = 0:43. The correlations in the indices induce

very similar correlations in the �tted probabilities:

Corr(Pr(Y1 = 1jX);Pr(Y0 = 1jX)) = 0:81

Corr(Pr(D = 1jZ);Pr(Y0 = 1jX)) = 0:42

Corr(Pr(D = 1jZ);Pr(Y1 = 1jX)) = 0:27
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The correlations combining both the observable and unobservable components of the indices are:

Corr(Y �
1 ; Y

�
0 ) = Corr(X�1 + U1; X�0 + U0) = 0:05

Corr(D�; Y �
0 ) = Corr(Z�D + UD; X�0 + U0) = 0:31

Corr(D�; Y �
1 ) = Corr(Z�D + UD; X�1 + U1) = �0:14

Note that the correlation between the latent index for participation and the latent index for

employment in the nonparticipation state is even higher than the correlation between the indices

for employment in the participation and nonparticipation states.

The di�erence between the mean outcomes and the selection-corrected mean outcomes is

consistent with the evidence just discussed. In particular, individuals who are most likely enter the

program are those who are most likely to be employed. In addition, those with the characteristics

that make them most likely to participate are the ones who bene�t the least from the program.

This is true both for the observed characteristics and the unobserved characteristics. In terms of

observed characteristics, note that

Corr(Z�D; X(�1 � �0)) = �0:41

which induces a similar correlation between the �tted probabilities of participation and the ex-
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pected treatment e�ect,

Corr(Pr(D = 1jZ); E(�jX)) = Corr(Pr(D = 1jZ);Pr(Y1 = 1jX)� Pr(Y0 = 1jX)) = �0:38:

In terms of unobserved characteristics,

Corr(UD; U1 � U0) = �0:33:

The correlation in the observables and unobservables reinforce one another, resulting in

Corr(D�; Y �
1 � Y �

0 ) = �0:33:

This analysis demonstrates that those most likely to participate in the program are those who

bene�t the least from it. Contrary to several US studies which �nd that persons with characteris-

tics associated with better labor market outcomes also gain the most from training (see the studies

summarized in Heckman, LaLonde and Smith (1999)) we �nd that characteristics associated with

better labor market outcomes are negatively correlated with training e�ects.

The overall e�ectiveness of VR training programs in terms of producing employment gains

can be improved by changing the selection criteria for participating in training. By focusing on

selecting persons with a high training e�ect, the mean e�ect of VR training can be improved,

although the gross employment outcomes among participants may be reduced.27

27We lack information on costs. Thus the net social bene�t of our proposed change in the strategy of selection
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7.6 Comparison with Results Using Other Estimation Methods

In Table 6, we compare our estimated treatment parameters with the estimates produced

from alternative estimators. In particular, we compare our estimated ATE and TT parameters

with the estimates resulting from: (1) mean di�erence in outcomes between participants and non-

participants (i.e., assuming treatment is exogenous); (2) estimation by matching on observables,

using the analysis of Aakvik (1999b), (3) estimating our latent index model but with the factor

loadings set to zero; (4) estimating our model using normal heterogeneity; (5) estimation by lin-

ear IV, where we impose a linear probability model form for the outcome equation assuming that

treatment only shifts the intercepts of the outcome equations, and use the estimated Pr[D = 1jZ]

as the instrument for D; (6) estimation by linear IV, following Angrist (2000), where we impose

a linear probability model form for the outcome equation, allow the treatment e�ect to vary with

observable variables, and use the estimated Pr[D = 1jZ] � X as the instrument for DX: Note

that each of these estimators is based on di�erent identifying assumptions. (See Heckman and

Vytlacil, 2000c, for a discussion of these assumptions).

Notice the following features of Table 6. First, the raw di�erence in mean outcomes is substan-

tially higher than the estimated ATE or TT from any of the other estimators. Second, controlling

for unobservables appears to be important. The estimators that allow for selection on unobserv-

ables all produce estimates of TT that are substantially lower than the estimates produced by

estimators that assume no selection on unobservables like the IV estimators. However, for ATE

may be negative. See Heckman and Smith (1998) for evidence on the importance of accounting for full social costs

in evaluating social programs.
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the two types of estimators are in closer agreement. Third, for each estimator that allows ATE

and TT to be distinct, it is always the case that TT is lower than ATE.

8 Placing Our Empirical Results in the Literature on VR

Programs

The literature on vocational rehabilitation programs reports no estimates of training e�ects

based on randomized experiments. The literature on manpower programs directed towards the

unemployed contains both methodological and empirical discussions of the relative merits of ex-

perimental and non-experimental evaluation methods.28

Methodologically, the problems of evaluating manpower and VR training programs are quite

similar. However, it is not clear that the empirical regularities in the manpower literature apply to

VR programs because participants in VR training programs have health problems that distinguish

them from healthy individuals who are unemployed.

Very few studies of the e�ects of VR training control for potentially successful rehabilitation

without training at all. In a review of the literature analyzing US data, Worrall (1988) focuses

on this shortcoming. He notes that all the studies that he reviews are hampered by the lack

of a control group. Nevertheless, other researchers have attempted to draw some inference from

the same literature that Worrall reviews. Haveman, Halberstadt and Burkhauser (1984) o�er a

28See, e.g., Heckman and Hotz (1989), Burtless (1995), Heckman and Smith(1995), LaLonde (1995), and Heck-

man, LaLonde and Smith (1999).
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guarded assessment, stating that concentrating rehabilitation activities on younger, less disabled,

and more productive workers appears to be more eÆcient in promoting employment than focusing

on disabled workers with the most severe handicaps.

Nowak (1983) and Dean and Dolan (1991) analyze the e�ects of VR programs in the US using a

comparison group approach. Both these analyses �nd evidence that suggests a di�erence between

gross success rates and training e�ects. Both studies report that females bene�t more from training

than males.29 In results available on request from the authors, gender e�ects in Norwegian VR

training programs are opposite to those found in the United States: estimated training e�ects

are higher for males. We also �nd a statistically signi�cant selection of young, relatively highly

educated individuals with long work experience and no children into training programs. These

individuals have a signi�cantly higher probability of employment, with or without the treatment.

Other characteristics that are predictive of a signi�cant and positive e�ect on employment rates

include high yearly pre-program income and high yearly spousal income. Thus, as noted in

Section 6, program managers select participants so as to maximize gross employment rates among

participants in training programs.

Our analysis suggests that a di�erent selection rule would increase the overall eÆcacy of train-

ing in promoting gains in employment assuming that the costs are the same across di�erent

selection rules. By concentrating on older, less educated women with low levels of work experi-

ence, there would be a drop in their recorded employment rates, but an increase in employment

29Similar results are found in several other training program evaluations, see the reviews by Barnow (1987),

Gueron and Pauly (1991), LaLonde (1995), and Heckman, LaLonde and Smith (1999). Typically, they �nd that

training has a signi�cant e�ect for women, and that there are no signi�cant e�ects for men and youths in terms of

increased employment rates and wages. These results apply both for experimental and for observational studies.
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attributable to the program.

9 Summary, Conclusions and Related Work

This paper formulates an econometric framework for studying treatment e�ects on discrete

outcomes when the treatment e�ects vary among observationally identical persons. Using a

latent variable framework, we show how to de�ne and estimate the average treatment e�ect, the

e�ect of treatment on the treated, and the marginal treatment e�ect on discrete outcomes. We

also develop and estimate distributional analogues to these parameters. To secure estimates, we

assume a factor-structure assumption for the model unobservables.

In related research, we relax the parametric normal assumptions used in this paper to construct

semiparametric mean and distributional parameters. We present formal proofs of identi�cation

and a sampling theory for the semiparametric estimators considered in that paper. In Aakvik

et.al. (2000), we extend both the parametric and semiparametric analyses of this paper to consider

treatment e�ects in a structural duration model.

The Norwegian VR we study o�ers di�erent general and speci�c training programs at dif-

ferent locations to a diverse population. The estimated e�ects of these training programs vary

both in terms of observed and unobserved factors. In particular, training e�ects are larger for

individuals with characteristics that predict lower employment in either the trained or untrained

state. Cream-skimming of individuals into training on the basis of characteristics that are posi-

tively associated with employment is less e�ective in promoting employment gains than randomly
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selecting participants from the pool of applicants. There is a potential for improving the overall

employment-promoting e�ect of VR training by selecting those who gain the most from training

rather than choosing more employable persons.

Governmental evaluations of training programs in most countries typically are based on post-

program outcome measures. Such an evaluation strategy gives caseworkers an incentive to select

the most employable for training. Caseworkers are seldomly able to estimate treatment e�ects.

Thus guidance on who should participate should be based on results from research rather than

by rules-of-thumb. We �nd that the employment gains in the Norwegian VR program will be

enhanced if the selection rule is changed to encourage the least employable to participate.
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Table 1: Means and Standard Deviations of

Characteristics for Participants
and Nonparticipants.

Participantsa Nonparticipants

Number 1244 680

Mean Mean

Employment Rate, 1993 0.379 0.333

(0.485) (0.472)

Income, 1988b 61874 54707

(54420) (55324)

Income, 1992 60509 52076

(68002) (66599)

One or More Childrenc 0.562 0.520

(0.496) (0.500)

Child Older than 3d 0.459 0.390

(0.499) (0.490)

Age 34.2 33.7

(10.1) (10.7)

Actual Yrs of Work Experience 9.7 9.6

(6.2) (5.8)

Education in Years 10.5 10.2

(1.8) (2.0)

Degree of Rationinge 0.17 0.26

(0.12) (0.16)

aParticipants are those individuals who applied for a training program in 1989 and were registered

in a training program for at least 5 days in the period from the beginning of 1989 until the end 1993.

Nonparticipant are those individuals who applied for a training program in 1989 but never registered as a

participant in a training program.
bIncome measured in 100,000 Kroner(NOK). 1988 is the year before the application to VR training

programs.
cThis is a dummy variable for having one or more children.
dThis is a dummy variable for having a child over the age of three.
ePercentage of applicants in local districts who do not participate in VR training programs.



Table 2: Selection Equation

Coe�. t-value Marg.a

Factor 1.000 0.2378

Age -0.018 2.34 -0.0042

Incomeb 0.021 2.53 0.0049

Education (years) 0.050 2.53 0.0117

One or More Childrenc -0.297 1.98 -0.0706

Child Older than 3d 0.452 3.01 0.1075

Actual Yrs of Work Exp. 0.010 0.93 0.0023

Degree of Rationinge -0.379 11.11 -0.0900

aMarginal e�ects are de�ned as the analytical derivative averaged over the unconditional distribution

of Z: EZ

�
@ Pr(D=1jZ=z)

@zk

�
.

bIncome measured in 100,000 Kroner(NOK). They are measured for 1988, the year before the application

to VR training programs.
cThis is a dummy variable for having one or more children.
dThis is a dummy variable for having a child over the age of three.
ePercentage of applicants in local districts who do not participate in VR training programs.



Table 3: Employment Equations

Nonparticpation Participation

Outcome Outcome

Coe�. t-value Marg.a Coe�. t-value Marg.b

Factor 0.433 1.28 0.1372 -0.307 0.92 -0.1072

Age -0.042 4.28 -0.0042 -0.005 0.90 -0.0017

Incomec 0.033 2.69 0.0103 0.000 2.45 0.0066

Education (years) 0.094 2.95 0.0297 0.107 5.13 0.0372

One or More Childrend -0.769 3.35 -0.2440 0.006 0.04 0.0019

Child Older than 3e 1.180 4.67 0.3744 0.108 0.72 0.0378

Actual Yrs of Work Exp. 0.077 4.91 0.0023 0.050 5.36 0.0174

aMarginal e�ects are de�ned as the analytical derivative averaged over the unconditional distribution

of X : EX

�
@ Pr(Y0=1jX=x)

@xk

�
.

bMarginal e�ects are de�ned as the analytical derivative averaged over the unconditional distribution

of X : EX

�
@ Pr(Y1=1jX=x)

@xk

�
.

cIncome measured in 100,000 Kroner(NOK) and measured for 1988, the year before the application to

VR training programs.
dThis is a dummy variable for having one or more children.
eThis is a dummy variable for having a child over the age of three.



Table 4: Marginal E�ects of Regressors on Mean Treatment
Parameters

EX

h
@E(�jX=x)

@xK

i
EX

h
@E(�jX=x;D=1)

@xK

��D = 1
i

Age 0.0115 0.0123

Incomea -0.0037 -0.0042

Education (years) 0.0075 0.0059

One or More Childrenb 0.2459 0.2602

Child Older than 3c -0.3366 -0.3582

Actual Yrs of Work Exp.d -0.0070 -0.0083

aIncome measured in 100,000 Kroner(NOK) and measured for the year before the application to VR

training programs.
bThis is a dummy variable for having one or more children.
cThis is a dummy variable for having a child
dPercentage of applicants in local districts who do not participate in VR training programs.



Table 5: Mean and Distributional Treatment
Parameters

ATE Distributional Version of ATE

E(�) = �0:014 Pr[� = 1] = 0:225

(standard error= 0:08) Pr[� = 0] = 0:532

Pr[� = �1] = 0:240

TT Distributional Version of TT

E(�jD = 1) = �0:110 Pr[� = 1jD = 1] = 0:178

(standard error= 0:09) Pr[� = 0jD = 1] = 0:534

Pr[� = �1jD = 1] = 0:288

MTE with UD = 2 Distributional Version of MTE with UD = 2

E(�jUD = 2) = 0:224 Pr[� = 1jUD = 2] = 0:350

(standard error=0.17) Pr[� = 0jUD = 2] = 0:524

Pr[� = �1jUD = 2] = 0:126

MTE with UD = 0 Distributional Version of MTE with UD = 0

E(�jUD = 0) = �0:014 Pr[� = 1jUD = 0] = 0:219

(standard error=0.07) Pr[� = 0jUD = 0] = 0:549

Pr[� = �1jUD = 0] = 0:233

MTE with UD = �2 Distributional Version of MTE with UD = �2

E(�jUD = �2) = �0:255 Pr[� = 1jUD = �2] = 0:119

(standard error=.16) Pr[� = 0jUD = �2] = 0:508

Pr[� = �1jUD = �2] = 0:373



Table 6: E�ects of Norwegian VR

Training on Employment
(standard errors in parentheses)

Unconditional Mean Di�erencesa 0.046

(0.023)

ATE TT

Matching on Observablesb 0.043 0.028

(0.023) (0.019)

Model without Unobs. Het.c 0.035 0.028

(0.023) (0.022)

Model with Norm. Distributed Unobs. Het.d -0.014 -0.110

(0.080) (0.092)

Linear IV - Common Treatment E�ecte -0.004 -0.004

(0.078) (0.078)

Linear IV - Treatmentf 0.015 0.012

allowed to vary with X (0.043) (0.031)

aUnconditional mean di�erence is Ê(Y1jD = 1)� Ê(Y0jD = 0).
bMatching estimates taken from Aakvik (1999b). These estimates are based on interval matching on

the propensity score.
cModel without unobserved heterogeneity is based on latent variable model with �0 = �1 = 0
dModel with normally-distributed unobserved heterogeneity is based on latent variable model with

normal factor structure.
eLinear IV - common treatment e�ect is based on a LPM form for the outcome equation and a common

treatment e�ect assumption, (Y = X� + D + U) and linear IV estimation using Pr(D = 1jZ) as the
instrument for D.

fLinear IV - treatment is based on a LPM form for the outcome equation while allowing the treatment

e�ect to depend on observables, (Y = X�0 + D(X�1 � X�0) + U), with Pr(D = 1jZ)X used as the

instrument for DX .


