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The Role of Economic Policy After the New Classical Macroeconomics

Willem H. Buiter

1. Introduction

The stagflation of the past 15 years appears to have undermined con-
ventional neo-Keynesian economics in the same way the Great Depression
undermined neoclassical economics in the 1930s. The economic collapse of
the thirties destroyed the faith of many in the self-regulating proper-
ties of the "unaided" decentralized market economy and motivated a major
increase in the role of government in economic affairs. The worsening
economic muddle of the late sixties and the seventies has seriously under-
mined neo—Keynesian optimism about the ability of governments to select
attractive combinations of output, employment, inflation and external
balance through the judicious use of fiscal, monetary, financial and
exchange rate policy. "Fine tuning," the sensitive response of monetary
and fiscal instruments to even minor disturbances in economic activity,

has acquired an especially bad name.

The skepticism about the ability of governments to use stabilization
policy wisely has been matched by an increasingly vocal criticism of

st.ructural policy. By structural policies I mean policies that alter

the level and composition of full employment output and employment, both
in the short run-—for a given capital stock and state of technology--and
in the long run, when the size and composition of the capital stock and

the state of technology are endogenous. Stabilization policies are

policies that influence (and, one hopes, minimize) deviations of output




and employment from their full employment (''matural” or "equilibrium")
levels. The view advanced by Bacon and Eltis [1978] that the nonmarket
sector has encroached unduly on the market sector represents a criticism
of past and present structural policies. Policies aimed at altering the
rel;tivé size of the public and private sectors or at changing a nation's
consumption-investment mix are structural policies, as are policies designed
to favor the primary, secondary or tertiary sectors. The Laffer curve is
the conceptual foundation of structural tax policy proposals. Policies
that influence the "natural" rate of unemployment (e.g. minimum wage laws)
are structural pglicies.

1f stabilization policies were defined to include only those'policies
that affect the fluctuations of output-and emplo&ment around their "natural"
levels without having any short-run or long-run effects on these '"natural"
1evel;'themselves, the stabilization policy set would be the empty set. 1In
virtually every macroeconomic or macroeconometric model that is not strictly
for classroom use only, the distinction between the two kinds of policies
is quite arbitrary. Certainly, every real-world economic policy action has
both stabilization and structural consequences. This is, of course, quite
consistent with ill-informed policymakers considering only either the
stabilization, or the structural consequences of their actions, and ignor-
ing half the implications of their policies. Some of the most serious
dilemmas in economic policymaking occur when a policy that is desirable
for its short-run stabilization effects has undesirable long-run structural
implications or vice versa. Cutting government spending to reduce demand

pressures in an overheated economy may lead to painful changes in the

P




composition of output away from the provision of public consumption goods
or from investment in social overhead capital. A desire to reduce the
(relative) size of the public sector may result in a slump when the cut
in public spending is not immediately matched by an equivalent expansion
of private domestic or external demand.

The practical impossibility of identifying a pure stabilization policy
that does not have any structural implications is of some importance when
ghe policy conclusions of the New Classical Macroeconomics School are dis-
cussed below. A plausible interpretation of some of the writings of this
school is that (at least) two pure stabilization policies exist. The
first is monetary policy--the control of the nominal stock of high~powered
money. The second is deficit financing—--the substitution of borrowing
(and sometimes also money financing) for lump-sum tax financing of a given
level and composition‘of real exhaustive public spending. .This view is
incorrect: both these policies have structural consequences.

I consider the retreat from neo-Keynesian policy optimism both under-
standable and appropriate. In the light of the accumulated empirical
evidence of the last 15 years some critical revaluation of the conven-
tional wisdom of the fifties and the early sixties is clearly required.
What is harder to understand is how, for so many, this retreat from
the neo-Keynesian mainstream and from policy optimism has taken the form
of a return to the neoclassical dogmas and modes of analysis that received
such a battering in the thirties. The most convincing explanations for
this curious phenomenon are the gradual p#ssing of the generatidns whose

consciousness was shaped during the Great Depression and the failure to




teach economic history at all seriously in many contemporary graduate
economics programsSe.
The revival of pre-thirties macroeconomics which is now widely

referred to as the New Classical Macroeconomics is associated historically

" with Milton Friedman [1968] but has achieved its recent prominence as a
result of the work of Edmund Phelps {1970], Robert Lucas [1972a, b, 1975,
1976 ], Thomas Sargent and Neil Wallace [1975, 1976], Robert Barro [1974,
1976, 1979], Edward Prescott [1975, 1977], Finn Kydland and Edward Prescott
[1977], Bennett McCallum [1977, 1978], Robert Hall [1970, 1979], and a host
of others. The major improvement of the modern variant over the original,
as represented, e.g., in the works of Hayek [1932, 1939], Knight [1941],
Douglas [1932, 1935], Hawtrey [1926], Haberler [1932] and Fisher {1933},
reflects the considerable progress made since the thirties in the tech-
nical.;spects of economic analysis. We know now how to formally analyze
simple, preferably linear, stochastic processes. A not entirely facetious
characterization of the New Classical Macroeconomics is to regard it as é
formalization of certain aspects of the old classical macroeconomics with
vwhite noise added. The new version compares unfavorably with the old one,
however, in its unsophisticated treatment of the monéy supply process and
of financial markets in general. The old classical macroeconomics was

also more flexible in recognizing the possibility of departures from

ideal competitive behavior in goods, factor and financial markets during
cyclical upswings or downturns, although no formal characterization of

such departures was ever provided.l/
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This paper analyses the implications of the New Classical Macro-

economics for the conduct of economic policy. The focus of the analysis

is on what used to be called "rules versus discretion"” hit should be called

fixed rules (rules without feedback or open-loop rules) versus flexible rules,

i.e. rules with feedback, contingent rules or closed-loop rules. With open-~

loop policies the values of the actual time paths of the policy variablés are
specified at the beginning of a planning period and are functions only of the
information available at the beginning of the planning period. These paths

are not state-dependent: they are to be followed by the policymaker without

regard to future events or to-any new information that may accrue as time passes.
Milton Friedman's advocacy of a fixed growth rate for some monetary aggregate is

an example of a very.simple kind of open-loop rule. Closed-loop, contingent or
feedback policies specify the‘Qalﬁés of the policy variables in periodvt as known
functions of the information that will be available when a value will actually

have to be assigned to the policy instruments, it may not yet be aQailable in
earlier periods. Thus future policy instruments‘are known functions of ébservations
yet to be made. .There is no serious disagreement that policy should be determined
by rulé;. Views differ as regards the desirability of rules without feedback
versus rules with feedback or cqntingent rules.

The application of stochastic dynamic pfogramming to dynamic models in state-
space form leads to optimal contingent (feedback) rules that in models with uncertainty
dominate any open-loop rule. In view of this, how can anyone argue that open-loop
rhles shouid be adopted? The common-sense reason for the superiority of contingent
rules over fixed rules -- that one can never do worse.by permitting a flexible
(but known) regbonse to new information -- seems robust.

There are ﬁhree distinct foundations for the view that open-loop poliéies
are superior to closed—-loop rules. The first argument does not contest the'
proposition that monetary, fiscal and financial policies, anticipated and unanticipated,
have important real effects, short run and/or long run. However, these effects

come with lags that are often long and are always variable and uncertain. In such

an environment, even a well-informed and well—infentioned policy maker is likely.to -have
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a difficult time determining the optimal feedback rule. Real-world
governments are freq;éntly neither well-informed nor well-intentioned.
It is therefore preferable to constrain the policy authorities' options
by committing them to simple fixed rules such as a constant growth rate
for the money supply or a balanced budget, if necessary by constitu-
tional amendment. This view has been advanced most forcefully by Milton
Friedman. It reflects a very practical concern about the wisdom of
leaving powerful instruments with uncertain effects in the hands of
.persons or agencies with limited ability and sometimes dubious motives.
Although I consider it to be the most powerful of the three arguments in
favor of fixed rules, I shall not discuss it any further, as it ante-
dates the New Classical Macr;ecohomicg.

The second argument is that economic policy--mainly stabilization
policy and often only monetary policy--is irrelevant for the behavior of
the ;eal economy to the extent that it is anticipated. Known, deter-
ministic policy rules, open-loop or feedback, have no effect on the joint
probability density functions of real economic variables. Applications
of this view to monetary policy can be found in Sargent and Wallace [1975]
and Barro [1976]}. Barro [1974] applied it to deficit financing: the
substitution of bond financing (and money financing?) for (lump-sum) tax
financing of a real spending program has no real consequences. McCallum
[1977] argued that it held for all fotms‘of stabilization policy. This
second arguﬁgnt does not question the wisdom of attempts at stabilization
policy, it questions the very possibility of stabilization policy. Since

any known policy rule will have no real effects, the only contribution

of the government to economic stabilization consists in not introducing




additional uncertainty into the economy by having an unknown, stochastic
policy rule. In principle any known feedback rule is as neutral is any
known open-loop rule. In practice, however, instrument uncertainty is
likely to be minimized by the selection of the simplest possible fixed
rule. The foundations for the second argument, that only unanticipated
(stabilization) policy has real effects are analyzed in Section II. They
.are found wanting.

The third argument takes aim at the application of traditional
optimal control techniqﬁes based on dynamic programming to the derivation
of optimalveconomic policies in models with optimizing agents endowed
with rational expectations of the future. It is a criticism of the theory
of optimal economic policy rather than of the actual conduct of economic
péliéy. Traditional optimal control approaches for models in state-space
form lead to optimal policy rules that in models with uncertainty must be
expressed in feedback or closed-loop form. In models without uncertainty
and one optimizing agent, the optimal policy can be expressed eqﬁivalently
in closed-loop or open-loop form. Kydland and Prescott [1977] have shown
that policies dérived by dynamic programming, which they call "consistent"
policies, are sub-optimal in models with optimizing‘agents endowed with
rational expectations of the future whose anticipations of the future affect
the current state, because such consistent policies fail to allow for the
effect of anticipated future instrument values on current {and past) stateé.
The optimal policy in such models, they argue, is an open-loop rule. To
lay the groundwork for an analysis of this proposition, Section III briefly
considers the impact of the "rational expectations revolution." Section IV

deals with causal and noncausal solutions of dynamic systems and optimal




control in causal systems with many optimizing playefs. Section V con-
siders policy optimization in noncausal models. The conclugion reached
by Kydland and Prescott that the consistent policy is suboptimal is con-
firmed. However, it is also shown that, in models with uncertainty, there
always exists a feedback policy (called an "innovation-congingent" feedback
policy) that dominates the optimal open-loop policy. Only in models with-
out uncertainty is the optimal open-loop policy truly optimal.

I conclude that, with the exception of the demonstration of the inappli-
cability of traditional dynamic programming methods in noncausal models,
the open—loop versus closed;loop debate stands where Milton Friedman left it.
Further progress has to wait for the development of substantive economic
models out of an emerging New Keynesian Macroeconomics.

II. The Three Fundamental Assumptions of the
New Classical Macroeconomics

Underlying the New Classical Macroeconomics propositions about the
ineffectiveness of anticipated stabilization policy are three fundamental
assumptions.

1. Identical public and private opportunity sets or the public sector-
private sector Modiglizni-Miller Theorem

This is the assumption that there is nothing the government can do
through stabilization policy that decentralized, competitive private agents
cannot undo, as long as the government action is anticipated. More than
this, competitive private agents can and will undo any anticipated goverh—
ment action without by so doing altering any real equilibrium conditiom in
the system. Four examples of what this implies in the context of stabili-

zation policy are the following:




a. Private agents must be able to tax and transfer on the same terms
as the government. This is essential if there are to be no real effects
from the substitution of bond financing for tax financing. The institu-
tional, legal fact that private,agents cannot legally impose a negative
transfer on other private agents, i.e., that private agents cannot tax
is one reason for Barro's debt neutrality theorem to break down even if
private agents have two-sided intergenerational gift motives (Barro [1974],
.Carmichael [1979], Buiter [1979, 1980a], Tobin and Buiter [1980], Buiter
and Tobin [1980]).

b. Private interest-bearing debt must be a perfect substitute, in
private and public portfolios, for public interest-bearing debt. If this
is not the case, real changes will occur when the government net worth
position changes from being a net creditor to being a net debtor. More
generally, changes in the volume of public sector lending or borrowing
will alter the opportunity sét facing private portfolio holders if puﬁlic
and private bounds are not perfect substitutes. The perfect substitutes
assumption is clearly a very painful one, in view of the observed inability
of even large private corporations to borrow on the same terms as the
Federal government. Differential default risk, partly a function of the
private sector's inability to tax (discussed under "a") and partly a
function of the public sector's unique ability to declare (part of) its

" n

(noninterest-bearing) liabilities legal tender (discussed under "c

below), is a sufficient reason for the perfect substitutes assumption to

be unacceptable.
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c. Private agents can issue financial claiﬁs that are perfect sub-
stitutes for legal tender (noninterest-bearing government—controlled fiat
money). The special position occupied by noninterest-bearing government
fiat money in the New Classicél Macroeconomiés li?erature is not derived
from acceptable, explicit economic first principles. This unsatisféctory
state of affairs of course characterizes virtually all of past and present
macroeconomics. Fiat money should be wanted neither as a consumption good
nor as a capital good. It is only held because it represents future pur-
chasing power over consumer goods or capital goods. Consider an economy
with noninterest-bearing government fiat money and default-free, fixed
nominal market value, interest-bearing government bonds. Private trans-
actions costs, a la Baumol-Tobin (Baumol [1952], Tobin {195% ] or Miller
and Orr [1%6]), are required to explain the coexistence of noninterest-
beariné-government money and riskless interest—bearing government bonds
(Bryant and Wallace [1979]). The substitution of money financing of public
spending for bond financing will therefore have real effects, as will open
market operations in money and bonds. To rule out such real effects it is
necessary to assume that the money controlled by the government (whether
this consists only of high-powered money or includes government-controlled
bank money) is perfectly substitutable, as a store of value and a medium
of exchange, with other privately issued, uncontrolled financial claims.
This would salvage the Modigliani-Miller theorem for open market operations
in money and bonds at the cost of loss of government control over the total
effective money supply, controlled plus uncontrolled. It also raises the

theoretical specter of indeterminacy of the general price level.
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d. The private sector can respond to new information by changing its
controls (labor supply, consumption, portfolio allocation, sales, etc.) at
least as fast as the public sector can alter any of its controls. If the
public sector can change at least one of its instruments (e.g., the money
supply) continuously, while the private sector is locked into predetermined
nominal contracts for finite periods, deterministic money supply rules
will have real effects (Fischer [1977], Phelps and Taylor [1977] and Taylor
[1978]). Models incorporating overlapping multi-period nominal wage con-
tracts exhibit very "Keynesian" behavior. In any given period, the majority
of the labor force is covered by pre-existing nominal wage contracts. Each
contract incorporates all relevant information on the behavior of the general
price level and average wages over the life of the contract that was avail-
able at the date the contract was entered into. As new information becomes
available in period t, it is reflected only in the contracts that are up
for renegotiation that period. The majority of the labor force is still
covered by unexpired pre-existing contracts. Management responds to "inno—
vations" in demand by altering output and employment at these precontracted
\ wages. If the money supply can respond to demand innovations before each
and every labor contract is up for renewal, output stabilizing monetary

feedback rules exist. The information sets of the monetary authorities

and the private sector may be identical, but the difference in opportunity
sets—in this case in the speed of response to demand innovations——creates
scope for beneficial or detrimental monetary feedback rules.

The microfoundations of such multiperiod nominal wage contracts are

still quite unsatisfactory (Barro [1977, 1978]). 1In the U.S. economy, at
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any rate, they are a fact of life and it seems unwise to deny their exis-
tence until they can be fitted into an a prioristic paradigm of how Ehe
economy ought to work.

2. Identical public and private information

More precisely, the public sector information set Yt is a subset
(but not necessarily a proper subset) of the priv;te sector information
set ¢t . YCQ; ¢t' This assumption can be viewed as a special case of
the assumption of identical public sector and private sector opportunity
sets. It is mentioned separately because of.the central role played
by information and expectétion formation in contemporary macroeconomics.
Even if opportunity sets are otherwise identical, superior information
may enable the public sector to respond to disturbances that cannot be
identified with equal precision or equal speed by private agents. Such
responses can alter the real trajectory of the economy (Barro [1976]).
It is unlikely that public sector information is uniformiy superior or
inferior to private sector information. Different agents have different
comparative advantages in gathering, analyzing and evaluating different
types of information: Ytié ¢, and Vt ;é ¢, seems a bette; character-
ization of the relationship between public and private informatiom.

3. All financial, goods and factor markets are competitive, efficient
auction markets.

This third assumption can be viewed as an important part of the micro-
eéonomic foundations of the first assumption. Each and every market, real and
financial, is in ideal, general, competitive equilibrium or Walrasian equilibrium
all the time. Prices adjust instantaneously to current and anticipated future
disturbances so as to balance notional demand and supply in each market.

All agents are price takers. Households' notional demands and supplies
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are derived from expected utility maximization subject only to the con-
straint of the household endowment valued at ma?ket prices that are viewed
as parametric by each individual agent. The notional demands and supplies
" of firms are derived from market value maximization subject only to the
constraint of the production possibility set, with all planned sales and
purchases valued at prices that are viewed as parametric by each individual
firm. Households and firms (and government ?) act as if, at the prevailing
set of market prices, they can buy or sell any amount of any good or ser-
vice. An industrious and costless auctioneer instantaneously and continu-
ously sets prices in all markets at levels that make these notional demands
and supplies mutually consistent. 2/

Compelling empirical evidence to support this extreme view of the way
in whish markets operate is seldom offered. This is not surprising, as
it bears very little relation to the modus operandi of many labor, goods
and financial markets in contemporary developed capitalist or mixed
economies, as described in the labor economics, industrial organizatiomn
and financial literature. Instead of careful studies of market organi-
zation, a priori arguments are advanced that purport to identify privately
rational behavior and the useful concept of equilibrium with Walrasian,
competitive, market-clearing equilibrium. This "equilibrium approach" is
then contrasted favorably with selected ad hoc neo-Keynesian approaches
(Barro [1979], Lucas and Sérgent [1978]).

The characterization of the New Classical Macroeconomics as equilib-

rium economics does not suffice to generate the New Classical invariance

or policy neutrality propositions. It is also insufficiently precise
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because of the universality of the concept of equilibrium. Equilibrium
refers to a state in which optimizing agents have no incentive to alter
their behavior because, conditional on their expectations, their current

plans are mutually consistent and can be executed. An expectations

equilibrium is a slightly stronger concept, because it also requires that
agents formulate plans or strategies on the basis of optimal inferences
and forecasts of current and future exogenous and endogenous variables.
Uﬁtil the constraints subject to which agents optimize, including their
information sets, are specified, the assumption of equilibrium and opti-
mizing behavior is essentially vacuous, because it does not impose refut-
able restrictions on observable behavior. The most general version of the
Walrasian competitive equilibrium model represents only a very small move
towards potential falsifiability: the equilibrium values of all real vari-
ables should be homogeneous of degree zero in all current and anticipated
future money prices and nominal endowments, and Walras' Law should be
satisfied.

One can have optimizing, privately rational behavior and equilibrium
without this equilibrium being competitive. Monopolistic competition,
oligopoly and monopoly are familiar market forms. More generally, game
theory, and especially its dynamic extension, differéntial games, offers a
wide variety of equilibrium concepts, many of which are more appropriate
as approximgtions to actual market configurations than the Walrasian com-—
petitive equilibrium (Intriligator [1971], Kydland [1975], Bacharach [19761]).
Even if a compgtitive equilibrium concept is preferred for certain markets,

this competitive equilibrium need not be an efficient, Walrasian, market-
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cleariﬁg eqﬁilibrium. Stiglitz et. al. have developed theories of
nonmarket-clearing, quantity—constrained coumpetitive equilibrium for

markets with costly, imperfect and asymmetric information (Stiglitz [1977,

1979], Grossman [1976], Akerlof [1970], Riley [1979], Wilson {1977, 1979],

Salop [1978, 1979]). For a somewhat different approach see Negishi [1960],

Hahn [1979] and the recent survey by Drazen [1980]. Inefficient markets, e.g.,
those characterized by a partial (or no) immediate response of prices to
innovations in cost or demand, create opportunities for known monetary and deficit
financing rules to have real effects (e.é. Buiter [1980b]). Noncompetitive game-
theoretic equilibria and coméetitive but inefficient non-Walrasian equi-

libria will be the cornerstones of a "New Keynesian Macroeconomics." The
Walrasian, efficient competitive market—-clearing equilibrium remains a

useful special case that may characterize a limited number of commodity

markets and financial markets.

ITII. Rational Expectations

So far, this discussion of the New Classical Macroec?nomics has
proceeded without any mention of rational expectations. Historically,
rational expectations in the sense of Muth [19 1] have of course been an
integral part of the New Classical Macroeconomics package. The three fun-
damental assumptions of the New Classical Macroeconomics—-'""Modigliani
Miller" of the public vis—a-vis the private sector, identical public and
private information and efficient markets--are, however, quite independent
of the rational expectatlons assumption. What rational expectations do
in any model, New Classical or 0ld Keynesian, is to eliminate the scope
for government to use unanticipated policy in a systematic manner. My

objections to the New Classical Macroeconomics do not extend to the rational
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expectations assumption, which is a useful and even an important addition
to the economist's toolkit.

The expression "rational expectations" represents a minor abuse of
language. Standard practice in economics commands that the label rational
expectations be reserved for forecasts generated by a rational, i.e.,
expected utility maximizing decision process in which the uncertain costs
of acquiring, processing and interpreting additional information are balanced
‘against the uncertain anticipated benefits from further refinement of the
forecast. As used by the New Classical Macroeconomists, rational expectat-
ions shortcuts the actual process of information gathering and forecasting
and focuses on the long-run equilibrium outcome of a "Bayesian" sequential
prediction process, when forecasting has become a fairly simple and mechan-
ica%tprocedure: the subjective probability distribution of future econémic
variables held at time t coincides with the actual, objective conditional
distribution based on the information assumed to be available at time t. 3/
In many applications only the first moments of these distributions are
aséumed‘to be relevant. In Muth's original contribution, e.g., (Muth
{19%61]), it was hypothesized that the mean expectation of firms with respect’
to some phenomenon, e.g., the future price of a commodity, was equal to the
prediction that would be made by the relevant, correct and universally agreed
upon economic theory. Future variables anticipated at time t are "true
mathematical expectations of the future variables conditional on all vari-
ables in the model which are known to the public at time t" (Shiller [1978],
p. 3). Analytical tractability often compels ﬁhe use of linear models in

which case rational expectations become least squares forecasts.
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The specialization of rational expectations to best linear unbiased
predictors conditional on an information set that includes the true,
objective structure of the model 1s a powerful simplification that
greatly facilitates practical applications. It also begs a number of
crucial questions. The question of how economic agents acquire their
knowledge of the true structure of the economy which is used in making their
rational forecasts is not addressed. The appeal of rational expectations
lies in the fact that any forecasting scheme that is not rational in the
sense of Muth will be consistently wrong: it will result in systematie,
predictable forecast errors. Sensible economic agents will detect un-
exploited arbitrage opportunities which will force the abandonment of
the forecasting scheme and the adoption of a new one. Economic theory
has very little to say about the learning process by which unsatisfactory
forecé;ting schemes are revised. Ultimate convergence of the revision
process to a rational expectations mechanism is neither self-evident nor
inevitable (De Canio [1979]). Unless the foreéasting mechanism has con-
verged to the rational expectations scheme and economic agents know the
true structure of the model, the crucial error—orthogonaiity property
doeé not hold.4/ Analytical tractability is a necessary but not a suffi-
cient condition for a model to be economically interesting. Since rational
expectations 1s such a cruclal assumption,5/ it would be most useful to
have some direct tests of its validity. Unfortunately this behavioral
hypothesis is seldom tested in isolation. Most applied econometric work
incorporating the rational expectations hypothesis only permits the testing
of composite hypotheses: natural rate of unemployment plus rational expec—

tations, term structure of interest rates plus rational expectations, the
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market model of asset pricing plus rational expectations, international
interest parity plus rational expectations, etc. Survey data, such as the
Livingston pfice index, while subject to all the problems associated with
measuring unobservables through questionnaires, provide direct test of such
rational expectations implications as the error orthogonality property (see
Brown and Maital [1979]). They have not been exploited to their full extent.

The Principle of Policy-Dependent Structural Parameters

The behavior of private agents depends in many ways on estimates of
imperfectly observed past and present variables and on expectations of future
variables. If changes in public sector behavior alter these estimates and
expectations, models that ignore these links from (anticipated) government
behavior via private expectations to private behavior are misspecified.

Such misspecification may lead to poor conditional forecast and to erroneous
conclusi;ns being drawn from policy evaluation using simulation methods.

The rational expectations approach offers a simple solution to the
problem of the link between private sector behavior, private sector expec-
tations and government behavior: the private sector is assumed to know the
true structure of the model, including the parameters that describe govern-—
ment behavior. The lesson of the rational expectations view for macro-
economic and macroeconometrié modeling is the requirement to solve simul-
taneously for the currently anticipated future value of an endogenous
variable and its future value calculated from the model that incorporates
thesé anticipations of the future. Once this is done the models incorpo-

rate the response of the private sector to current and anticipated future

government actions and fully respect the "principle of policy-dependent
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structural parameters." Policy simulation exercises that are immune to the

"Lucas Critique" can then be carried out.

IV. 1Inconsistency of Optimal Plans or the Rules of the Game

In a well-known paper Kydland and Prescott have argued that optimal

control in rational expectations models is impossible (Kydland and Prescott
[1977]). In more recent statements, this argument has been weakened to

the proposition that the search for optimal policies should be limited to
a comparison of alternative fixed operating‘rules in order to select the

one with the most attractive operating characteristics. The most plausible

interpretation of their view is that in rational expectations models optimal

polidies are of the open-loop-type rather than of the closed-loop or feed-
back type. As stated before, an open-loop policy is a non-state dependent
policy announced at some initial date which specifies the values of the policy
instruments for all future time as a function of the information set at the
initial date. Closed;loop or feedback policies make the values of fhe instruments -
at the current moment and in the future a possibly time-varying but known (as of the
initial date) function of the current (respectively the future) states of the economy.
These future states will be random variables in a stochastic world. 1In

conventional control theory, i.e. control theory apﬁlied to causal models

(defined below), open-loop and closed-loop policies are equivalent in

deterministic games against nature, i.e., for single controller opti-

mization problems under certainty. They are different in 2 or n-person
noncooperative games, deterministic or stochastic, and in all stoéhastic ) .
models. In causal models, closed-loop policies are never dominated by

open~loop policies from the point of view of a single controller. Kydland

and Prescott's proposition is quite distinct from the New Classical
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proposition that only unanticipated (monetary) policy can have real effects.
It applies with full force only if the anticipated future values of the policy
instruments as well as innovations in the policy instruments affect the

joint probability density functions of real variables.

According to Kydland and Prescott, in a dynamic game with fore;ight
such as the model of an economy with rationél op;imizing private agents and
a rational optimizing public sector, standard (stochastic) dynamic program-
ming épproaches to the derivation of optimal policies may be inappropriate.
Optimal plans are inconsistent and consistent plans, i.e., those derived
from dynamic p;ogramming, are suboptimal. Traditional consistent optimal
control techniques do not allow‘for the impact of future policy measures
on the current state through the changes in current behavior induced gy
anticipation of these future policy measures. According to Prescott [1977]
a consistent policy or plan is a sequence éf rules, one for each period,
which specifies policy actioﬁs contingent on the state of the world in
that ;;riod. Each such rule has the property of being optimal given the
subsequent elements in the sequence. In dynamic games with optimizing
agents endowed with rational expectations, the optimal plan in subsequent
periods may not be the continuation of the first-period
optimal plan over the remainder of the planning period: the optimal
plan is not consistent. An attempt at a systematic discussion of tﬁe

important subject of optimal control in rational expectations models

follows,
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IV.a.Optimal Control in Causal and Noncausal Models

Traditional optimal control techniques for dynamic models are presented
most thoroughly in Chow [1975]. Applications to financial programming incor-
porating.estimated versions of the Polak model for the Philippines can be
found in Wong and Pettersen [1976] and Basu [1979]. In order to be appli-
cable to problems encountered in modern macroeconomic analysis, the tradi-
tiona; approach must be extended in two directions. The first extension
is to allow for many independent controllers or "players" with distinct and
possibly conflicting objectives. Each player 1§ aware of and responds to
the current and anticipated future actions of the Other'players. Thus,
instead of modeling a single controller playing a game against "nature,"
we need the approach of multiplayer dynamic game theory or differential
games. __

The second extension.is to de&elop optimization techniques for non-
causal models. Both single-player and many-player solution techniques need
to be developed. The distinction between causal and noncausal models is a
familiar one in the co;trol engineering literature. In a causal system the
state of the system at time T, Y¢» 1s completely determined once a past
s£ate Yi-» 1 =1, 2, ... is given together with the entire sequence of
values of the forcing variables or inputs, Vs between t-i+1 and T, i.e.,
(vr—i+1’ V{425 *ees Vi1 vr). If the system 1s stable, the influence of
the initial state will ultimately vanish and the current state willlbe a
function only of all past and present inputs. Inputs are the exogenous
variables, the instruments and the random disturbances. Causal system are

solved forward in time from a given initial condition. Noncausal systems
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are systems for which it is not sufficient for determining y, to know an
initial condition Ye—j» 1 > 0, and the values of the forcing variables

or inputs between T - 1 and t(inclusive). In addition, knowledge of (expected)
future inputs \FISE ji=1, 2, ...; is required. Noncaus&l models have been
argued to arise frequently in the context of raéional expectations models,
although some rational expectations models, in particular those incorpor-

ating only expectations of the present or the past, have been solved as

causal models. Figure 1 outlines the state of the arts in optimal control

with one or many players in causal and noncausal models.




1. Single player

a, Deterministic

B. Stochastic

2. Many players
a. Cooperative

a) Deterministic

B) Stochastic

b. Noncooperative

- Nash (memory-
less).
Stochastic
and non-

stochastic

- Stackelberg
(memoryless)
Stochastic

and non-
stochastic
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Figure 1

Causal Models

Open—loop and closed-loop
equivalent. Both optimal.

Closed-loop superior to
open loop.

Open loop and closed loop
equivalent. Both optimal.
(Note: closed loop w.r.t.
the state vector only, not

Noncausal Models

Open—loop optimal. Closed-

loop suboptimal.

Open-loop and "consistent"
closed-loop both sub-
optimal. .Innovation-contingent
closed loop superior to optimal
open loop.

Terra incognita.

w.r.t. other players' actions.)

Open loop w.r.t. the state
vector suboptimal. Closed
loop w.r.t. the state vector
and open-loop w.r.t. other
players' actions optimal.

Closed loop w.r.t. state vector
and w.r.t. actions of other
players privately optimal but
socially suboptimal (compared
with the cooperative solution)

Closed loop w.r.t. state vector
for both leader and followers,
and closed loop by followers

Wer.t. leader privately optimal

“ but socially suboptimal.
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IV.b.Dynamic Games in Causal Models
| For simplicity only linear discrete time dynamic systems are
considered. All finite order stochastic difference equation systems with
disturbances represented by finite order arima processes can be written
as a first order autoregressive stochastic difference equation system
with a zero-mean serially indepeﬁdent disturbance vector (Chow [1975]) as
in (1).
N
1. .yt = A¥ep t jil Cjtxjt + b, +u
Ve is an nxl vector of state variables, xjt an rjxl vector of instruments
controlled by the jth player, j=1,..., N, b, an nxl vector of exogenous

variables and u, an nxl vector of disturbances. E(ut) = 0, E(utut') =YV,

t
E(utu;) = 0 for t#s. At and Cjt are known coefficient matrices. Given
some initial state Yo = 50, it is easily seen that the system given in

(1) has a causal solution. By repeated substitution (1) can be written

as in 17). Y 1s a function only of past and current inputs.

t-1 t-2 k
1" ypg = T A yygtug+ I T Ay Uy
i=0 k=0 1=0
N t-2 k N
+ .E Cjtxjt + I It At-'i z Cjt-k‘l xjt"k-l
j=1 k=0 1=0 j=1
t-2 k .
+ bt + I I At-i bt-k-l
k=0 1i=0

Each player, i, minimizes the following cost functional:

T
= 1 ’
Ki¢ is a known, symmetric positive semidefinite matrix. Ej the mathematical

expectation operator conditional on the information available at t=0.
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The Nash equilibrium

The class of supergame strategies considered is of the sort

sy = (xil(yﬂ)""’xiT(yT—l)] i=1,..., N.
They are closed-loop, no-memory strategies. {xl§...,x§} is a non-cooperative
equilibrium strategy if Wi(xi,...,xi,...,xﬁ)_i Wi(xi,...,xi,...,xﬁ).
This Nash-solution is a (non-cooperative) equilibrium because no player can
improve his welfare by unilaterally changing his strategy.

| The Nash equilibrium strategies are given in Proposition 1, which is a

generalization of DevBruyne [1979].

Proposition 1

The unique non-cooperative Nash-Equilibrium strategies for player
i=1,...,N and for t=1l,...,T are given by

3a. Xy = Gyp Ye-1 t 84¢

N
- ’ -1,
3b. Gyp = —[C3¢Hi¢Cypl "CicHyplAp + §_1Cthjt]

j#
’ -l I 4 N é/
3¢ 83¢ = ~[Cyy"Hy¢Cyel Cit[Hit(jzl Cie8yetPe) ~hyel
j#i

N N
3d. Hyp oy =Rypy + (A7 + I G5 Cip)Bye(Ap + I CpeGye)

=] k=l

3#1
N N .
3e. hypy = Kypojaye-1 - (A" + Elcjtcjt) By (by + kz Cye8ke) M1t
J#i

3g- hyp = Kypayp
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This solution has a number of ihtefesting features. First, as one
would expect in a non-cooperativé game, each player”s optimal strategy
(represented by his Gy, and gy, matrices) depends on and is determined
simultaneously with the optimal strategies of all other players. Second,
the solution to the single player "game against nature", the subject of
the traditional optimal control literature, is the special case of equations
3a-3g when N=1. Third, while the model is causal, the ;olution functions
in perod t are a function of the solution functions in all future periods,
t+l1,...,T. This is an implication of the Principle of Optimality of Dynamic
Programming applied to differential games. An optimal strategy for the
ith player has the property that, whatever the initial state and decision
are, the remaining decisions must constitute an optimal strategy for the
ith playé; with regard to the state resulting from the first decision,
allowing for the strategies pursued by the other players. The privately
optimal strategies are consistent, in the sense of Kydland and Prescott,
and vice versa. Finally, the individually optimal noncooperative solution
is almost always socially suboptimal, in the sense that it belongs to
the Pareto Optimal set "if and only if the cost functional (W;) of any
one player is not influenced, directly or indirectly, tﬁrough the system
of difference equations, by the controls pursued by the other players."

(De Bruyne [1979, p. 249]). That amounts to saying that the non-cooperative
closed-loop memoryless Nash strategies are Pareto Oﬁtimal if and only

if there is no conflict of interest, i.e., no real game.
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A strategy N-tuple ® = {®;,...%y)} belongs to the Pareto Optimal
set i.f.f. there exists no N-tuple of controls X such that wi(i).i Wi(i)
for all {1 and W (%) < W,;(X) for some 1. (De Bruyme [1979, p. 247]). The
elements of the Pareto Optimal set can be found by solving the following

optimization problem:

min N
40 xl’cuan z uiwi
i=1
N
subject to (1), with I ny = 1 and uy > 0, i=1,...N.
i=]

The solution to this standard optimal control problem is
5a. Xyp = Git Ye-1 + git i=1,...,N; t=1,...,T

: N
. — l~ "1 rd - -
Sbe Gyp = (€4 "Hy o Cyy) ™™ Co Hy (AL + § lcjtcjt)

j#i
Sce Byp = ~(Cqp” BypCye) — Cle [Hit(jzl CyeBye + be)-hyel
j#1 '
. N - N -
j=1 j=1

- N - N -~
Se. hypy = jzl My Kye-135e-1 — Ag [Byp(be + jzl Cye8e) Dyt

- N

iT T
=1 373
- N

Note that the ﬁit and hy, are identical fpr all agents.
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Comparing the Nash-equilibrium solution (3a-3g) and the Pareto Optimal
solution (Sa;Sg), we note that the Nash-equilibrium strategy belongs to the
Pareto Optimal set 1.f.f. there exists a strictly positive vector (uj,.-.,uy)

such that for all i and for all t, (6a) and (6b) ho%d.

N - N .
k= k=1
. N N N '
=Kypoy + A By (Ap + I CpGe) + I Gy CypHyp (A + I CpGyy)
k=1 j=1 k=1
j#i
and
N . N -
6b. IoupRypo1ake-1 — A MHyp(bg + I CyiBye)-hyl
k=1 k=1

N
= Ryp1 25p-1 — A [Hyp (b + kzl Ce8ke) ~Py¢d

.. N
Gip CyplBie(be + kxl Cygre) ~hyel

Sl

i=1
J#1i

By backward induction from t=T+l (6a) and (6b) imply that for the Nash

equilibrium to be Pareto Optimal we need: 7/
N
Rie = 2 WiKyean
k=1
and
N
81p-1 = I Vpdgeel
k=1
or

N
7a. K = I u Kk for all i and t
it . t
k=1 T8
k#1i
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N

7b. ay, = £ u Ay, for all 1 and t
k=1 —Mi
k#d

It also follows that (6a) and (6b) hold 1.£f.f., for all 1 and t

N N
=1 k=1
J#i

and

N . . N

z G CJt[Hit(b + z thgkt)-hit] = 0
j=1 k=1

j#i

This in turn requires

N L4 ’
8a. 'X Gjtcthit =0
j=1
j#i
and i
N ,
8b. z Gjt jt it = 0 for all 1 and t.
j=1
j#i

Proposition 2

The non-cooperative Nash equilibrium strategies generate a Pareto
Optimal solution 1.f.f. (a) there is no "conflict in tgstes" and (b)
there is no "instrument interdependence."

The absence of conflict of interest through the players® cost func-
tionals is represented by conditions (7a) and (7b): each player’s éost
functional is a positive linear combination of the cost functionals of all
other players. Identical tastes are an example, with Ky, = Kjt = K¢y a4y
= ajp = a, and My =myg = N1 for all 1, j and t. Equations (8a) and (8b)

imply that for each player the optimal closed-loop strategy w.r.t. the other
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players’ actions is the same as the optimal open-loop strategy w.r.t.

the other players’ actions. On bélance, the optimal response of the ith
player to the strategies of each of the other players is to ignore the
other players’ strategies. For all practical purposes, the possibility
that the non-cooperative Nash solution is Pareto OptimalAcan be excluded.
Proposition 2 is an illustration of the general proposition that non-
cooperative Nash equilibria do'not as a rule lie on the contract curve and
therefore are socially suboptimal. If all players were to cooperate and
if side-payments were possible, 1t would in general be possible to achievg
a lower minimum expected cost for each player, as compared with the non-
cooperative equilibrium. To recognize this is not to dismiss the Nash
equilibrium as inappropriate. It is inconsistent only with collective or
group rationality, not with decentralized individuai rationality- Which
kind of game, cooperative or noncooperative is more appropriate as a
description of certain aspects of economic life, is an empirical issue.
Sometimes the nature of pre-play negotiation is such that the players can
form a coalition to discuss and coordinate strategies before the game is
played, and make binding, enforceable agreements on strategy. Contract law
is an example of a set of collectively imposed and enforced restrictionms
on individual freedom of choice. Many real-life situations exist in which
players cannot coordinate their'strategies to play a cooperative game.

The Stackelberg equilibrium

The Nash equilibrium strategies of equations (3a)-(3g), may be viewed

as too "symmetric" to adequately model the interrelationship between a large
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government and a multitude of small prive private agents. A Stackelberg
equilibrium with the government playing the "leader’s" part and the private
sector acting as "followers" may be closer to reality. The leader takes
the actions of the followers as given. The followers take each other’s
actions as given but incorporate the response of the leader to the state

of the system into their optimal strategies. Proposition 3 states the
optimal closed-loop memoryless strategies of the leader (player 1),

and the followers (players 2,...,N). The description of the system (equa-
tion 1) and of the cost functional (equation 2) is the same as before.

Proposition 3

The uﬁique noncooperative Stackelberg equilibrium strategies for the
leader, player 1, and for the followers, players 2,...,N, for periods
t=1,...,T are given by:

9a.  x3p =Gy, ye3 + By

N

~ lA -1 o‘ -
9. Gyp = -(Cyp"HyCyp)  Cpp Hyp (A + Jzz CyeGye)
- 1 - N -
Jee Bye = ~(Cpp By Cae) TCye [Hlt(j’:2 Cye8ye + be)-hyl
- -— N -
9d.  Hyp) =Koy +AH (A + le C3¢Cy¢)

-~ -~ N -
9ee  hyey = Kyp123p-1 ~ A [Hp (b + j£1 Cye8ye)-hyed

98- hjp = Kjra)g

92"+ Xjy¢ = Gyp Yeop + Bye 1=2,...,N
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N
’ - ’A —1 ’A Ll
9b%. Ggp = —(Cyp"HyCyp) "Cyp Hy (A + jzl CieGye)
j#1
9¢”- 83p = =(Cyp"ByCye) "Cyp [Hyp( T CyByp + by)=hy,l
j=1
j#i
- - - N -
9d%. Hyp) = Kyeoy + (A7 + 67, Cpp)Hy (A +,21 C4¢Gyed
J=
- -~ - N -
9e".. hyp ) = Kyp135e-1 = (A" +63,7C") [Hyp(by +jf1 Cyt8je) byl

9f’. HiT = KiT

98- hyp = Kygasp

Proof: See Buiter and Eaton [1979].

The asymmetry between the leader’s optimal strategy and the followers’
optimal éérategies is evident from a comparison of (9d) and (9e) with (94°)
and (9e’). By contrasting the cooperative solution, equations 5a-5g, with
the Stackelberg solution, we note that the Stackelberg solution.too will

not be Pareto Optimal, unless

N N :
u u
Rye = T 'k Kges 23 = 2 k3,
k=1 l-u1 k=1 l-ui
k#i k#1

and Glt’cltlﬂit = 0 and Gitclt'hit = 0 for all {1 and t.

Rational expectations in causal models

The analysis developed so far can be applied unchanged when rational
expectations of the state vector are added to equation (1) 1f these expec-
tations are past expectations of the current state vector or of past state

vectors. I.e., terms like E(yt-iIIt-i-j)’ 1 >0; 3> 1 can be added without
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additional complications. I, is the information set available in period t. 8/

Consider the following model:

N N
10 y, = Ayey + jZl Bjt E(y I1T._y) + jtl Cjtxjt + b, +u,

Assuming that the relevant inverse exists, that y,_; 1s an element of
I,.; and that Xyt is known in period t-1 for all j, the expectation term

can be substitubed out and (10) becomes:

N N N
. -1 -1
10°. Ye = [T - .Z Bjt] Atyt-l + [I -1 Bjt] z Cjt xjt
j=1 j-1 k=1

N
-1
+ (I - 'z Byel ™ by +u,
j=1

This is isomorphic to equation (1) and is therefore amenable to the
same opéimization approach. When expectations of the future enter the
model the noncausal solution of a model is often viewedlas the appropriate
one and considerable complications arise.

1V .4.Noncausal models

It is probably better to talk of causal and noncausal solutions to
models than of causal and noncausal models. .Every dynamic model has a
causal (or "backward-looking") and a noncausal (or "forward-looking") solution.
This is most easily demonstrated with the scalar linear differential equation
model of equation (11).
11. y + g(t)y = g(t) | -

The causal or backward-locking solution yb(t) of (11) is

Sfa(z)dz | f2q(2)dz
12a. yu(t) = [e 1™ [ [ e -g(s)ds + ¢4l

ol




The noncausal or forward-looking solution ve(t) of (11) is

<

-fq(z)dz 1 o ~fq(z)dz
12b. y (£) = -[e" 174 re® g(s)ds + c,]
t

¢y and c, are arbitrary constants.

Indeed, as Blanchard (197 8] has pointed out, any linear combination
'of the backward and the forward solutions with weights that sum to unity,
such as yy in (13), is also a solution to (11). .
13.  yy(t) = a y(t) + (1-a)yg(t)
The mathematics are quite silent on which one of the continuum of solutions
given in (13) to pick. Economic theory must narrow down the possible range.
If y(t) is an asset price determined in an efficient market the noncausal
solution (12b) may be the natural one. In terms of equation (11), momentary
equilibrium is represented by an equation relating the asset price, y, its
(actual and expected) rate of change, § and an exogenous variable or policy
instrument g(t). By specifying the expected (= actual) rate of change of y
as the riéht—side derivative of y(t), discontinuous jumps in y at a point
in time are permitted. To determine the (expected) rate of change of y at
t we must determine the entiré future path of y from t till Kingdom Come.
This noncausal solution was proposed by Sargent and Wallace [1973] for a
money-and-growth model. If the price were determined in an inefficient
‘market and 1is viewed as predetermined at any given instant, the causal
solution is the appropriate one.

Note that if the model in (11) has a stable backward-looking solution
for a constant path of the forcing fupction g(s) its forward-looking solution
will be unstable and vice versa. This is especially clear in the discrete

time linear model of equation (1) to which we now return. For simplicity,
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we assume Aj and Cjt to be time-invariant, i.e., At = A and CJt = Cj for
all t. We also assume A to be invertible. The model is given in (1°):
N

The causal solution is:

T-1 N T-1 T-1

T k k
14a. yt=Ay_+ZA XCxtk+ zAbk"l' I AMu t-k
T pap  g=1 33 k=0 k=0
The noncausal solution is:
T N T
14b. y, = aHTy - @bk Cifjes - @bk - @bk,
k=l  3=1 k=1 k=l

Consider the noncausal solution. If the characteristic roots of A

are Ai, i=1,...n, the characteristic roots of A—l are given by ny =-%L.
i

Thus, if the causal solution (l4a) is stable for constant values of the forcing
variables (the characteristic roots of A all have modulus < 1), the non-
causal solution (14b) is unstable and vice versa. If A'is stable in (14a)

the term A Yeo1 will vanish as T+ if is bounded. If A_l is stable

T+°° Ye-1

in (14b) the term (A ) Y et will vanish as T+c if lim o o4 is bounded. Both

7 A ( Z C.x + b + ut—k)’ resp.

these conditlons appear reasonable if 21755tk t-k

k=0
(A ) (j 1 : Jt+k bt+k t+k) are bounded.
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More generally, economic theory may suggest that the noncausal solution

be chosen for only a subset of the elements of the state vector, with

the causal solution being chosen for the remaining elements of the state
vector. 9/ A two-dimensional example of mixed causal-noncausal model is
Sargent [1976]. A perfect foresight money-and-growth model reduces to

a system of two simultaneous first-order difference equations in the price
level, y;., and the capital stock, y;,. The price level, determined in
an efficient market, is the noncausal variable, the capital stock--a truly
predetermined variable if ever there was one-—is the causal variable.

The system is summarized in (15). Zies i=1,2, are the forcing functiomns,

i.e., the exogenous variables, policy instruments or random disturbances.

¥i,t 211 212 [P1,t-1 Z1,t
15- = +

y
2.t %1 %2 P2,e-1] [ %2,
We can find the forward-looking solution for Yy, @s a function of current and
future values of V2,0 future values of the forcing variable z; . and a
>
terminal condition for Yi,¢e°
M M
1 1 1

16a. y) ¢ = -ap jzl(all)jyz.t-uj - jzl(all)jzl,&j + (_3—11)2%'1,&!1

We can also find the back-ward looking solution for Y, @s a function of past values
’ .

of ¥1,ps curreant and past values of the forcing variable Zy.¢ and an initial

condition for Y2.¢°
?
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T k T k T
16b.  yp,¢ = az1 I (822)7y1 e-k-1 + I (323) 23 e + (332) V3 ¢o7-
k=0 k=0
(16a) and (16b) must be solved simultaneously, a computationally dreary
but feasible task if M and T and not too large. E.g., for Yo We have:
T K M j
7. ¥a,e = -221212 I (255)" I (a11)7Y), ¢oktg-2
k=0 3=
T M,
~ay; I (a,,)E 1 (33
21 22 117721, t-k+j-1
k=0 j=1
T T ‘
k : k i
*E (ag)) 2y e + a1 T () AT e 14m
k=0 k=0
T
+ (322)757, -1
Equation (17) can now be substituted into (16a) to give the solution for
¥Y1.¢+ -Equation (17), however, still expresses Y2,t° the causal variable,
2
as a function of its own past and future values, the past and future values
of the forcing variable Z] ¢» the current and past values of the forcing
b4
variable Zy,e» @ terminal condition for Y1,t and an initial conditiom for
Y9 ¢+ This is hardly the standard difference equation that appears in
’
conventional policy simulation and optimization models. If M is finite we
can solve equation (17) for Y2, t4M-22 the "last" value of ¥2> as a function
of its own past values, past values of the forcing variable zy, an initial
condition for Y2» a terminal conditionm for y1» current and past values of
the forcing variable zy and its future value in period t+M-l. The presence )
of this future value of the forcing variable means that it is impossible
to reduce the model to the standard state-space form to which the optimization

techniques for causal models can be applied. Furthermore, there is no need

for M to be finite.
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Note that this problem has nothing to do with formal game-theoretic inter-
dependence between decentralized players. The model of equation (15)

could represent a single active player (the one controlling and z )

%1,t 2,t
controlling a forward-looking but passive system. We demonstrated

in the previous section that differential games can be handled satisfac-

torily in causal models. 1In principle, the problems of optimization in

noncausal models highlighted by Kydland and Prescott are also independent
of the assuwaption of rational expectations. This needs to be qualified
immedintely, however, by noting that models in which the current value of
‘the state vector, Veo depends on rational expectations of future values of
Y¢» 1.e., on h(yt+i|1t_j), i >0, j >0, are the most common examples of
noncausal models in economics.

It is important to note the difference between the appearance of future
values of the forcing variables in the final form of noncausal models
(eqqqtions (14b) and (17) and the simultaneous determination of the current
optimal values of the policy rules and their future optimal values in causal
models (equations (3a-3g), (5a-5g), or 9a-9g). The recursive nature of the
feedback solutions to optimal control problems in causal models is a direct
consequence of the Principle of Optimality which in turm can virtually be
viewed as the definition of rationality in dynamic causal models.

The future exogenous variables, instruments and disturbances that appear
in the final form of noncaﬁsal models are there quite independently of any
optimizing behavior by the players. This dependence of the current state
on future instrument values creates problems in optimizatiom that are not

yet fully resolved.
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IV.e. Rational Expectations of Future Endogenous Variables and
Noncausal Models

The noncausal solutions to equation (1°) (given in (14b)) and to
equation (15) (given in (17)) have a featu;e that makes them unlikely to
qualify as solutions to economic models. In (14b) explictly and in (17)
implicitly, the current value of the state vector depends
on the actual, realized values of future stochastic disturbances.
While the mathematics is willing, economic common sense does not accept
the proposition that future random variables (as opposed to current and
past estimates or distribution functions of future random variables) can
influence the current state. Noncausal models that arise in economic applications
will have known future exogenous variabies and estimates of future random variables

as determinants of the current state vector. A very simple example of such

a model is given in (18). The u, are white noise disturbances.

The noncausal or backward solution of (18) can be found by recursive

substitution. E.g., after two steps we have

-1 }_l
v, = {} - B[I-BA] "A

1

-1
- +
Ay, +Cx_+b_+u_+B[I - Bal <§CE(xt+2lIt) + CE(xt+1|It) Bb,,, +

2
b1 f B E(yt+3|Itiﬂ

The general solution is of the form:

e o
-~ -~

1=

+ ;f: Be,N EeynlIp )10/
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The Kt’ Et,i and ﬁt,N are known, time~varying functions of the structural
coefficient matrices A, B and C.

The current value of y depends on its own lagged value, on the current
and expected future values of the policy instruments, on tﬁe current and
future values of the known exogenous variables and on the terminal condition
for the expectation process. In each period a new (and different) terminal
condition for the expectation process can be chosen (Shiller [1978]). This
non-uniqueness problem does not yet have a satisfactory solution.

However, there is nothing in the mathematics of rational expectations
models, even if they involve expectations of future variables, that compels
the selection of the noncausal solution to (18) given in (19).

A causal solution to (18) is found most easily by the method of unde-

termined coefficients. Assume there exists a.solution to (18) of the form:

-]
20a. y, =k, + I 0 ou. g
T i=o

Here kt denotes a time-varying nonstochastic term and I a set of constant
coefficients.

Leading (20a) one period and taking the expectation conditional on I,

we get:

@

20b. E(ypeyplTe) = keyy + T 0 upyy g
: i=1
Substituting (20a) and (20b) into (18) and collecting terms yields

20C¢ yt = Akt—l + Bkt+l + Cxt + bt + (Bﬂl + I) ut + z (Aﬂi + Bﬂi+2)ut_1_i
i=0
Equating coefficients between (20a) and (20c) we obtain:

20d. k

¢ = Akp_) + Bkyy g + Cx. + by

[}

20e. Ho Bﬂl +1
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20f. M, = ATl + B, i=1,2,...

Next subtract Ayt—l + Byt+1 from (20c) using (20a) and (20d, e and f).
This yields:

20g. Ye = A¥eop = Bypyy = Cxp + by + up

If B is invertible, 11/ this can be rewritten as:

1

-1 ~1 -1 -1 -
Ye-1 = B Ay p - B TCxp g =B by - B Tupy

20h. Ye = B
It is clear that (20h) is a solution to (18), because from (20h) it follows
that E(y.,q111,) = Ye4+1+ However, it is not the only solution. Another

causal solution to (18) is given by (20h").

1 1

200"y, = Bly, ;- 87lay, 5, - B7lex,_; - Bl b,y - Bl + Vv,

wt is an undetermined, possibly time-varying parameter. If x  is stochastic,
the current innovation in X, could also enter the causal solutionm,

again with an unknown coefficient.

1

20h". yt = B- yt"l - B-lAyt_z - B-1Cxt_‘l - B-lbt_l - B-lut_l

+ wtut + ¢t(xt - E(xtlIt_l))
The most general ciausal solution of (18) is

1 -lb

200",y = B7ly ) - B7lay, 5, - B7lex,y - BTl - B7hu, g + e
€, 1s a random disturbance whose only defining property is E(etIIt_l) =0
This random disturbance could contain not only such "fundamental" innova-
tions as u, + C(x, - E(xtllt—i))’ but also any "will-o-the-wisp'" disturbance,
absent from the structure of (18), that has the propefty E(€t|1t-1) = 0,
(see Taylor [1977]). This is the causal counterpart of the nﬁn-uniqueness
problem in the noncausal solution of the model.

This multiplicity of solutions is worrying. It is not clear on general—

economic grounds which solution one should prefer. For concreteness I shall




- 42 -

h se the special case where Ve = & = 0, i.e., the solution in (20h). The

standard first order represention of (20h) is given in (21).

21. [y, 8-l -p7la -plc -7 -7y py._il (0] % 0 'o
Vel I 0 0 0 0| |¥yp=2 of |0 io
xg | =0 0 0 0 0| |xe—q! + 1] 4O |+ §o
b, 0 0 0 0 0| |bey 0 b, %o
up L 0 0 o 0 0} lu._yl 1o \o lu,

With an initial condition for the augmented state vector [yt, Ye-10 Xgo
bt; ut]’ this model can be solved as an ordinary causal model and all the
results on optimal control and differential games in causal models can be
applied to it.~

By exactly analogous reasoning, the causal solution to the system:
22. y, = Ay,_y + BE(y.4p|Te_y) + Cx, + b, + u, can be found to be, if

X, is nonstochastic:

t

| -1 -1 -1
23a. Ye = B Ye-1 -B Ayt—Z - B Cxt—l - B bt-l + u, + Mgy
Here n,_; is defined by E(nt_lllt_z) = 0.

If x, is stochastic, the causal solution is:

t

23b. y, = Bly,_y - B Ay, - B7lox ;) - B7lb,_; + u, + Clxp = E(x [T, 1))
e
Ne.p is defined as before.

The nonuniqueness problem vanishes only in the perfect foresight case:

Ye = Ayt-l + Byt+l + Cxt + bt
This can be written in causal form as:

1

- - -1 -1 -1
Yo = B yeog - BTAyep = B Cxe g - B b

The first-order representation of this system is:
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ve ] Bl -p~1p -p~l¢ -p~1 -p-1 yeo1l  T0] x, lo
Yeol I 0 0 0 0| |yees 0 0

= + + |
X, 0 0 0 0 0| |xp_q I 0
b 0 0 0 0 o/ Ib 0 b
Lt - . i _t'y ¢ 4 L &

Given an initial condition for (Yes Yeol» Xpo» bt)' this can be solved in
the standard manner.

An economic example of some intrinsic interest that fits the general
description of equation (18) is a Cagan-type hyperinflation model with
rational expectations. ‘mt is the log of the nominal stock of money, Pe
the log of the price level, r. the real interest rate and Ie real output.
Monetary equilibrium is given by:
2b. mp o= pp = Y+ 0 (rp + E(PeylTy) - py) 4Ry + v
Assuming that the classical dichotomy holds, r, and y, are exogenous and
can be ignored in what follows. Thus (24) simplifies to:

247 mg = pp =Y+ @ (E(pyqII) = pp) + vy

This can be rewritten in the form of equation (18) as:

=1 -1 a 1
25. pt —T_‘d‘( +--1—_amt - T—_—(;E(pt_’,lllt) ——~1_avt

The noncausal solution of this is:

1 ; :ﬁL] (1] e [«a 1
a. b = (Tl Eenlto) o[ ['1:4

1-a

For this to be stable we require < 1. Assuming this to be the

case, and assuming that the one but last term on the r.h.s. of (26a)

vanishes, the noncausal solution is:
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- 1

, 1 [-u 1
26a’, Py = -Y +735 -ZO L‘l—_-& E(mt+i|1t) - (1‘:1) Ve
1= ’

The current price level is a function of the current and anticipated future
money supplies and the current money market disturbance. Specifically, an
equal proportional incvrease in period t in the current and anticipated future
money supplies raises the price level immediately, i.e., in period t, and

by the same proportion. Contrast this with a causal solution of (25) given

in (26b).

i a-1 1 1
26b.  pp = -3V +—5— Pr] tg W) ~ g Vel 12/

In contrast to equation (26a’), an increase in the money supply in period t,
even when fully anticipated, will have no effect on the price level in period
t. 'A fully anticipated increase in the money stock affects the price level
with a one-period lag. Also, unless a=1, the past price level will affect
the current price level.e Such inertia is generally viewed as inconsistent
with an efficient manut. If we take a more general causal solution:
1 a-1 1
Pr = ~a¥ + T Peo] ¥ 3 Wpo] ~ g Vel Vg Ve + b (mp - E(m 11, 1))

we obtain the further paradox that only unanticipated monetary shocks or
monetary "innovations' will affect the current price level, and with arbi-
trary sign and magnitude! Both (26a’), a "New Classical" equation, and
(26b), an "0ld Keynesian" equation, are consistent with financial equilibrium
and ratiomal expectations. The policy implications of the two solutiouns
are vastly different.

The existence of causal representations and solutions of more general
rational expectations models incorﬁorating current and past expectations of

endogenous variables any number of periods into the future can be established

by analogy with equations (18°) and (20). By direct computation it can also
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be shown that linear combinations of the causal and the noncausal
'solutions with weights summing to unity are also a solution to (18).
Additional information from outside the formal model is required
to make the choice between the causal solution, the noncausal solution,
and mixtures of the causal and the noncausal solutions. This is true in
rational expectations models as in any dynamic model. The noncausal
solution appears, on a priori economic grounds, to be the appropriate one
for variables such as asset prices determined in efficient markets. In
~such models current asset prices are a function of expected future asset
prices, and current prices can respond instantaneously to changes in
information. For prices determined in inefficient markets the causal
solution would seem to be the appropriate one. The choice between the
causal, noncausal and mixed solutions should be made without reference to
stability considerations. If the noncausal solution is chosen, e.g-,
because of considerations of market efficiency, we may use long-rﬁn
rationality considerations to restrict the economic system to the unique
convergent saddle path, should such a path exist. In general, unless
instability were to violate physicél or behévioral constraints, it would
seem inappropriate to single out the stable solution as the only appropriate

one. There is no divine guarantee that the economic system is stable.
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V. Optimal feedback rules in non-causal models: the
"innovation-contingent" policy

If the noncausal solution is chosen for a dynamic model, tr;ditional
optimal control theory runs into trouble. ¥n this section a sinmple two-
period example due to Kydland and Prescott [1977] is analyzed that brings
out the issues clearly. It will be shown that the "inconsistency of
optimal plans" problem is not due to explicit muylti-player game considerations nor
to uncertainty, but to the noncausal structure of the model. The rcason
for the noncausal structure of the model is likely to be the preseuce of
optimizing agents with rational expectations of the future. A deterministic
model is considered first, followed by a stochastic version of the sane
model.

A certainty mnodel

The dynamic model is given in equation (27), the objective function to
be minimized in (2¥).
27. .' Ye = E(e-10%¢o%¥es1)
28. min w(yl,yz,xl,xz)
29a. Yo = Yo
29b. X3y = X3
The model is noncausal because the current state depends on a future
instrument value. An initial condition for yj, and a terminal condition
for x4 are needed to make this a well-defined problem.

The optimum policy can be derived by minimiziné (27) with respect to
X1 and Xq subject to the constraints (27), (29a) and (29b). This optimum

solution is open-loop, i.e., it does not "take advantage" of the time
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structure of the model. Substituting the constraints into the objective
.function we obtain:

W= w(f(;o,xl,xz),f(yl,x2,§3), X1,Xy)
Assuming differentiability and an interior solution, the first order condi-

W W
S =0 and =7/ = 0. This yields

tions for a minumum are: a
xl XZ

. + = — =
02+ Gy, %y *ay, vy ok Tax, ~ O
30b. —
or

30a’. (Wy + szl(yl,x§,§3))f2(§0,xt,x§) + W3 =0
0

3067 (W) + Wof ) (y1,x8,%30) £3(Fg,xE,x8) + Wyf(yy,x%,%3) + W,
Clearly, policy optimization is possible in noncausal models: (30a’) and
(30b”) permit the (implicit) solution of x§ and xi, the values of x; and

X thit minimize W, assuming the second order conditioné for a minimum are
satisfied. This optimal solution is in open-loop form, i.e., it is not
state-dependent.

The consistent solution, in the sense of Kydland and Prescott,vis the
~solution derived by traditional dynamic programing methods that attampt to
exploit the time structure of the model. Starting from peridd 2, fhe
value function for the last period ; is minimized with respect to X9, taking
as given the values of y; and x3. I.e., the dependeﬁce of y, on x,, modeled
in equation (27), is ignored. The "optimum" value of X9, izkis.then substi-

a
tuted into ; to yield ﬁ. The optimization problem for period 1 consisfs

in selecting the value of X1 that minimizes W, given that Xy = §2. Without

entering into a semantic argument, it is clear that the '"consistent" policy




should be perceived as suboptimal. It is therefore unlikely to be adopted
by sensible economic agents. Well-informed agents who know the true
structure of the modcl will be aware of the dependence of y,_; on x, and
will consequently not treat y,_; as predetermined when selecting the optimal
feedback rule for x .. 1In a model without'uncertainty, the open~loop policy

will be chosen.
Applying dynamic programming, the period 2 problem is: miﬁ ﬁ, i.e.,
' X
2

. min W(yl,f(yl,x2,§3),xl,x2), treating y;and x; as given. The first order condition is:
X ~
.2

or
3la’ . ‘wzfz(yl,iz,;3) + w4 =0

This gives a consistent closed-loop solution for X

32. %,y = h(yl,x1,§3)

with

33a. hy = ~[f2(wz,1 + wz’zfl) + w4’1 + w4,2fl + w2f2,1]' Q
33b. hy = -[f2w2’3 + w4’3] R

33c. hgy = —[f2w2’2f3 + W2f2,3 + W4,2f3]. Q

\ ~1
The period 1 optimization problem is:

min W i-e-, min W(yl’f(yl’iz,i3), xl,ﬁz)
xl xl
= w(f(yo’xl”?z)Qf(f(YO,xlpiz)!ﬁz,i:;)!xliiz)
Noting that iz = h(yl,xl,§3) = h(f(yo,xl,ﬁz), xl,§3), we can solve for iz

as a function of ygy,x; and Xj3:
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35b. g, [l-hlf3]'l[h1f2 + hy)

The optimization problem for period 1 can now be written a:

min W[f(yo,xl,g(yo,x1,§3),f[f(yo,xl,g(yo,x1,§3)),g(yo,xl,i3),§3],xl.
Xy _
g(yo,xl,x3)].

The first order condition is

aw .9 ] Ix W) 9 9 Ix 9 ax
(21, Y1 X2 Yo (3Y1 , %Y1 °X2), Y2 °%)
31b. 3yl axl + 3IXy 3ii)+ ayz(ayl (axl 3x2 Bxl) Xy Exl)

ax
x xl

+

l

ml;
LY
=

or:
31b7. W (f,(yg,%1,%)) + f3(yo,il,22)g2(y0,il,§3))

Wy L) (37,7, %3) (£ (vg,R,%)) + £3(70:%,%9)85 (70,81 %y))

+ £2(31,%5,%3) 8y (¥0,RX3)] + Wy + Wy gy (yg,%,%3) = 0

A comparison of (30b) or (30b”) and (31z) or (31a’) shows that im
general the optimal plan and the consistent plan will not be the same.
Only if the effect of x, on y; is zero (i.e. 3y1 = 0) or if the effect of
IX,

changes in y; on W both directly and indirectly through y, is zero (i €.,

AW + 3W 3y2 = O)will the consistent policy be optimal and vice versa.
3yy 3yz ) '

There is, however, a quite plausible condition that ensures 3W , 3W 3y,
ayl ayz'?—i = 0

in the optimal program. This is that the controllér does not attach any

intrinsic utility or disutility to (changes in) his 'first—period

instrumente . From equation (30a),
if 3W_= 0 then 3W + 3W 3y, = 0, assuming 3y, # 0.
——
3xl ayl Y2 3y1 5xl

Take, e.g., the simple linear model with the quadratic objective function:
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36a. Ye = ey + oYX, + Sx. a, vy, §, # 0
36b~ yO = ;0 =0
36(:. X3 = X3 = 0
. ‘) ) .
The optimal policy tor this model is:

*

[(ad+y)a; - 6a2]7-2
1

X1
XZ* = [32 - &l]] Y—

The consistent policy is

%) = [(ab+y)a -6a,]y>
%y = lag=ay; ]y = [ay-oca)]y~t

The consistent and optimal policies are the same, as expected, because

W = 0. It is a worthwhile topic for future research to investigate
ax :
1

whether the 2-period result that instrument costs are necessary for optimal

plans to be inconsistent can be generalized in some way to the general n-

perio& case.

.I next modify the objective function of (37) to génerate inconsistency
of the optimal plan
38. W= ky(ypmap? + ky(yp=an)? + ky(xg-apd?  ky,kpky > 0

The optimal policy is:

v2lay (ad+y)-a,6lk ky + a382k kg + ag(asty) 2k k,

3%9a. x*
Yok ky + 62kqky + (asty) Zkyky

v3la,-aa;lk ky+6laj-aaslk kg + (abty) [a,-avaglk,ky

i

39b. Xy ¥
2 4 2 2

The consistent policy for period 2 is derived by choosing x; to minimize

kz(yz-az)z, treating y; as predetermined. This yields:
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40a. 22 = [az—ﬂyl]]—l

Note that this implies yp = aj.

The consistent policy for period 1 is derived by choosing x; to minimize
kl(yl—al)2 + k3(xl-a3}2, given that x, is given by (40a). This yields:

((a8+7)a;-5a,)y2k; + (a6+y)2agky

le + k3(u6+y)

Using ?2 = [az—uyilj [u6+1]-1, equation (40a) can be rewritten as:
(az—aa])yjkl + (az—aya3)(u6+y)k3

403' . 22 = —— i 5

Comparing (39a) with (40b) and (39b) with (4p0a°) we note that in a model
without uncertainty the "consistent' policy is suboptimal and the optimal
policy is inconsistent. This conclusion needs to be qualified in a major
way when uncertainty is introduced.

A stochastic model

"The stochastic version of the optimization problem given in equations
(36a, b, ¢) and (37) is given below:
minimize W = nin E,; [k, (y,-2 )2 + kqa(y,-a y2 + k,(x,-a )2]

- 1t*1ty173) 21¥27ay’ 34%1743

subject to:

41 « Ye = @¥pop toux, + 6E(xt+l'1t) + u,
Yo < ;0 =0
X3=§3=0

E, denotes the expectation operator conditional on the information available
at the beginning of period t, before y. or u, have been observed. When .
open-loop solutions are considered, E(xt+1|It) = Xy41+ The optimal open- .
loop policy under uncertainty is the same as the optimal (open-loop) policy

under certainty, given in (39a) and (39b) . However, an open-loop policy
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cannot be truly optimal in a stochastic model. 1If a # O, Ye 1s a fﬁnction
of y,._; (in our model y, is a function of y;). When the optimal open-loop
policy for periods 1 and 2 is chosen at the beginning of period 1,y,

is unknown because it depends on the realization of the as yet uynobserved
disturbance u;. After t=1, u; will bé known. Any truly optimal policy
rule for x, would enable it to respond to ul.' Conventional feedback
policies that make x, a function of y,_; enable the policy instruments

to respond to new information as it accrues. This advantage of feedback
control in the presence of random disturbances has to be balanced against
the disadvantage,highlighted in the certainty model: feedback control that

makes x, a function of y,_; does not allow fully for the effect of future

t
instrument values on the current state, both directly and indirectly througﬁ
the effect of future instrument values on the optimal choice of current
instrument values. Whether optimal open-loop control dominates or is dominated
’bf—feedback control can now only be determined on a case-by-case basis.

Note, however, that a more sophisticated kind of feedback control
will not be subject to the Kydland-Prescott criticism. Optimal feedback

control would make x, a function of u._;, the random disturbance in the

t
previous period. y,_; is a function of x,.. To treat it as predetermined
in the derivation of the "consistent" solution for x. is suboptimal in
almost all cases. u,_; is not a function of x, but does convey useful
information for the optimal choice of x,. A truly optimal policy incorpo-
rates the dependence of y,_; on x, and alloﬁs a flexible response of future
instrument values to future random disturbances. It will therefore be

"innovation! or "disturbanceYcontingent rather than state-contingent as

in traditional feedback control. In a model with certainty the "innovation
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response” component of the optimal policy rule.vanishes and the optimal
;ule is open-loop. Traditional state-contingent feedback policies may or
may not be superior to the optimal open-loop policy, depending on the
parameters of the model under consideration. There always exists an
innovation-contingent feedback rule that is superior to the optimal open-
loop pdlicy. These points are illustrated with some simple examples.

The consistent or 'state-dependent" feedback policy

The consistent policy for period 2 is derived by choosing x, to minimize
E(kz(yz—az)zllz), 13/ treating y, as giveﬁ. Yy, = ay; + vxy + uy. The solution
for x, 1is:
42a. %, = [az‘-ayllv-l
Note that this choice of x, implies that E(yz-azllz) = 0. The consistent solu-
tion for x; is found by choosing x; to minimize E(kl(yl-al)2 + kz(yz—az)z
+ k3(xl7a3)zlll) given that x, is set according to (42a). This
implieg that E(yz-azlll) = 0.

The solution for x; is:

((a6+y)al-6az)72kl + (a6+v)2a3k3

ky Y44k g (abty)?

Comparing (42a) and (42b) with (402 and (4o0b ) we note that the cqnsistent
solution is the same with and without uﬁcertainty, provided the solution is
expressed in feedback form. Under certainty, however, the consistent solu-
tion is>suboptimal and the optimal open-loop solution is the truly optimal
solution. With uncertainty the expected loss under the optimal open-loop.
policy may either be smaller or larger than the expected loss under the
consistent policy. This is because the optimal open-loop policy is not

truly optimal because it cannot respond to future random disturbances. The
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optimal open-loop policy may be dominated not only by the consistent
policy but also by simple ad-hoc (linear) feedback rules that permit futupe
instrument values to respond to new information. The ranking of the various
policies depends on all the parameters of the mo&el under consideration
and can only be established on a case-by—case basis.

To compare the expected loss under the ;ptimal open-loop policy and
the eonsistent policy we must evaluate

E[kl(yl—al)2 + kz(yz—az)z + k3(x1—a3)2|111 under the two regimes.

Thus, for the open-loop policy we evaluate

43a. Wk = E[kl(yx1*+6x2*+ul_al)2 + kz(ayxl*+(a6+y)x2*+uul+u2—a2)2
+ k3(xl*-a3)2111]

while for the consistent policy we evaluate

43b. W = Elky GRj+SE(Ry1T)) + ul—al)z + kz(avilﬁéE(ﬁzlll)

- + aul+yi2+u2—a2)2 + k3(§1—a3)2|Il]-

Note that

44a . E(RyII}) = [ay=av%;](as+y)™}

44b. %, = azy_l-ail—ay°16E(§2|11) - aY-lul

= [ o -1 -1

= az—ayxl](u6+y) -ay Tuy-
To simplify the calculations, it is assumed that a; = a2.= 0. As regards
the random disturbances it is assumed that E(ul) = E(uz) = E(uluz) = 0 and

E(u;2) = E(u,?) = 02. Substituting (39a) and (39b) into (43a) and (430,

(44a) and (44p) into (43p) we obtain:
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a3yz(ac+y)k2k3

Wk = E[kl( + ul)2

’

2 2
XHkLkz + 8 klk3+(“5+Y) k2k3

2

+ kz( + aup + u2)2

) 2 2
Y“klkz + 6§ k1k3+(06+y) k2k3

4
~a.y kyk :
3 1™2
)2 1)

+ k3(
4 2 2,
Y klkz + 6§ k1k3 + (06*') k2k3

) _
a,y“ (ad+y)k,k
- 3 2k3
W= Efky( Fe + up)?
Y k1k2+(a6+7)2k2k3

4
~a,y kik
3Y kiky
+kgu? + kg (e )2 1)
Yok kyt(ad+y) Pl kg
Therefore,
a Y2(05+Y)k k a 72(u6+y)k b
oo 3 2k3 2 3 3
45, wk-W = kg [€- ; % = ——7)
y*klk2+5 kykgt(ad+y) “kok, ¥ kg kot (ad+y) Tk ok,
a3ayzklk3
+ k26—~ )2 + kzazou2
74k1k2+62k1k3+(a6+y)2k2k3
4 M
b reed 12 2 o (Y el )2)
K - -
3
y4k1k2+eklk3+(aa+y)2k2k3 y“klk2+(ac+y)2k2k3

‘Except for the_term kz azauz, equation (45) also measures the dif-
ference between the loss under the optimal (open-loop) policy and the loss
under the consistent policy in the case without uncertainty. Therefore,

46. WX - W= kyaZ 2 <o 14/ .
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with uncertainty however, it is quite possible that the minimum expected
loss under the consistent policy is less than that under the optimal open-
loop policy. A sufficiently large value of °u2 will ensure this, if k,

and a are not equal to zero. It can also be shown that there exist ad-

hoc state-contingert feedback policies of the form x, = g, + GeYeo1 that
have a minimum expected loss less than the optimal open-loop policy. There
may also exist more general, non—linear feedback poliéies that have this
property, but I have made no attempt to establish this.

An innovation-dependent feedback policy

It is easily established that the optimal open-loop policy given by
x1* and x,* in (39a) and (39b) is dominated by an innovatiom-contingent
feedback policy tﬁat has the optimal open-loop policy (xl*,xz*) as its
open-loop component. Consider a linear feedback policy of the following
kind:

464. X = xl*

46b. X Xo* '+ Guy
G is to be chosen so as as to minimize W
W= E(ky(vx) + SE(xp[I)) + up-a))? + kpevxy + aSE(xy|Ip) + vxp
+ auy + 62-' az)2 + ka(x; = a3)2|11)
Note that E(xZIIl) = xz*
Substituting Xj, X, and E(lell) into the loss function yields

a7, W= E(kl(yxl*+6x2*+u1-al)2 + ky(ayx * + (ad+y)x,*

# ¥Cuy + aup + uy - a)% + kg(xp* = ap?l1y)
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The optimal value of G is the one thdt exactly neutralizes the effect

of u; on y,, i.e., G = —ay‘l

The policy

48a. X ** = X *

48b, Xp*% = x,% - ay-lul

dominates the optimal open-loop policy X1*, Xo*, as can be seen by

comparing W* in (43a) with Wx* below:

49. W = E[kl(yxl*+6x2*+ul-al)2 +.k2(ayxl*+(a6+y)x2* + uz-az)2
+ kg(x)-ay) 2 1)

2

50. Wx — Wkk = k2°2°u >0

The (x;**, x,**) policy is not "consistent", in the sense of Kydland and

Prescott because it cannot be derived by the backward recursive

T 15/

optimization techniques of stochastic dynamic programming. — The important

point to note is that (x **, xz**) is a feedback rule or contingent rule and

1

that it dominates the optimal open-loop rule except in the special case of no
uncertainty, when the two policies coincide. It is easily checked that the
innovation-contingent rule also dominates the consistent policy; from (50),

W** = W* - kzazoi <W. For economic policy, the important
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conclusion is that (innovation-contingent) feedback policy dominates open-
loop policy even in models with rational expectations of the future.
Conclusion

There has been a ''rational expectations revplutiou" in macroeconomics.
The subject will never be the same again. The "principle of policy~
v dependent structural parameters' brings out the need to model stimultane-
ously the expectation formation process and the stochastic processes
governing the behavior of the variables whose values are being predicted
or inferred--stochastic processes that may themselves be functions of
the expectation formation process. There is an urgent need to relax the
extreme informational requirements of most current macroeconomic rational
expectations models and to reformulate the rational expectations hypothesis

in terms of a more general optimal Bayesian prediction and inference theory.

Such developﬁents are within reach and will in no way diminish the importance
of the contribution of Lucas.

The rational expectations revolution has also forced a fundamental
rethinking of the dynamic programming approach to optimization in dynamic
economic models. In causal models, differential game theory provides the
appropriate analytical tool for modeling the interdependence of r;tional
private sector and public sector agents. 1In noncauéal models, Kydland
and Prescott’s demonstration of the suboptimality of "consistent” plans
derived from traditional dynamic programing approaches alters, but does
not eliminate the scope for benefiéial feedback policy. In models with
uncertainty, the optimal 0pen-loop policy need not dominate the "consis-

tent" policy or other, ad-hoc feedback policies that make the values of
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the currént policy instruments some known (linear) function of the information
set at the time that the policy instrument value must be set. The optimal
open-loop policy is dominated by the optimal linear innovation—contingént
feedback rule that sets the current values of the policy instruments

equal to theif optimal open-loop values plus a linear function of the

past random disturbance vector. There is no presumption that a

suboptimal, restricted open-loop policy such as a constant growth rate
for the stock of money will generate desirable outcomes in macroeconomic
models that incorporate a variety of internal and external disturbances.
Acceptance of the importance of the contribution of the ratiomal
expectations hypothesis should, however, be kept quite separate from one’s
view on the value of the rema;nder of the New Classical Macroeconomics
package. That remainder--the general application of the efficient market
hypothesis to goods and factor markets, the monetary neutrality and super-
neut;;lity postulates, the debt neutrality theorem and the other assump-~
tions underlying what I have called the "public sector-private sector
ﬁodigliani-Miller theorem". (Buiter [1975, 1979])--does not constitute a
promising approach to the analysis and controi of real—yorld economic
systems. The theoretical case against debt heutrality and against momnetary
neutrality and superneutraliiy is overwhelming (e.g., Buiter [1979] and
Fischer [1979])). The microeconomic foundations of inefficient markets are in the
process of being developed. Noncooperative game theory,bargaining theory and
the theory of production and exchange under asymmetric, imperfect and c&étly

information are the starting point for the New Keynesian Macroeconomics.
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Footnotes

*This paper was written while I was a consultant with the Financial Studies
Division .of the Research Department of the International Monetary Fund. The
opinions expressed are my own. I would like to thank Mohsin Khan and

Don Mathieson for discussions on causal and noncausal solutions to dynamic

models, and George von Furstenberg for comments on an earlier draft.

1/ An excellent early survey of the role of monetary and real facters
in the trade cycle is Haberler [1956]. While emphasizing the importance
of the money supply process and of financial factors in general, he also
considers price and wage rigidity to be necessary elements in the trans-
mission mechanism. His emphasis on "large fixed monetary contracts"

(p- 139, p. 14Q0) is also surprisingly "modern".

2/ Price stickiness is consistent with only unanticipated policy having an
2ffect on real output or employment as long as production and employment depend
only on price surprises and not on the actual price. McCallum {1977, 1978} has
sticky .prices but equates the quantity produced to the notional supply of output
which is a function of the price surprise only. One can have a "disequilibrium"
determination of production by assuming that actual output is the "min." of the
effective demand for and the effective supply of output. As long as both
effective demand and effective supply are functions of price surprises only,
policy ineffectiveness follows.

An early characterization of a "rational expectations equilibrium
q

can be found in Hayek [1935]. "The main difficulty of the traditional
approach is its complete abstraction from time. A concept of equilibrium
which essentially was applicable only to an economic system conceived as
timeless could not be of great value..... It has become clear that,
instead of completely disregarding the time element, we must make very
definite assumptions about the attitude of persons towards the future.
The assumrtions of this kind which are implied in the concept of equili-
brium are essentially that everybody foresees the future correctly and
that this foresight includes not only the changes in the objective data
but also the behavior of all the other people with whom he expects to
perform economic transactions” (Italics added).

4/ This is the property that predictions of future variables differ
from the actual future outcomes only by errors which are independent of
the variables used to generate the predictions. Friedman (1979], p. 24.

5/ Crucial in the sense that major qualitative properties of the model
depend on it.




- 61 -

6/ It is assumed that Cip Hy Cy, has an inverse for all i and t.

7/  Assuming Kjp,,=0 and ayr41=0 for all 1.

8/ Throughout, identical information is assumed to be available to
all agents.

9/ Following Calvo [1979a, bl the following proposition holds for
necdels in which the n-dimensional state vector, y,, containes 0 < m < n
causal elements, i.e., variables for which an inifial value needs to be
specified, and n-m > O noncausal elements, i.e., variables that cannot
be treated as predetermined and for which a terminal value needs to be
specified. There exists a unique equilibrium saddle-path of the system
yt=Ayt_l that converges to the long-run equilibrium iff m of the
characteristic roots of A have modulus less than unity and the remaining
n-o characteristic roots have modulus greater than unity. (The original
examples by Calvoyeye in terms of differential equation systems, but the
substance of the argument is the same for difference equation systems.)

10/ 1t is assumed that E(xTIIT) = x, for all .

11/ The solution when B is not invertible is given in Aoki and Canzoneri
{1979].

12/ This is the solution corresponding to the one given in (20h) i.e.,
¥ and O (see z=guation (20h")) are set equal to zero.

13/ Note that it is assumed that Ye and u, are not elements of B X,
has to'be chosen before Ye and u, are observed. This assumption can

eésily be relaxed to include partial or complete contemporaneous observation
of Yt and u, .

14/ This can also be checked by reducing all terms in (45) except k2a20u2
to a common denominator.

15/ In a private communication, Mr. C.R. Birchenhall of Manchester University
has shown that the linear innovation contingent policy not only dominates the
open-1loop policy but also is the global optimal policy for this linear-quadratic
model.
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