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1. The object of the National Bureau of Economic Research is to ascertain and to present
to the public important economic facts and their interpretation in a scientific and impartial
manner. The Board of Directors is charged with the responsibility of ensuring that the work
of the National Bureau is carried on in strict conformity with this object.

2. To this end the Board of Directors shall appoint one or more Directors of Research.

3. The Director or Directors of Research shall submit to the members of the Board, or to
its Executive Committee, for their formal adoption, all specific proposals concerning re-
searches to be instituted.

4, No report shall be published until the Director or Directors of Research shall have
submitted to the Board a summary drawing attention to the character of the data and their
utilization in the report, the nature and treatment of the problems involved, the main
conclusions, and such other information as in their opinion would serve to determine the
suitability of the report for publication in accord: nce with the principles of the National
Bureau.

5. A copy of any manuscript proposed for publication shall also be submitted to each
member of the Board. For each manuscript to be so submitted a special committee shall
be appointed by the President, or at his designation by the Executive Director, consisting
of three Directors selected as nearly as may be one from each general division of the Board.
The names of the special manuscript committee shall be stated to each Director when the
summary and report described in paragraph (4) are sent to him. It shall be the duty of
each member of the committee to read the manuscript. If each member of the special com-
mittee signifies his approval withia thirty days, the manuscript may be published. If each
member of the special committee has not signified his approval within thirty days of the
transmittal of the report and manuscript, the Director of Research shall then notify each
member of the Board, requesting approval or disapproval of publication, and thirty ad-
ditional days shall be granted for this purpose. The manuscript shall then not be published
unless at least a majority of the entire Board and a two-thirds majority of those members
of the Board who shall have voted on the proposal within the time fixed for the receipt
of votes on the publication proposed shall have approved. ’

6. No manuscript may be published, though approved by each member of the special
committee, until forty-five days have elapsed from' the transmittal of the summary and
report. The interval is allowed for the receipt of any memorandum of dissent or reservation,
together with a brief statement of his reasons, that any member may wish to express; and
such memorandum of dissent or reservation shall be published with the manuscript if he so
desires. Publication does not, however, imply that each member of the Board has read the
manuscript, or that either members of the Board in general, or of the special committee,
have passed upon its validity in every detail,

7. A copy of this resolution shall, unless otherwise determined by the Board, be printed
in each copy of every National Bureau book.

(Resolution adopted October 25, 1926 and revised February 6, 1933 and February 24, 1941)



SEASONAL ADJUSTMENTS BY ELECTRONIC
COMPUTER METHODS*

Jurius SuiskiN AND HaRRY EISENPRESS
Bureau of the Census

I. INTRODUCTION AND SUMMARY

URING the past few years, electronic computer programs for seasonally ad-

justing time series have been developed at the Bureau of the Census and
improved and extended at the National Bureau of Economic Research. The
electronic computer programs have been made available to other organizations
and seasonal adjustments are now being made in several parts of the country on
several different machines. More than 3,000 series had been adjusted for
seasonal variations on electronic computers by mid-1957 and these series are
being released in seasonally adjusted form by the responsible statistical agen-
cies.

The electronic computer programs described in this paper have a limited
objective—to eliminate the heavy burdens and high costs previously required
for seasonal adjustments of time series and, consequently, to make seasonally
adjusted data available for all important series. This paper does not try to
resolve the many complex conceptual problems implicit in the decomposition

* Revision of paper presented at a joint meeting of the American Statistical Association and the Econometric
Bociety, session on Applications of Electronic Computers to conomic Statistics, December 27, 1955, in New York,
N.Y,

The revised paper has been approved for publication, as a report of the National Bureau of Economic Research,
by the Director of Research and the Board of Directors of the National Bureau in accordance with the resolution
of the Board governing National Bureau reports (see Annual Report of the National Bureau of Economic Re-
search). It is to be reprinted as No. 12 in the National Bureau’s series of Technical Papers.

Many persons and organizations have made important contributions to our work on the use of electronic com-
puters for seasonal adjustments of time series. Almost all the different groups utilizing the Census Univac service
offered suggestions, and some of the strong points of the present method are their contribution. The staffs of the
Bureau of the Census, the National Bureau of Economic Research, the Board of Governors of the Federal Reserve
System, the Department of Agriculture, and the Department of Trade and Commerce in Canada should be specifi-
. cally mentioned. i

Thanks are also due to Howard C. Grieves and Morris H. Hansen of the Bureau of the Census for encourage-
ment and practical assistance in the first stages of the project; to Arthur L. Broida of the Federal Reserve System
and Maxwell R. Conklin of the Bureau of the Census for valuable suggestions and criticisms of the early work: to
Geoffrey H. Moore of the National Bureau of Economic Research for similar contributions more recently; to Max
A. Bershad of the Bureau of the Census for painstakingly reviewing and improving several eatly drafts of this paper;
to a National Bureau of Economic Research staff committee consisting of Millard Hastay, Ruth P. Mack, and
Victor Zarnowitz, and to W. Allen Wallis of the University of Chicago for helpful criticisms of a later draft; to
Gladys F. Webbink for editorial suggestions; and to H. Irving Forman for drawing the charts. For assisting with
the Univac programming, the writers are indebted to Lancelot W. Armstrong, George M. Heller, James L. McPher-
son, and the late Edward I. Lober, all of the Bureau of the Census.

During the 1956-57 academic year, while the writers were on leave of absence.from the Bureau of the Census,
working with the staff and records of the National Bureau of Economic Research, both Univac time and program-
ming resources were provided by the Remington Rand Division of the Sperry-Rand Corporation. This project was
supported by a grant from the National Science Foundation.
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of economic time series and more specifically in the adjustment of series for
seasonal variations, but only to show that the present electronic computer
methods generally yield results of at least the same order of quality as the best
clerical methods. There is little doubt, however, that the use of electronic
computers, by forcing us to make explicit our assumptions at each stage of the
work and enabling us to make comprehensive tests of the results, already has
thrown considerable light on these problems and led to some improvements
over the techniques previously used.

This paper describes the two methods developed at the Bureau of the
Census and compares the results. The first method is a mechanical version
of the familiar and widely used ratio-to-moving-average method and the sec-
ond a refinement of the first. In the newer method the trend-cycle curve is
traced out by a weighted fifteen-month moving average which provides a
flexible yet smooth graduation. Smooth curves are also fitted to the seasonal-
irregular ratios to provide seasonal adjustment factors, and follow the ratios
for the full period of the data. Extreme values among the ratios are isolated
automatically by a built-in system of control charts and are replaced by aver-
ages of the extreme ratio and surrounding ratios. Series as short as six years
and as long as thirty years can be seasonally adjusted, and quarterly as well as
monthly data can be handled. ‘

Comparisons for a large number of different types of series show the second
method to be superior. Comparisons with adjustments carefully made clerically
by three different statistical organizations indicate that the results are at least
as good as manual adjustments of the same series. These comparisons indicate
that this electronic computer program has brought us fairly close to providing
on a mass basis a fully mechanical method of making seasonal adjustments as
good as those previously prepared for only a small number of series by a com-
bination of laborious hand computations and professional judgments. For the
few series where this is not the case, the electronic computer program provides
data which can be converted to satisfactory seasonal adjustments with only a
small amount of additional hand manipulations. Some of the kinds of series
for which Method 1I is likely to yield inadequate adjustments are described,
also.

Continuing studies are being made to find ways of reducing the number of
unsatisfactory adjustments, and the resulting refinements of the method will
improve it still further. Nevertheless, professional review of the results, par-
ticularly for the initial and terminal years of series, still is, and probably always
will be, necessary.

II. SEASONAL ADJUSTMENTS BY METHODS I AND II

The first seasonal method programmed for the Census Bureau work, Method
I, is an adaptation and elaboration of the familiar ratio-to-moving-average
method at its most advanced stage of development.! A series reflecting the

1 See, for example, F. C. Mills, Statistical Methods (New York, 1955), pp. 860-375; F. E. Croxton and D. J.
Cowden, Applied Qeneral Statistics (New York, 1955), pp. 320-863; W. A. Wallis and H. V. Roberts, Statistics: 4
New Approach (Glencoe, Illinois, 1956), pp. 580-586; A. F. Burns and W. C. Mitchell, Measuring Business Cycles
(New York, 1948), pp. 43-65; H. C. Barton, Jr., “Adjustment for Seasonal Variation,” Federal Reserve Bulletin,
v. 27 (1941), pp. 518-528.
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trend-cycle components is estimated by a twelve-month moving average of the
original observations. This estimate is then divided into the original observa-
tions to obtain a series reflecting the seasonal and irregular components. For
each month, a moving average curve is next fitted to the time series representing
the seasonal-irregular component for that month in successive years in order
to obtain estimates of the seasonal factors alone. This last step yields twelve
sets of moving seasonal factors, one for each month. The seasonal factors for
each year are then “centered” so that their sum equals 1,200.

An iterative procedure is used: first, the seasonal factors obtained as above
are divided into the original observations to obtain a preliminary seasonally
adjusted series, representing the trend-cycle-irregular components. This series
is, in turn, smoothed by a five-month moving average to provide a trend-cycle
curve that is more flexible than the twelve-month moving average; that is, a
five-month moving average can change direction over a short interval, so that
it follows fairly sharp peaks smoothly, as well as shallow ones. The sequence of
computations first made on the twelve-month moving average is then repeated
on the five-month average to yield the final seasonally-adjusted series.

Altogether, the method yields nineteen tables which show the successive
stages of the computations from the original observations to the final season-
ally adjusted series.? Included are five different moving averages, two sets of
ratios to moving averages, two centered and two uncentered sets of moving
seasonal factors, two seasonally adjusted series, and five tests of the work.
Method I is described more fully below (Section III) in the course of the explana-
tion of the changes made for Method II. | '

The present writers studied the results of this method as applied to many
series and also discussed it with other time series analysts who made similar
studies. There is general agreement that this method is very good; that while
it is sometimes possible to make a better adjustment for a single series or a
few series, up to now it has not been possible to make adjustments of such high
quality for large numbers of series. Nevertheless, a number of weaknesses have
become evident. The possibilities of correcting these weaknesses depend partly
upon the ingenuity of statisticians, but also upon the availability of a facility
for carrying out masses of computations rapidly at low cost. The electronic
computer comprises such a facility. The writers, therefore, carefully examined
each one of these faults and proceeded to develop methods of overcoming them.
These improvements have been incorporated in a revised seasonal method—
Method II.

Method II follows the general procedure of Method I but takes advantage
of the great capacities of electronic computers for statistical computations,
by utilizing more powerful and refined techniques and producing more informa-
tion about each series. Thus, it substitutes weighted for simple moving averages
and isolates and reduces the weight of extreme items more selectively. It com-
putes measures of the relative significance of the trend-cycle, seasonal, and
irregular components of each series and uses these relations automatically to
guide the course of subsequent computations. It adds a new basis for judging
the validity of the seasonal adjustment to those provided by Method I. It

2 See Julius Shiskin, “Seasonal Computations on Univac,” American Statistician, February 1955, pp. 19-23.
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provides optionally a constant seasonal index for special uses. It computes
month-to-month percentage changes in the series and its components. It also
produces point charts for the convenience of its users.® The full array of data
now provided by this electronic computer program is shown for an illustrative
series in Table 1.

The principal features of Method II are:

1. It computes a preliminary seasonally adjusted series which follows pri-
marily the conventional ratio-to-moving-average technique. It starts with
ratios computed by dividing the original observations by a twelve-month
moving average; it computes moving seasonal adjustment factors from these
ratios; and it obtains a seasonally adjusted series by dividing these preliminary
seasonal adjustment factors into the original observations.

2. Tt utilizes a complex graduation formula—a weighted fifteen-month
moving average—as the estimate of the trend-cycle curve used to obtain the
final seasonally adjusted series. For most series this formula yields a curve
which is flexible, follows the data closely, and gives a smooth representation of
the trend-cycle components.

3. It utilizes a control chart procedure to identify extreme items among the
seasonal-irregular ratios and systematically reduces the weight of these ex-
tremes for the subsequent computations. For each month control limits of two
standard errors are determined above and below a five-term moving average
fitted to the seasonal-irregular ratios. Any ratio falling outside the limits is
designated as “extreme” and is replaced by the average of the “extreme” ratio
and ratios immediately preceding and following.

4. Tt utilizes weighted moving averages of the seasonal-irregular ratios for
each month to obtain the seasonal adjustment factors; for example, a three-
term moving average of a three-term moving average, which is equivalent to a
five-term moving average with the weights, 1, 2, 3, 2, 1.

5. It utilizes a measure of the irregular component of each series to determine
the type of moving average to fit to the seasonal-irregular ratios. The larger the
irregular component, the larger the amount of smoothing that is carried out.
Alternative graduation formulas, each appropriate for series with irregular com-
ponents of different magnitude, are placed in the computer memory and auto-
matically selected according to the average month-to-month amplitude of the
irregular fluctuations.

6. It takes into account changing trends in calculating seasonal adjustment
factors for the first and last few years of each series. Instead of following the
usual procedure of extrapolating the seasonal adjustment factor curve to the
end of the series, this new method takes an average of the last two seasonal-
irregular ratios for a given month as the estimated value of each of the following
two or three ratios. These estimates are then used in computing the two seasonal
factors that would otherwise be missing at the end of the series. A similar pro-
cedure is used to obtain missing values for computing the ends of the trend-
cycle curve.

The electronic computer programs for Methods I and II provide for working
or trading day corrections where they are needed. The working or trading day

% For a description of how these charts are prepared, see Harry Bisenpress, James L. McPherson, and Juliu:
Shiskin, “Charting on Automatic Data Processing Systems,” Computers and Automation, August 1955,
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correction factors must, however, be available, for punching or taping, along
with the original observations; there is no technique built into the electronic
computer program for estimating such factors. The working day correction is
accomplished by the modification of the original observations, in the electronic
computer routine, before they are started through the seasonal adjustment
process.

The faults in Method I and the methods for overcoming them which have
been adopted in Method II are described below and comparisons of the seasonal
adjustments made by Methods I and II are shown and analyzed for several
economic series. A detailed description of each of the steps in these seasonal
methods can be obtained by writing to the authors.

III. FAULTS OF METHOD I AND THEIR IMPROVEMENT IN METHOD II
1. Improvements in the Trend-Cycle Curves

(a) Smoothing the trend-cycle curves: The five-month moving average of the
preliminary seasonally-adjusted series, which has been used in Method I as the
underlying trend-cycle curve, occasionally yields a somewhat irregular curve,
although for most series it produces better results than earlier methods based
on a 12-month moving average of the original series. Nevertheless, for series
with large irregular components, the 5-month moving average does not result
in a smooth delineation of the trend-cycle components of the series. (See, for
example, Chart 1.)

With the burden of computations no longer a factor, the writers were able to
turn to the large array of complex graduation formulas previously developed
by others to select a curve which is as flexible as, yet smoother than the five-
month moving average.

It seems fairly clear to students of this problem that there is no single gradu-
ation formula which best delineates the underlying cyclical movements of all
economic series.* Perhaps it may be possible eventually to develop criteria for
selecting a particular graduation formula for each series according to the types
of cyclical and irregular fluctuations characteristic of that series. Then with
electronic computer programs for a large number of different graduation for-
mulas available, the computer would calculate measures of the cyclical and
irregular components in each series, and on the basis of these select the smooth-
ing formula most suited to each particular series. The writers have tried to
make such a start; however, its development is for the future. For the present,
because of the time that will be required to develop a conceptual basis for this
idea and to prepare the electronic computer programs, the writers have selected
a single graduation formula to measure the trend-cycle factors.

Graduation formulas are available which provide smooth and flexible curves
and also eliminate seasonal fluctuations; for example, Macaulay’s 43-term
formula. But such formulas involve the loss of a relatively large number of
points at the beginnings and ends of series. Graduation formulas which provide
similarly smooth and flexible curves and involve the loss of relatively few points
do not also eliminate seasonal variations. The computation for a preliminary
seasonally adjusted series is now easy mechanically; on the other hand, the

¢ See, for example, Arthur F. Burns and Wesley C. Mitchell, o0p. cit. Chapter 8, esp. p. 320.
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Caarr 1. Comparison of Spencer 15-month weighted moving average and
simple 5-month moving average.
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replacement of missing points is difficult conceptually. We, therefore, chose one
of the formulas which requires a preliminary seasonally adjusted series, but
also minimizes the loss of points—the Spencer fifteen-month weighted moving
average. E

The Spencer formula appears well suited for the purpose at hand: For most
series it gives a smooth representation of the trend-cycle components, and fits
the data as closely as a simple five-month moving average. The weights of the
Spencer graduation are as follows: —3, —6, —5, 3, 21, 46, 67, 74, 67, 46, 21,
3, —5, —6, —3. This weighting scheme is equivalent to taking a five-month
moving average of a five-month moving average of a four-month average of a
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four-month moving average of the data, with weights of —3, 3, 4, 3, —3 applied
to either of the two five-month moving averages.® This graduation formula also
has the property of fitting a third degree polynomial exactly. The marked im-
provement in smoothing that can result from the use of the Spencer formula in
place of the simple five-month moving average is illustrated in Chart 1. The
greater the amplitude of the irregular movements in a series in proportion to
its cyclical movements the more advantageous will be the use of the Spencer
formula in place of the simpler moving average. This improvement in smooth-
ing is reflected in the resulting seasonal-irregular ratios and in all the subse-
quent computations.

Although the Spencer weighted fifteen-month moving average appears to
yield a better estimate of the trend-cycle component (as we imagine it) than
the five-month moving average, there is still the fundamental question of the
suitability of either for this purpose. As we have said, different types of smooth
curves will almost certainly be more appropriate for some series. We expect to
investigate the subject of smoothing the preliminary seasonally adjusted series
more intensively at a later stage (see Appendix A). :

(b) Extending the trend-cycle curves: The five month moving average of the
preliminary seasonally adjusted series used in Method I also is defective in that
it entails the loss of two observations at the beginning and at the end of each
series. Since the last two months of the series are usually of considerable im-
portance, Method I fills in these months by extrapolating the seasonal adjust-
ment factors to cover the missing data. (The beginning of the series is similarly
completed by symmetry.) This method works well in most series, but, as with
the extrapolation in Method I of the five-term moving average (described in
subsection 2, below), it is not optimum when there is a trend in the seasonal
factors (i.e., a moving seasonal) at the end or beginning of the data.

Method II attempts to improve upon this extrapolation procedure. Instead
of extending the seasonal factors, we use an average of the last four months of .
the preliminary seasonally adjusted series as an estimate of the value of each of
the seven months following the last month of this series. These estimates are
then used in computing the seven missing values at the end of the Spencer
graduation. The beginning of the Spencer graduation is supplied in similar
manner. The Spencer graduations in Chart 1 have been extended to the ends
of the series. The fit in these series, as in most of the series we have tested,
appears quite good. '

2. I mpfovements wn Seasonal Adjustment Factor Curves

Moving positional means of five terms are fitted to the seasonal-irregular
ratios for each month in Method I: The largest and the smallest ratios in each
set of five terms are dropped from each computation before the remaining three
are averaged. These positional means have not always provided smooth curves,
and occasionally are not even good fits, particularly at the beginnings and ends
of series. These defects arise partly from the method used for eliminating ex-

5 For more information on the Spencer graduation, and on smoothing formulas, generally, see Frederick R.
Macaulay's The Smoothing of Time Series (National Bureau of Economic Research, New York, 1931), esp. pp. 55,
121-140, and M. G. Kendall, Advanced Theory of Statistics (London, 1946), Vol. II, Chapter 29. The fifteeri-month
graduation formula used above was first described by J. Spencer in his article “On the Graduation of the Rates
of Sickness and Mortality,” Journal of the Institute of Actuaries, Vol. 38 (1904), p. 334.
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Crawr 2. Comparison of seasonal adjustment factors computed by methods I and
11, sample months of sample series.

@ Ratios of original observations to 15-month weighted moving average
X Modified ratios of original observations to 15-month weighted moving average
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CHART 2. (concl.) Comparison of seasonal adjustment factors computed by methods
I and II, sample months of sample series.

® Ratios of original ohservations to 15-month weighted moving average
X Modified ratios of original observations to 15-month weighted moving average
Seasonal adjustment factors, Method 11
---------- Seasonal adjustment factors, Method 1 (computed from Method 11 ratios)
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treme ratios—a method which sometimes eliminates ratios which are probably
not extreme, or retains ratios which had best be omitted, and thus distorts the
estimate of the seasonal factor—and partly from the limitations of a simple
five-term moving average of the seasonal-irregular ratios.

(a) Isolating extreme ratios: To improve the identification of extreime ratios,
a control chart procedure has been adopted in Method II. For each month,
control limits of two “standard errors” are determined above and below the
five-term moving average of the ratios. (The square of the standard error is
here defined as the average of the squared deviations of the ratios from their
corresponding five-term moving average values.) Any ratio falling outside the
limits is designated as “extreme” and is replaced by the average of the “ex-
treme” ratio and the ratios immediately preceding and following. If the ex-
treme ratio is the first ratio for the month, it is replaced by the average of the
first three ratios for the month; if it is the last ratio, it is replaced by the
average of the last three ratios for the month. In effect, the weight accorded
the extreme ratio in subsequent smoothing operations is reduced by two-thirds,
while the weights of the adjacent ratios are each increased by one-third. This
procedure is applied separately to the ratios of each month, from January to
December. ' -
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The results of the new procedure as compared with the method of positional
means are illustrated in Chart 2. The effects of centering (in both methods)
and smoothing (in Method II), which are discussed below, mask the differences
due to the different treatment of extremes. Nevertheless, it is clear that small
dips or crests in the lines of smoothed ratios due to the treatment of extremes
in Method I have now been eliminated (see especially Chart 2, Business Fail-
ures, April 1952 and September 1951).

It should be borne in mind that the determination of “extremeness” for any
ratio depends on the deviations of all the ratios in the series for that particular
month from their moving average values. The standard error varies from
month to month within series and between series. At present the data for all
the years in the series for each month are used as one period for the purpose of
calculating the standard error. Future experience may prove that two or more
periods are preferable. Furthermore, our selection of fwo standard errors as the
control limits is arbitrary. Tests of these limits now planned may lead to a
change, probably to a smaller figure, say 13 standard errors, so that more items
are identified as extremes (see Appendix A). This procedure would involve
more smoothing of the seasonal-irregular ratios, which would in turn yield
smoother seasonal-adjustment factor curves.

A limitation of the new procedure may be mentioned here; since the five-
term moving average, which serves as the base for the computation of the
standard error, does not reach to the ends of the series, it must be extrapolated
if any extremes in the first or last two years are to be identified and properly
modified. Now, what weight shall be given to the ending (or beginning) years
in this extrapolation? If the ratios for these years receive large weights, they will
hardly ever be identified as extreme ratios; if the weights are small, a trend in
the ratios may be confused with extreme items and the ratio curves may not
be given their proper slope in the beginning and ending years. This problem is
difficult to solve. In Method II the following procedure has been adopted: The
average of the last two ratios for a given month is used as the estimated value
of the ratio for each of the two years following the last year available; these
estimated values are then used in calculating the moving average values for
the last two years. The beginning years are treated similarly.

(b) Smoothing the fitted curves: Even after adjusting extreme ratios properly,
the five-term moving average of the ratios for each month sometimes is too
erratic in its changes from year to year to fit our model of time series analysis,
which assumes gradual seasonal change from year to year. The five-term moving
average in Method I is therefore replaced in Method II by a three-term moving
average of a three-term moving average. This is equivalent to a five-term
moving average with the weights 1, 2, 8, 2, 1. This smoothing formula appears
to be superior to the simple five-term moving average in eliminating erratic
year-to-year changes in direction, while at the same time retaining the smooth
short-term movements of the ratios. Furthermore, the ratios are smoothed
after they are centered (i.e., adjusted so that their sum will be 1200.0 for each
calendar year), rather than before centering, as in Method I, to avoid any
_distortions in the smoothed series due to centering. (It can easily be shown that
distortions of the centered values will not occur in this case; that is, that
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smoothing based on linear formulas—of which the unweighted moving average
is the simplest example—will not change annual totals.) Thus, Method II now
produces seasonal adjustment factors that are centered and change only gradu-
ally from year to year. Moreover, an important innovation has now been intro-
duced: The three-term of the three-term moving average is replaced by the
three-term of the five-term moving average, whenever irregular movements
are pronounced.® Thus, a more powerful smoothing process is used for series
having large irregular movements (see Appendix A).

The effects of the revised smoothing formulas for seasonal-irregular ratios
used in Method IT compared with those used in Method I are shown in Chart
2. The fit of the smoothed lines to the ratios, with smoothing and centering
accomplished in a mechanical manner, will, of course, differ from any smoothing
done manually by the usual trial and error process. However, the differences
in terms of the seasonally adjusted data will probably not be large or significant.
In general, the fit of Method IT is closer to the ratlos and is smoother than that
of Method I.

(c) Extending the fitted curves: Method I does not take into account obvious
~ changing trends and new seasonal factors in obtaining seasonal factors for the
first and the last few years of each series. In Method I the first seasonal factor
that can be computed for each month relates to the third year, but is also used
for the first two years; and the last seasonal factor computed, which relates to
the third year from the end of the series, is extrapolated to the last two years.

This procedure—of bringing seasonal adjustment factors up to date by
leveling off the curves so that their slopes are zero for the recent years—has
been followed quite generally. It is, however, at variance with a basic assump-
tion of our method, that the seasonal factors may vary gradually from year
to year. Where the seasonal is truly constant—that is, where the slope of a
seasonal adjustment factor curve is zero for several years—all the methods
that we have considered for bringing the factors up to date give about the same
results. For cases where the slopes may be significantly different from ZEro,
level curves at the beginnings and ends will not measure the full seasonal
factors; and consequently, the seasonally adjusted series will contain not only
the trend, cycle, and irregular, but also some seasonal components.

For this reason, a more sensitive extrapolation procedure has been intro-
duced in Method II. The seasonal adjustment factor curve is not extrapolated
directly to the end of the series; instead, the average of .the last two seasonal-
irregular ratios for a given month is taken as the estimated value of each of
the following two ratios; and these estimates are used in computing the two
seasonal factors that would otherwise be missing at the end of the series. (A
similar procedure is used for the initial years.) The average of the last two avail-
able ratios, rather than the value of the last ratio alone, is used as the estimate
in order to avoid any distortion that might result from a highly irregular termi-
nal ratio.

€ To make this decision, measures of the average amplitude of the month-to-month movements in the trend-
cycle, seasonal, and irregular components of series have been developed and are used automatically in the com-
puter program. For a description of these measures, see Julius Shiskin, “New Measures of Economic Fluctuations,”
I'mproving the Quality of Statistical Surveys, Papers Contributed as a Memorial to Samuel Weiss, American Statistical
Association, Washington, D.C., 1956.
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This procedure has the advantage of flexibility in the types of curves used
at the ends of series. On the one hand, where there are strong forces making
for a constant seasonal pattern, the method will yield level curves at the ends
of series. On the other hand, where there are strong forces making for a changing
seasonal pattern, it will permit changes at the ends of series. The leveling off
of the ratios for years following the last year of actual data will, however,
exercise a constraint on the extent to which the slopes can change. While this
procedure makes full use of the available data, it is neutral with respect to the
question of future turns in seasonal behavior. It does not assume that trends
will continue up or down or that they will reverse themselves but, instead,
assumes only that the seasonal-irregular ratios continue at current levels. In
the cases where this assumption proves to be wrong, it will not give as bad
results as would follow from one of the alternative assumptions.

The difference in our methods of fitting curves to the first and last years of

- the seasonal-irregular ratios may be clarified in the following algebraic terms.

If X, is the last ratio available, then it is implicit in Method I that
Xo1=Xn4 and X,2=X,5 while in Method II we explicitly make X,
=Xn+2=%(Xn+Xn—l)-

It seems reasonable to assume that better estimates of the missing ratios
will usually be provided by ratios for more current than for less current years.

Inspection of this approach for our test series indicates that it generally
gives reasonable results. The results of employing these different methods
routinely to obtain seasonal adjustment factors for the beginnings and ends of
series are illustrated in Chart 2. It is clear from the chart that a trend in the
ratios will now be reflected at the ends of the series and that the resultant
curves for the terminals of series will be similar to those for the middles.

It is important to note, however, that this method of adjusting the ends is
not always satisfactory. Unsatisfactory adjustments will appear more fre-
quently in series with large irregular components, when the last two ratios are
both relatively extreme, and particularly when they fall on the same side of
the seasonal adjustment factor curve.

The changes in the treatment of the initial and terminal years in Method II,
as compared to Method I, appear to account for most of the differences that
have been observed in series adjusted by both methods. Future experience with
Method II is expected to lead to modifications of this procedure by introducing
morée complex extrapolation methods. '

The technique of using extrapolated average values at the ends of series to
extend moving averages to cover the full period of the data is employed three
times in Method II: (1) to extend the weighted Spencer 15-month moving
average fitted to the preliminary seasonally-adjusted series (Section III, 1, b);
(2) to extend the five-term moving average used as a basis for calculating
control limits needed to isolate extreme ratios (Section III, 2, a); and (3) to
extend the seasonal adjustment factor curve fitted to the seasonal-irregular
ratios. A good deal obviously depends upon this technique. It seems reasonably
safe and is certainly preferable to the alternative assumption that the cyclical
or seasonal curves level off at the beginnings and ends of series. We recognize,
however, that we are dealing here with the basic problem of economic fore-
casting, and that this technique may sometimes lead us astray.
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3. HExtending the Electronic Computer Program to Cover 30-Year Monthly Series

Method I is limited to monthly series of a maximum duration of fifteen years.
For most of our users, concerned primarily with postwar data, this has been
satisfactory; but for groups concerned with longer series, we were only able to
make this service available in a rather clumsy way by splitting the data into
segments with very long overlaps.

The memory capacity of the electronic computing machines for which the
Method II program has been prepared does not permit an indefinite expansion
of the period that can be used. A substantial increase in the number of years to
be covered would require the use of relatively inefficient techniques and would
slow down operations. Fortunately, a simple expedient permitted the doubling
of the maximum number of years included. (Instead of using one computer
memory position for each monthly figure as in the earlier method, Method II
puts two months’ data into each position. While this limits the maximum
number of digits for each month to six, it is, for most economic series, a satis-
factory upper limit.) Thus, the new method can now be routinely applied to
any time series from six to thirty years long. For longer series division into
several overlapping segments is necessary for the present.

4, Additional Tests

In the analysis of current economic conditions, a great deal of interest at-
taches to monthly changes. For this reason a reasonable argument can be made
that month-to-month changes rather than monthly levels should be adjusted for
seasonality. Indeed, the well-known link relative method developed by Warren
M. Persons follows this idea.” The link relative method, however, lacks the
flexibility or the simplicity of the ratio-to-moving-average method for com-
puting moving seasonal adjustment factors.

To determine whether Method II makes a good seasonal adjustment of
month-to-month changes as well as monthly levels, link relatives of seasonal-
irregular ratios were compared with the link relatives of the seasonal adjust-
ment factors implicitly fitted to these link relatives by Method II. The results
indicate that the implicit curves fitted to the link relatives of the seasonal-
irregular ratios are similar in smoothness, closeness of fit and general sweep to
the curves fitted to the ratios to moving average. Consequently, Method II
seems to yield a seasonal adjustment of the month-to-month changes of about
the same quality as the seasonal adjustment of the absolute observations.
Chart 3 illustrates this point.

What is the effect of our method of seasonal adjustment upon series that
have no seasonal component—does our method introduce spurious fluctuations
in series? To answer this question partially Method II was applied to stock
prices, which are not considered to have any seasonal fluctuations, and to un-
employment after adjustment for seasonal variations by Method II. As can be
seen from Chart 4, the effect of a Method II adjustment upon such series is
trivial. :

7 See Warren M. Persons, “Indices of Business Conditions,” Review of Economic Statistics, January 1919,
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Crarr 4. Effect of seasonal adjustment by method II on
series without seasonal components.
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5. Conclusions Regarding Method I1

It is difficult to measure objectively the quality of a seasonal adjustment.
There is widespread agreement, however, that a good adjustment is one that
minimizes repetitive intra-year movements. While moving average curves
satisfy this criterion such curves have in the past had limited use for business-
cycle analysis because they distort or bias the dates of turning points, the .
amplitudes, and the patterns of business cycles, and because there is no satis-
factory way of bringing them up to date. While it is conceivable that a moving
average curve that overcomes these limitations can eventually be. developed,
for the present, conventional seasonally adjusted series appear preferable.

Inspection of the results yielded by Methods I and II for a sample of series
indicates that in terms of this criterion, i.e., the minimization of repetitive
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intra-year movements, Method II is the better. The techniques for estimating
the trend-cycle component, for isolating extreme items, and for smoothing the
seasonal-irregular ratios for each month are certainly better than the corre-
sponding techniques used in Method I. The technique for extending the dif-
ferent moving average curves to the beginnings and ends of series also seems
better. Comparisons of the net results of all these factors are made in Chart 5,
which shows the original observations and the data seasonally adjusted by
Methods I and II for some of our test series. The theoretical advantages of
Method II have little impact on these series, except at the beginnings and ends.
However where the differences do occur, the advantages appear to be in favor
of the newer method.

Crmarr 5. Comparison of seasonal adjustments by methods I and II.

---------------- Original observations
---------- Seasonally adjusted series, Method [
-~ Seasonally adjusted series, Method 1]

5.0 e
4.5
40— employment,
ears and over
3.5
3.0f
L)
=
° :
@ -t ]
~ 25k i &
@ YR e
o N i
B MONOS AL
@ WO YA
SO AN BT
2 i
= t :
1.5~
—4.5
ol ;| Farm income ~40
i Pl E @
H i Pt H g
P ¥ it : /M\ : i HE: @
Al 4 : : : T : AP H c
A A lf . . " : i 1‘\ N N “ p
1 y | : : : B H ' HER N : A A2 5
[\M\SM i J\,so\ ] f-/ : : ‘ ; u\"ﬁf\“‘j\}ﬁf:ﬂ’, i 232
! : Y “ A ? : H 3 : f : =
(MY Aepn? 2 : L ; 2
i : . :, a
; i . —2.0
dindoonbeoe b boeboadbeon b s eo e bosd s Deoeads vo oo odeos oo dor oo i 1.5
1947 1948 1949 1950 1951 1952 1253 1854 1956 1956

Ratio scales




ADJUSTMENTS BY ELECTRONIC COMPUTER METHODS 431

Cuarr 5. (concl.) Comparison of seasonal adjustments by methods I and II.
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A comparison has also been made of seasonal adjustments prepared manually

at the National Bureau of Economic Research, the Office of Business Economics
- of the Department of Commerce, and the Department of Agriculture, and the
Method IT adjustments for the same series. The NBER adjustments, shown
in Chart 6, employ stable seasonal factors, with two short periods selected for
each series; the OBE and Department of Agriculture employ moving adjust-
ments for the series selected. The differences in the results are small. Where
differences do appear, Method II usually yields the smoother seasonally ad-
justed series. It seems plain from these comparisons that Method II can be
counted upon to yield an adjustment of the same order of quality as the best
manual methods. Furthermore, this method appears to be of such generality
that it can make stable and moving adjustments about equally well.
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Cuart 6. Comparison of manual and electronic computer seasonal adjustments.
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Cuart 6. (concl.) Comparison of manual and electronic computer seasonal adjustments.
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A professional review of each Method IT adjustment is, however, still neces-
sary. As in the case of all methods of seasonal adjustment, this method im-
plicitly makes certain assumptions regarding the nature of the forces affecting
each series. These assumptions are probably applicable to most series, but not
to all. For example, it assumes that the relations between seasonal and cyclical
forces are multiplicative rather than additive. For the comparatively few series
for which these relations are not primarily multiplicative, poor seasonal adjust-
ments may result. In the light of current figures that became available after
some of the adjustments were made, it is also clear that the adjustments at
the ends of series are sometimes unsatisfactory. There may be other deficiencies
of which we are not yet aware. Constant vigilance is therefore required.

That Method IT does not always yield good adjustments can be seen from
the series shown in Chart 7. The Method II adjustment for cotton stocks does
not smooth out the annual patterns fully, leaving positive or inverted patterns
of the same shape but smaller amplitude than that of the seasonal factors. As
can be seen from the chart, a much more satisfactory adjustment was obtained
by using a stable seasonal index with an amplitude correction. This illustration
suggests difficulties where the monthly figures for the year (calendar or fiscal)
are tied together by a single common event (e.g., in agricultural crop series).

Another type of series for which Method II will not produce a uniformly
good adjustment is one in which there is an abrupt change in the seasonal
pattern. The technique adopted for fitting moving averages to seasonal-
irregular ratios will always yield smooth seasonal factor curves, in accordance
with our assumption of slow, gradual changes in the seasonal factors from year
to year. Sudden year-to-year shifts can, however, occur for various reasons,
for example, as a result of administrative decisions by business associations or
government agencies. Thus abrupt seasonal changes no doubt occurred in
some parts of the economy when the automobile industry changed the dates
for introducing new models from the spring to the fall, and when the govern-
ment deferred the date for submitting income tax returns from March 15 to
April 15,

It is also clear from our studies that the isolation of the seasonal factor is
suspect in the case of series with very large irregular factors. For this reason
the Univac program routinely adds constant seasonal adjustment factors and
corresponding seasonally adjusted series when the average month-to-month
amplitude of the irregular factor is four per cent or more.

Experience gained with the results of Method II has led to a program of
testing some alternative procedures with a view to introducing further improve-
ments. Thus the present method of obtaining seasonal-irregular ratios at the
ends of series does not give good results when the last two ratios, whose average
is used as the estimate for the years following the last one for which a figure is
available, are both relatively extreme, and particularly when they fall on the
same side of the seasonal adjustment factor curve. Experiments are being made
with various alternatives, including averaging more ratios when the irregular
component is large. A moving average curve, of a period that varies with the
magnitude of the irregular fluctuations of the series, is planned instead of the
fifteen-month weighted moving average alone. At present the program provides
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Crarr 7. Sample of unsatisfactory method II seasonal adjustment: Total cotton stocks.
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no precise test of the existence of seasonality in a series though some computa-~
tions are made to guide the user in making such a judgment. A test which
involves correlating the irregular and seasonal components, year by year, may
be feasible, and statements could be printed with the computations explaining
whether a seasonal adjustment is necessary and whether the results are satis-
factory according to this test.?

8 These possible revisions are described more fully in Appendix A.
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This brief description of changes contemplated is intended to underline the
fact that while we consider the results of Method II satisfactory for most pur-
poses, we do not by any means consider them the best attainable within this
framework. Improvements will continue to be introduced as the need for them
becomes clear and techniques for making them are developed. '

The direction of these changes will be toward including within the general
approach a large variety of alternative techniques. Measures of the relations
among the systematic economic forces characteristic of each series and of the
relations between these forces and chance forces are now computed. In addition
the electronic computer program will provide for a larger array of smoothing
and curve fitting formulas. The appropriate technique for each series will then
be selected automatically among the alternatives on the basis of the measures
of the characteristics of each series. There are prospects that different tech-
niques can even be used automatically for different time periods of the same
series. As we stated earlier, the present program contains a start toward this
goal, in that there is no fixed formula for computing the seasonal adjustment
factors for all series, and that one of three formulas is now selected according
to the magnitude of the average absolute amplitude of the irregular component
of the series.

The Census seasonal electronic computer program appears, however, already
to have brought us fairly close to a mechanical method of providing on a mass
basis seasonal adjustments of the quality previously obtained for a small
number of series by a combination of laborious hand methods and professional
judgments.®

The computations of Method II take about two and one-half times as long
on Univac as those of Method I-—2.3 minutes for a ten-year monthly series as
compared to one minute. While the relative increase in cost for Method II as
compared to Method I may appear large, the cost of doing the calculations
involved in either Method I or II on an electronic computer is small compared
to the cost of simpler methods by conventional means, and a great many series
can be adjusted rapidly. The necessary computing and printing for 3,000 ten-
year series could be completed on a Univac system in one week. A large
volume of data can thus be made ready for further analysis on short notice and
large-scale seasonal computations that become necessary because of revisions
in original data can be completed quickly.

IV. FINAL REMARKS

(1) The present electronic computer program has been prepared for monthly
series only. However, experiments conducted at the National Bureau of Eco-
nomic Research and the Dominion Bureau of Statistics of Canada indicate
that it can also be applied to quarterly data. Good results can be obtained by -
the following procedure: convert the quarterly series to a monthly one by
interpolating monthly values in the series, apply the computer program to the
converted series, then convert the monthly adjusted series back to quarterly
form. The interpolation can be accomplished very easily by repeating the quar-

¥ Beveral other methods of seasonal adjustment already have been or are being programmed for electronic com-
puters. So far, however, they have been applied only on a small scale and, therefore, cannot be appraised. Appendix
B gives a summary description of them.
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terly figure for each of the months of the quarter. This method, the so-called
“step method” of interpolation, gives almost the same results as a direct
‘quarterly adjustment of the data.

(2) There are certain desirable adjustments that appear to be extremely
difficult to make mechanically through the electronic computer program. An
example is the problem of taking care of gaps in series, unrepresentative periods,
and highly extreme individual items, such as arise from strikes. These extreme
items may significantly affect both the trend-cycle curves fitted to the original
and to the preliminary seasonally adjusted data and also the curves fitted to
the seasonal-irregular ratios. Even our method of mitigating the influence of
irregular items in computing the seasonal adjustment factors is sometimes not
adequate to take care of such items. One method of handling these problems
would be to adjust the original observations before putting them into the com-
puter. Another example is provided by a series in which an abrupt change in
the seasonal pattern takes place. Such a series might best be handled by sepa-
rating it into two parts, at the point of the change in seasonality, and processing
each part separately through the electronic computer. Such manual adjust-
ments of the original observations would probably give better results than any
mechanical method that we could devise.

(3) The writers have encountered, in their discussions with economists, some
suspicion of the use of computers for economic analysis. There is a lurking fear
that this highly fascinating new tool may divert us from analysis of real eco-
nomic problems into the development of more elaborate, more refined, more
intricate computations. This fear is probably well warranted. The temptation
to put aside the substantive analysis in favor of the development of new
methodology must be resisted.

(4) Others have felt that the application of such complex techniques as are
involved in Method II to data of the crudeness that is characteristic of some
economic series results in specious refinements. There is, however, another and,
we think, better way of looking at this problem. Economic analysis is a search
for uniformities in economic behavior. The analysis of large amounts of data
by powerful techniques is more likely to uncover uniformities than the analysis
of a few series with crude tools.

(5) As a result of the seasonal work done during the past few years, there is
now available at the Census Bureau and the National Bureau a depository of
punched cards containing several thousand economic series. Measures of trend-
cycle, seasonal, and irregular components of these series, and other new meas-
ures that have recently been added to our electronic computer program,
could be calculated in a few days. The titles of these series have been punched
on cards along with several identification codes, such as economic process and
industry. Various statistical measures and additional codes could easily be
added—for example, measures of business-cycle conformity and timing and the
average long-run rate of growth. Through the punched cards, or electronic
computer tapes based upon them, these data could be organized in many dif-
ferent ways. Such punched cards would provide the raw material for the de-

10 Spe Julius Shiskin, “Blectronic Computers and Business Indicators,” Journal of Business, October, 1957;
reprinted as Occasional Paper 57, National Bureau of Economic Research.
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velopment and testing of new theories of economic fAuctuations. They consti-
tute an unparalleled challenge to the ingenuity and imagination of economic
statisticians. '

(6) Modern data-processing systems record, store, calculate, compare,
choose, and print numbers, letters, and other symbols. They perform these
operations automatically, accurately, and at lightning speeds, but with abject
devotion to very detailed instructions provided by human beings. While there
1s no doubt that this equipment will eventually be used to proliferate other more
elaborate measures of economic activities, the mechanical production of such
new measures is not enough to assure an improvement in our understanding
of economic events. The fruitfulness of this work will ultimately depend, as do
all other empirical studies, upon the quality of the theoretical concepts formu-
lated by economic scientists to organize and analyze the data.

APPENDIX A

REVISIONS OF SEASONAL METHOD II NOW UNDER CONSIDERATION

Since the completion of the Univac program considerable experience has been gained
with the results of Method II. On the basis of this experience, we are making tests with a
view to revising the electronic computer program. A brief description of each of the con-
templated tests is given below. The series to be used in testing has been selected with
the following criteria in mind: (1) differing irregular, cyclical, and seasonal components
so that the results for series with different types of economic fluctuations will be known;
and (2) widely used series, so that the substantive meaning of the results can better be
understood. The five series selected are: total unemployment; railroad freight ton miles ;
residential construction contracts; business failures, liabilities; and Federal Reserve index
of mining production.

(a) Variable method of adjusting ends of series: The present method of obtaining seasonal-
irregular ratios at the ends of series will not give good results when the last two ratios,
whose average is used as the estimate for the years following the last one for which a figure
is available, are both relatively extreme, and particularly when they fall on the same side
of the seasonal adjustment factor curve (see, for example, Chart 2, Business Failures,
December). Experiments are under way to determine an effective way of handling such
situations. :

These experiments will involve adjusting the test series for periods which both include

and exolude data for terminal years; for example, a series for which data for the period
1940-1956 are available will be adjusted for the period 1940-1950 and 1946-1956. The
effect of the method of adjusting ends can thus be determined by comparing the adjust-
ments for the years 1946-1950 when data for 1940-1945 and 1951-1956 are and are not
used. :
Several different methods of estimating seasonal-irregular ratios for the years for which
they are needed to bring the seasonal adjustment factor curves to the end years will be
tested. For illustrative purposes these alternative methods along with the implicit weights
given in each case to the seasonal-irregular ratios;, when a three-term of a three-term
moving average is fitted to them, are shown in Table A-1. Our present thought is that a
variable method will prove the best; for example, to average no more than two ratios, as
at present, when the irregular component is small, and four ratios when it is large.

(b) Control limits: The selection of two standard errors as the limits for separating nor-
mal from extreme ratios was arbitrary, in the sense that it was not based on any study
of the distribution of seasonal-irregular ratios. Now evidence is mounting that these limits
are t0o broad—too many extreme ratios appear to be included without modification in
the averaging for the seasonal adjustment factors. We are planning studies of the dis-
tribution of seasonal-irregular ratios and tests to determine the comparative results with
. limits of 1 and 1% standard errors.
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(¢) Moving averages of seasonal-irregular ratios: Where the average monthly irregular
amplitude is less than 2, Method II now uses a three-term moving average of a three-term
moving average, which is equivalent to a five-term moving average with weights 1, 2, 3, 2,
1; for series where the average irregular amplitude is 2 or more, it uses a three-term moving
average of a five-term moving average, which is equivalent to a seven-term moving aver-
age with weights 1, 2, 3, 3, 8, 2, 1. This weighted seven~term moving average sometimes
does not turn with the ratios, and, of course, requires more extrapolation for missing
ratios than the weighted five-term moving average. We are now considering two changes:
(i) the substitution for the three of a five-term moving average, of a five-term moving
average with different weight patterns, for example 1, 3, 4, 3, 1—this curve, a member of a
family of weighted moving averages suggested by Victor Zarnowitz, has the advantage of
a shorter period involving less extrapolation at the ends and may also be expected to fol-
low the seasonal-irregular ratios more closely, since the central points have relatively
more weight; (ii) the use of less flexible curves, possibly straight lines, for measuring the
seasonal adjustment factor for series in which the irregular factor is very pronounced.

(d) Variable cycle-trend curves: We are searching for a family of curves to use for series
with different irregular components. We are considering (i} Robert Henderson’s general
formula which makes the sum of the squares of the third differences in the weights of the
weight diagram a minimum for any number of terms desired; (ii) variants of the five-term
moving average with weights 1, 3, 4, 3, 1: for example, a nine-term moving average with
weights 1, 8, 6, 8, 9, 8, 6, 3, 1. For relatively smooth series, as indicated by the magnitude
of the irregular component, these curves would be used in place of the weighted fifteen-~
term moving average (Spencer curve), now used to delineate the cycle-trend component,
Such curves, being for a shorter period, would involve less extrapolation at the end and
would perhaps also result in better estimates of the irregular component.

(e) Correlation of I and S: A common method of judging the validity of a seasonal ad-
justment is to compare the month-to-month movements in the seasonally adjusted series
with the month-to-month movements in the seasonal adjustment factors. Following our
usual thinking, the seasonally adjusted seriesis considered to be made up of trend-cycle
and irregular factors. Since a smooth curve, usually the Spencer graduation, is used as the
estimate of the trend-cycle factor, it may be disregarded for this purpose and the correla-~
tion coefficient between the month-to-month movements of the irregular and seasonal
factors may provide a test of the validity of the seasonal-adjustment. Since a residual
seasonal will often appear in a positive pattern in some years and in an inverted pattern
in others, separate correlation coefficients have to be computed for each year, The presence
of significant correlation coefficients would be interpreted to mean that there is a seasonal
component in the adjusted series; in this case a statement would automatically be printed
after the computations indicating that a residual seasonal pattern remains and that
further work is required.!

This test would also be applied to determine whether there is a seasonal pattern in the
original observations. Here the cycle-trend curve would be divided into the original ob-
servations and the quotient correlated with the seasonal adjustment factors. The absence
of significant correlation coefficients would be interpreted to mean that there is no seasonal
pattern in the original observations. In such cases, the statement that the original ob-
servations have no seasonal pattern would be printed instead of the tables.

While these changes may appear to be large, we do not believe they would affect many
series. The Univac programming and the experimental work involved is substantial, how-
ever, and changes cannot, therefore, be introduced in the method for some time. The user
of Method II should expect further refinements with the accumulation of additional ex-
perience, Many of these improvements have been suggested by the experience of users and
further suggestions would be most welcome.

1 See Arthur F, Burns and Wesley C. Mitchell, op. ¢it., pp. 54-55.
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APPENDIX B

OTHER ELECTRONIC COMPUTER METHODS FOR SEASONAL ADJUSTMENT

Two additional corhputer methods for seasonal analysis have been programmed rece‘ntly
and applied on a limited scale. A brief description of them follows:

1. Regression Seasonal Adjusiments

The present writers have prepared and “proved-in” a program for the calculation of
regression seasonal adjustments. In this method, the original observations and a Spencer
fifteen-month weighted moving average of the standard seasonally adjusted data in
Method II are used as the basis for the computations. Differences between the original
observations and the Spencer graduation are computed to provide a measure of the
seasonal-irregular component. Seasonal adjustment factors are then fitted to (a) the
differences as the dependent valia,ble, and (b) the corresponding values of the smooth
curve of the seasonally ad;usted series as the independent variable.

The logic of this approach is as follows: Consider & monthly time series for whlch a
scatter diagram is drawn so that values for a given month are plotted as the ordinate and
the corresponding values representing the trend and cyclical components as the abscissa.
If the original values for the month include neither & random nor a seasonal component,
all the points fall on a straight line that passes through the origin and has a slope of one
because the trend-cycle component has merely been plotted against itself. If the assump-
tions are changed to allow a multiplicative seasonal component in the original values, all
the points fall on a straight line that passes through the origin, but the slope deviates
from one. If the original values include an additive seasonal component, the slope of the
line remains one, but the line no longer passes through the origin. If the seasonal com-
ponent is partly additive and partly multiplicative, the line does not pass through the
origin and its slope differs from one. These relations tend to prevail if the series also in-
cludes a random component. However, the observations no longer fall on a straight line,
but tend to be distributed at random around such a line. It can be concluded, therefore,
that the seasonal component for a given month can be measured by the difference between
the parameters of a fitted straight line and the parameters of a line passing through the
origin and having a slope of one.

In order to allow for the possibility of a changing seasonal pattern, time is introduced as
a third variable. The equation used to derive the seasonal adjustment factors for each
month is y —2 =a +bzx+ct +dwt, where y represents the original observations, « represents
the corresponding values of the trend-cycle curve, and ¢ represents time. Other variables
could, of course, he added to this program, for example, variations in the average tempera-
ture, the number of Saturdays and Sundays in each month, and so on.

The regression technique for measuring and adjusting seasonal fluctuations comprises
an entirely different conceptual approach from that followed in Methods I and II. In
making the adjustments it attempts to take into account certain causes of seasonal varia-
tions. This is intellectually preferable to the more mechanical approach of the earlier
methods. On the other hand, the regression technique is very sensitive: The regression
curves are fitted to approximate measures of the seasonal-irregular factors; minor defects
of measurement can result in poor regression curves, as was demonstrated by earlier ex-
periments with the use of deviations from the twelve-month moving average of original
observations. Furthermore, a method of handling extremes must also be developed for
this program. While this approach is promising, the writers do not feel that there is as yet
enough experience with it to form a judgment of its usefulness.

2. Moving Polynomial Graduations

A seasonal program has been prepared for the IBM 701 electronic computer following a
plan developed at the National -Bureau by Millard Hastay. While this program, like
Method II described above, is based on the standard ratio-to-moving-average method, it
differs in a number of important respects. First, the smoothing of the seasonal-irregular
ratios for each month is accomplished in the IBM program by moving polynomial gradua-
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tions. More specifically, for each month a third-degree polynomial is fitted by least squares
to overlapping eleven-term periods of seasonal-irregular ratios. The smoothed value for
each point is the central fitted value of its associated third-degree polynomial. For the
last five ratios for each month, the smoothing is accomplished by taking the last five
fitted values of the same polynomial, that which is fitted to the last eleven ratios of the
month. Similar smoothing is made in the first five ratios of the month. Certain constraints
are also put on the smoothed curves used for the beginning and ending years; for example,
the first derivative is required to equal zero at the terminal year. (The moving polynomial
approach is like the use of short-term weighted moving averages in the Univac program.
The ratios required to bring these short-term averages up to date are obtained in the
Univac program by taking averages of the last two ratios available as the estimated values
of each of the following two ratios.)

To minimize the effects of “extreme” ratlos, the period used for the IBM program was
taken as eleven years. For the test series studied, this sometimes did not give satisfactory
results, with poor adjustments almost always traceable to extreme ratios. Moreover, the
method cannot be applied without modification to periods shorter than eleven years. (The
Univac program uses control limits to identify extreme ratios and then reduces the weights
assigned to the extreme items.)

Other differences between the two electronic computer programs are the use in the
Univac method of (1) an iterative procedure to obtain improved seasonal-irregular ratios
—that is, a fifteen-term weighted moving average (approximately equivalent to a moving
third-degree polynomial) of a preliminary seasonally adjusted series is used as the basgis
for obtaining the final seasonal-irregular ratios; and (2) different weighted moving average
curves, which vary according to the magnitude of the irregular component of each series,
to obtain the final seasonal adjustment factors from the seasonal-irregular ratios.

Thus far experience with the IBM 701 program has been quite limited. However, draw-
ing on experience with the Univac program, Hastay has recommended the direct identifica~
tion and replacement of extreme ratios, as in the Univac method, instead of the present
indirect attack on this problem by long-period smoothing. With extreme ratios handled
directly, polynomial smoothing over shorter periods would become feasible. This improve-
ment, and the addition to the IBM program of the iterative technique, with a weighted
moving average to measure the trend-cycle component, would bring the IBM and Univae
programs closer together.

TABLE 1
SEASONAL COMPUTATIONS, METHOD II
TOTAL UNEMPLOYMENT, UNITED STATES, 1940-1957

Reproduction of Actual High-Speed Print-Out, Reduced 60 Per Cent
Original Observations derived from Census Bureau’s Monthly Report on the Labor Force,
Series P-57 (Thousand Persons)

[ORIGINAL SERIES SERIES #4406

YEAR AN FEB MAR APR MAY JUN JuL AUG SEP ocT NOV OEC

1940 836 823 799 831 915 87u 685 724 726 6N
1941 741 693 650 638 566 619 600 562 468 384 380 362
1942 432 404 358 305 259 289 283 219 168 161 162 152
1943 148 142 12 101 95 130 139 . 105 87 78 kAl 69
o4y &1 &9 6% 63 73 88 89 68 60 4y 50 50
1945 &3 64 59 53 53 89 95 83 165 156 174 197
1946 230 265 270 233 23 257 227 206 207 196 193 212
1947 240 249 233 242 196 256 258 210 9 169 162 164
1948 206 264 244 219 176 218 223 194 190 164 183 194
1949 2€6 322 317 302 329 378 410 369 .335 358 341 349
1950 LLY:) 468 412 332 306 338 321 250 234 194 224 223
1951 250 24) 215 174 161 198 186 158 161 162 183 re7
1952 205 209 180 161 160 182 194 160 4y 128 142 T4
1953 169 179 167 158 131 156 15% 124 132 130 170 23‘,
]951-; 309 367 372 346 330 335 335 324 310 274 289 284
1955 335 338 318 296 249 268 247 221 215 213 200 243
1956 288 29 283 256 261 293 1283 220 200 191 248 248

257 24 288 270 248
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2 RATIOS OF ORIGINAL TO PRECEDING AND FOLLOWING SERIES #4406
YEAR JAN FEB MAR APR MAY JUN JUL AUG sEp ocT NOV pEC
1940 - 10047 9646 97.0  107.3 10943 8547 10246 10246 9442
1941 10741 9946 9747 10449 . 9041 10642 10146  105.2 9849 9046 10149 8942
1942 11248 102.3 10140 9849 8742 10646 11144 9741 88.4 9743 104,2 97,7
1043 10047 109.2 9242 9746 82,3 11an 11843 9249 9541 9847 9646 90.8
1944 117.4 92.0 10445 8847 96.7  108.6 11841 91,3 107.1 80.0 10644 8845
1945 110.5 10449 10049 9.6 7446 12043 11045 638 13841 92.0 98.6 97.5
1946 99:6 10640 10844 93.0 9443 11242 9841 94,9 10340 9840 9.6 9749
1947 10441 105.3 94.9  112.8 7847 11248 11047 93.5°  100.8 95.8 97.3 8941
1948 96.3  117.3  101.0 1043 80.5  109.3 10843 93.9 10641 8749  102.2 .  86.4
1949 10341 11045 10146 93.5 96,8  102.3  109.8 9941 9242 105.9° 9645 88.5
1950 10947 10848  100.5 9841 88.7 16748 10942 9041 105.4 84.7  107.4 9.1
1951 10748 10347 10346 9246 8646 11441 104.5 9141 10046 9442 117.2 8641
1952 109.0 10846 97.3 ou.7 9343 102.8  113.5 9447  100.0  "B945 10546 - 85.2
1953 11841 10046 99.1 106.0 83.4 1091 11047 860 103.9 8641 9.2 9645
1954 1033 107.8 10443 9846 96.9 10048  101.7  100.5 10347 9145 10346 9140
1955 107.7 10345 10043 104.4 88.3 10841 10044 97.0 98.4 9346 10543 9240
1956 107.9  101.9  103.5 9.1 9541 1077 110.3 9141 97.3 8547 11241 9149
1957 10927 10241 10047

AVERAGES OF RATIOS : SERIES HU406

JAN FEB MAR APR MAY  _ JUN JuL AUG sep ocT NOV bEC
1073 10449 100.7 9847 88.8  108.0  108.3 93.6 1015 92.6  102.4  91.6

3 UNCENTERED 12.MONTH MOVING AVERAGE OF ORIGINAL . SERIES #4406
YeAR JAN FEB MAR APR MAY JUN JuL AUG sep ocT NOV DEC
1940 - - - - - 778 763 747 728 710
1941 684 658 640 611 583 555 529 " 505 us1 453 428 400
1942 3747 345 320 302 28u 266 242 221 200 183 169 156
1943 Vay 135 128 121 13 106 101 95 91 88 86 83
1940 78 7s 73 70 69 67 65 65 64 63 62 62
1ans 62 64 72 a2 92 Ton e 135 152 167 182 196
196 207 218 221 224 226 227 228 227 224 224 221 221
1947 224 224 223 221 218 211 21 213 213 212 210 207
1948 204 202 202 202 204 206 21 216 222 229 212 255
1949 271 285 297 314 327 340 355 367 375 379 377 31 ) *
1950 366 356 3148 334 325 314 298 279 262 247 235 224 :
1951 212 20s 199 196 193 188 184 182 179 178 177 176
1952 177 177 176 173 169 167 166 163 162 162 160 157
1953 154 151 150 150 153 160 170 186 203 219 235 250
1954 265 282 267 309 318 323 325 323 318 314 307 302
1955 204 286 278 273 269 265 262 258 255 251 252 254
1956 257 257 256 254 255 255 255 255 254 253 - -
1957 - - - -

4 CENTERED 12~MONTH MOVING AVERAGE OF ORIGINAL . SERIES #4406
YEAR Jan FEB MAR APR MAY JUN JuL AUG sep ocT NOV DEC
1940 . - - - - - - 770 755 738 719
1941 657 671 649 626 597 569 su2 517 493 467 . 4ut 41y
1942 387 360 333 310 203 275 254 232 210 192 176 163
1943 1s0 139 13 124 N7 1o 104 98 93 90 87 84
1944 81 77 74 72 69 68 66 65 65 6 63 62
1945 c2 63 68 7 87 98 m 127 144 160 175 189
1946 262 212 219 223 225 227 228 227 225 224 223 . 22
1947 22 201 224 222 219 216 213 212 213 213 211 208
1948 205 203 202 202 203 205 209 214 219 226 235 249
1949 263 278 291 306 320 333 347 361 3 377 378 376
1950 370 361 352 341 330 319 306 288 271 255 21 230
1951 218 209 202 197 194 190 186 183 180 178 178 177
1952 177 177 176 . 17 171 168 167 165 163 162 161 159
1953 156 153 151 150 152 156 165 178 194 21 227. 2u3
1954 258 273 289 303 314 321 324 324 320 316 3, 304
1955 208 290 282 276 27 267 264 260 256 253 252 © 253

1956 256 257 257 255 asu 255 255 255 255 254
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S RATIOS OF ORIGINAL TO 12~MONTH MOVING AVERAGE SERIES H4U406
YEAR JAN FEB MAR APR R MAY JUN Juu AUG SEP ocY Nov DEC
1940 - - il - - - 89.0 9549 98.4 9643
1941 10643 103.3 10042 1019 94.8 108.8 1107 1087 94,9 8242 862 87.4
1942 111.6 11242 1075 9841 88.4 105.1 1M8.4 Q4.4 8040 83.9 92’.6 933
1943 98.7 102.2 8545 815 81.2 . 11842 13347 1071 9345 867 81.6 8241
1944 100.0 8946 93.2 8745 10548 129.4 134.8 1046 92.3 6848 794 80.6
1945 101.6 1016 86.8 6848 609 9048 8546 6544 114.6 9745 99.4 108.2
1946 113.9 12540 123.3 1045 102.7 113.2 99.6 907 9240 , 8745 8645 95.9
1947 107.6 1112 104.0 109.0 8945 11845 12841 991 8947 7943 768 7848
1948 100.5 130.0 120.8 10848 86.7 10643 10647 907 86.8 72.6 7749 77.9
1949 101.1 115.08 108.9 987 102.2 113.5 Hé-Z 102.2 903 950 90.2 9248
1950 12141 129.6 117.0 103.2 . 92.7 106.0 !6“.9 86.8 86.3 7641 929 97.0

. 1951, 114.7 115.3 10644 8843 83.0 104.2 100.0° 8643 894 910 102.8 4.4
1952 1158 118e1 10243 9245 93.6 10843 116.2 9740 88.3 7940 8842 8847
1953 121.2 117.0 1106 10543 86e2 10040 93.9 69.7 6840 6146 74.9 951
1954 119.8 134.4 128.7 11442 10541 10444 1034 10040 96.9 8647 92.9 93.4
1955 112.4 11646 11248 10742 91.9 100.4 93.6 8662 8440 8442 ’ 9542 96.0
1956 112.5 113.2 11041 1004 102.8 4.9 1Ye0 8643 7844 7542

6 PRELIMINARY ADJUSTMENT FACTORS SERIES HU4406
YEAR JAN FEB MAR APR MAY JUN Jut AUG SEP ocTY NOV DEC
1940 . 10141 10146 942 108.5 110.9 1072 90.4 8942 G3e1: 92.5
1941 1077 10643 101.2 99.7 92.8 1101 N4.7 1064 90.7 8767 91.4 91.4
1942 107.8 10746 1006 9644 9247 112.4 12%e3 10543 9046 8545 897 9042
1943 10642 1068 G6.8 92.1 93.6 11542 1274 10449 9Ue0 85.4 88.7 88.8
1944 106.0 1073 95.7 9147 973 115.0 1257 1016 95.7 85.4 89.2 89.5 ’ ¥
1945 10647 109.4 96.1 9UeB 97.4 1143 118.9 97.6 96.8 877 89.7 9044
1946 108.2 1157 1024 10tett 96.7 134 112.4 ELTCY 94.0 85.3 86'7, 8941
1947 107.0 119.0 107.6 1052 94 11346 1123 952 EARY Y 8ile 80 8643
1948 106.4 12247 112.8 105.9 9347 111.8 112.0 951 89.1 8143 83+3 85.8
1949 1076 12145 11246 101.8 933 10947 11049 940 88e4 83.5 87.9 8849
1950 112.4 122.1 1.6 9842 921 1075 10842 916 8841 . 83.5 92.3 924
1951 117.0 12007 109.8 96e7 91.0 10743 107.2 896 8940 83.0 93.9 QUe7
1952 119.7 122.0 T1te2 995 92.0 10644 10645 88.8 8947 79.'5. 907 Q4.3
1953 120.0 12246 1ded 1043 93.5 10540 10341 8740 89.8 T7e6 8843 949
1954 ‘ 117.2 12241 1158 10646 9641 10443 101.2 878 8840 7840 8849 94,2
1955 11561 11943 11561 10662 977 10641 101.5 8742 84.9 7941 92.4 9Seh
1956 ‘ 11341 ‘ 11641 112.6 1033 10048 11044 10642 8746 8145 7844 9&-9- 9546
1957 11361 1141 1.0 101.6

7 PRELIMINARY ADJUSTED SERIES SERIES Hu406

YEAR JAN FEB MAR APR MAY JUN JUL AUG SEP ocT NOV DEC
1940 827 810 8us 766 825 815 758 812 780 747
1941 688 652 642 640 610 562 523 528 516 4s8 416 396
1942 401 375 356 316 279 257 233 - 208 1Bv5 188 182 169
1943 139 133 e 1o 101 113 109 100 93 91 80 78
1944 76 64 V2 69 75 77 n 67 63 52 56 56
1945 59 59 61 56 S¢ 78 80 85 170 178 To4 218
1946 213 229 264 230 239 227 202 218 220 230 223 238
1947 224 209 237 230 208 225 230 221 209 201 )’."3 190
1948 194 215 216 207 188 195 199 204 213 202 220 226
19u9 247 265 282 297 353 345 370 393 379 429 388 393
1950 359 383 369 358 332 3 297 273 266 232 243_ 28
1951 214 200 196 180 177 185 174 176 181 195 195 176
1952 7 i 162 162 174 17 182 180 161 161 187 150
1953 158 146 146 .151 140 19 150 143 e 168 163 243
954 264 301 321 325 343 322 331 369 352 35 325 301
955 291 283 276 279 255 253 243 257 253 269 260 255
956 255 251 25 248 260 265 266 251 245 244 252 259

95> F1de] 252 243 iy
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8 WEIGHTED 15-MO MOVING AVERAGE OF PREL ADJ

YEAR
1340
1941
1942
1943
1944
1945
1946
1947
1948
1949
1950
1951
1952
1953
1954
1955
1956

1957

JAN

706
3e8
e

245

151
265
297
255

254

9 RATIOS OF ORIGINAL

YR AR
1950
1941
1ou2
1943
1944
1945
1946
1947
1944
1949
1950
105}
1952
1953
1954
1955
1956

1957

10 MODIFIED RATIOSIORIGINAL/MTD

YEAR
1940
1941
1942
1943
1944
1945
1946
1947
1948
1949
1950
1951
1952
1953
1954
1955
1956

1957

JAN

105.0
11,3
10044
111.0
112.5
101.8
10741

103.0
10846
11440
11547
11761

1252

11646

112.8

112.9

11547

JAN

105.0
11143
101.4
111.0
11245
101.8

107.1

10340

108.6
114.0
115.7
11741
11946
116.6
11248 .
112.9

115,7

FEB

675
368
132
n

56
235
221
203
264
383
204
170
149
292
285
253

252

HAR
B19
617
Jay

121

286
369
194
168
147
312
275
253

250

APR
g8
62}
316

113

309
353
185
168
146
326
267
255

248

TO WEIGHTED 15~MO MOV AV

FEB

102,7
109.8
10746
7.2
11443
11248
11247
1300
122,0
122.2
11861
12249
12041
c 12567
‘11846
1150

T14e3

FEB

102.7
109.8
10746
10644
1143
11248

112.7

12146
122.0
122.2
11841

122.9
12041

125.7
118.6
115.0

14,3

MAR
10241
100.5

08,1

9246

9742
10544
1130
1059
119.6
110.8
N7
110.8
10741
1136
19,2
115.6
111.9

108.0

APR
10046°
10247
9645
8%t
8745
93.0
9749
110.0
107.9
9747
9947
LTI
95.8
10842
10641
110.9
10048

100.0

15=MO MOV AV

MAR
10241
100.5
10441

9246

9742
10544
113.0
10549
11946
110.8
111.7
1108
10761
11346
119.2
115.6

111.9

10840

APR
10046
10247

9645

89.4

8745

9340

9745
10543
10749

9747

9947

9441

9%.8
10842
10641
119.9

1004

100.0

81s
597
287
108
72
62
233
221
201
332
338
180
170
144
335
260
257

MAY
9840
9448
9042
8840
10144
8545
9941
88.7
8746
99.1
9143
89.4
94t
9140
9845
95.8

10146

MAY
9840
4.8
9042
8840
1014
8545
951
8847
8746
9541
913
89.4
S
91.0
98e5
95.8

10146

JUn
812
572
258
106

255

258

JUN
10243
108.2
11240
12246
12242
123.6
1137
115473
109.5
10761
10743
1.2
1052
109.1
9840
10541

11346

JUN
10243
10842
11240
12246
122.2
12346
11347
15,3
10945
107401
10743
a2
10542
10941
Tou st
10541

113.6

JUL
808
sS4y
232
103

70
30
221
220
199
3N
295
179
174
143
347
253
257

JuL
1132
1103
122.0
135.0
12761
1056
10247
1173
11261
1105
108.8
103.9
111.5
10844

9645

97.6

11041

JuL
13,2
110.3
122.0
12840
12741
10546
10247
11743
241
110.5
108.8
10349
11145
10844

9645

9746

11061

a6
a03
515
212
100
66
115
219
216
201
385
277
181
172
147
349
254
255

AUG
108+8
10941
1033
10540
103.0
7242
el
9742
9645
9548
9043
873
93.0
B4q4
92.8
8842

8643

AUG
10848
109.1
10343
10540
10340
898
941
97.2
9645
9548
9043
8743
9340
84t
92.8
88.2

8643

SEP
796
u8s
197

95
62
2
220
210

396
262
184
168
158
3u7
256

253

SEP
8641
9645
85.3
9146
9648
16,2
9u.t
9140
92.7
8446
8943
87.5
85.7
83.5
8943
8440

7941

SEP
8641
9645
8543
9146
96.8
10244
941
9140
9247
84.6
89.3
87.5
8547
8345
8943
8440

791

ocY
7073

457

184
89
59

170

223

203

FAR

401

249

185

163

176

339

258

253

ocT
9245
8440
8745
8746
The6
91.8
B87.9
8343
777
893
779
8746
7845

7349

ocT

9245
8440
8745
8746
8547
91.8
8749
8343
7747
8943
7749
8746
7845
7349
80+8
8246

7545

445

 SERIES HH4O06

NOV
763
a3y
172

83

57
194
226
199
219
402
238
184
158
202
327
258

253

DEC
736
409
159

77
56
212
225
198
230
399
227
180
154
233
312
257

254

SERIES #4406

NOV
95.2
88,2
o4.8
85.5
87+7
8947
85.4
8144
83.6
848
SH.1
99.5
8949
84,2

884

DEC
93,9
8845
9546
89.6
8943
9249
94.2
82.8
84.3
8745
9842
92.8
9146
9.1
910
4.6

9746

SERIES #4406

NOV

9542
88.2
9.8
8545
8747
8947
8544
8148
83.6
8u.8
EY
9445
8949
84.2
88.u
93.0

9742

DEC

93.9
8845
95,6
8946
89.3
92,9
94,2
8248

8443

EARY-]
99.1
91.0
9.6

9746
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wx STABLE~SEASONAL ADJUSTMENT FACTORS

JAN
1109

FEB MAR
1156 toa2

%% STABLE-SEASONAL ADJUSTED SERIES

YEAR
1940
1941
1942
1943
1944
1945
1946
1947
1948
1949
1950
1951
1952
1953
1954
1955
1956

1957

JAN

668
390
132

73

57

2Cc7

216
166
240
404
225
1es
170
279
362
260

265

FEB MAR
773

599 601
349 331
123 104
60 64
55 55
229 250
215 215
228 226
279 293
405 381
208 199
181 166
155 154
317 344
292 294
252 262
249 250

CENTERED RATIOS«ORIGINAL/WTD 15-MO

YEAR
19uo‘
1941
1942
1943
1944
1945
1946
1947
1908
1949
1950
1951
1952
1953
1954
1955
1956

1957

JAN

1058
1102
1023
1097
1119
1021

1082

1033
1088
1135
1164
178
1201

1157

1129,

1128

1158

FEB MAR
1021
1035 1013
1087 1030
1086 935
1051 961
1137 1048
nusn 1153
1138 1070
1220 1200
1222 1110
1217 1113
1188 1m1s
1237 1078
1206 N4
1248 1183
1187 1157
1149 118
1144 1081

APR

996

APR

641
306
101
63
53
234
243
220
303
353
175
162
159
547
297
257

249

AV
APR
1006
1035
955
%02
865
425
982
1664
1083
979
993
947
964
1086
1053
1110
1003

1001

MAY

937

MAY

853
&04
276
101
78
57
247

209

351

327

266

279

MAY
980
956
893
888

1002
850
994
496
879
993
909
899
U7
9y
978
959

1015

JUN

AR

JUN
747
556
260
17

79
80
231
230
196
340
304
178
164
140
301
241

263

JUN
1023
109
1109
1237
1208
1229
1140
116%
1099
1073
1069
1119
1059
1095
1033
1052

1135

JUL

1109

JUL
825
541
255
125

80

86
205
233
201
370
289
168
175
140
302
223

255

Jul

1132
iz
1208

1292

977

1100

AUG
955

AUG
918
588
229
110

n

87
216
220
203
385
262
165
168
130
339
235

230

1060
1018
893
o4y
482
963
560
899
878
936
847
921
883

862

SEP
893

167
524
188
97
67
185
232
214
213
375

262

161

148
347
241

224

SEP
861
973

8uq

957
iora
ELY
919
930
aug
889
880
862

838

886

841

790

ocT

837

ocT
865
459
192
93

53

234
202
196
428
.232
194
153
155
327
254

228

oct
925
847
866
ast
837
913
a8l
841
780
695
776
881

790

SERIES #1406

NOV

892

DEC

919

SERIES #u406

NOV

814

426

183

80

56

195

216
1A2
2n5
382
251
205
159
191
324
269

276

DEC

752

214
231
178
21
180
243
182
153
251
309
264

270

SERIES #4406

NOvV
952
889
938
863
887
892
856

822

931
951
903
8us
B77
931

971

DEC
939
892
946
904
8s2
224
945
836
A6
are
978
934
922
995
903
947

975
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12 FinAl, SEASONAL ADJ FACTORS: 345 MO MOV &VS SERIES H4406
YE AR ’ L FEB MAR APR MAY JUN JUL AUG SEP ocst NOV 0EC
1840 10143 10044 95.3 10746 11445 10842 90.8 88+ 91.9 91,9
1941 10662 10541 10045 9841 4.5 11041 1741 107.0 9046 87.8 9143 9148
1942 10648 10643 99.8 95.8 93.3 11307 11846 10540 9240 8744 9041 914
tou3 10743 107.8 10044 93.8 9249 1644 118e4 10241 93.1 87.2 89.2 9144 ; ‘
1ouy 107.4 10945 10146 9347 9243 11845 11741 99.5 9.5 8742 87.8 9049
1945 10740 n.l.u 10444 9542 92.8 11843 11543 97.6 U8 8646 B6.6 90.2 :
1946 10649 113.8 10745 9749 9248 . 11648 1130 9643 .6 8641 8546 8940
1947 107.0 11644 11047 10044 9247 11440 1M1.2 95.4 93.0 8449 8546 8940
1948 10840 11844 112.0 10143 92.4 111.8 11065 W6 9140 844 8644 89.2
1949 109.7 120.0 112.3 10049 9245 10949 11044 93.9 89.4 8341 87.9 901 f
1950 11244 12049 11149 10040 92.4 10941 109.8 92.3 87.9 82.5 891 .6 "
1951 114,47 121.7 112.0 9949 9249 10841 10842 9049 8742 8143 8949 93.3 ;
1952 11642 121.5 1120 1011 93.4 10747 10642 89.8 8645 8048 9041 9443 ’
1953 1644 121.3 11342 10248 el 10744 10449 89.3 8549 7947 90.4 U5
1954 11640 120.2 1135 10442 9640 107.9 10444 8846 8445 7849 9049 9449
1955 15,2 11849 13,3 104.3 9749 108.8 104.7 881 8341 7749 92.3 9544
1956 11446 1172 112.5 10346 99.3 11043 10546 8744 8147 7745 94,3 9642
1957 114,2 11549 111.3 102.0
13 FINAL SEASONALLY ADJUSTED SERIES . SERIES #u4t06
YEAR JAN FEB MAR APR MAY JUN JUL AUG SEP ocT NOV DEC
1940 825 820 838 772 799 808 754 820 790 752
1941 698 659 647 650 599 562 s12 525 517 437 416 394
tou2 404 380 359 318 278 254 239 209 183 184 | 181 166
1943 138 132 112 108 102 112 17 103 93 89 80 75
1944 75 63 68 67 70 74 76 68 63 50 57 55
1945 59 s7 57 56 57 75 82 8s 174 180 201 218
1946 215 233 251 238 250 220 201 214 219 228 225 238
1947 224 214 210 241 21 225 232 220 208 199 189 184
1948 161 223 218 216 190 195 202 205 209 194 212 27
1949 202 268 282 299 356 3uu 371 393 375 431 388 387
1950 399 387 368 352 331 310 292 27 266 235 251 - 243
1951 218 198 192 174 173 183 172 174 185 199 204 179
1952 176 172 160 159 171 169 183 178 166 158 158 150
1953 162 148 148 154 139 145 tu8 139 154 163 188 244
1954 266 305 328 332 344 310 321 366 367 347 318 299
1955 291 284 281 284 254 246 236 254 259 273 260 255
1956 251 2u8 252 247 . 263 266 268 252 245 246 261 258
1957 257 248 243 243
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14 RATIOSs FIWAL ADJ TO PRECEDING AND FOLLOWING

YEAR
1940
94
1942
1943
1944
1945
1946
1947
1948
‘949
"950
951
1952
1953
1954
1955
1956

1957

AVERAGES

JAN

98.9
1044
92.6
108.7
105.4
95.3
9941
93.9
99.8
10341
9849
100.3
10847
9649
99.8

$9.8

101.6°

JAN

10064

FEB

9840
99.6
10546
88,1
9843
10040
9846
10940
10243
100.9
9646
10244
9545
10247
9943
9846

9942

FEB

9947

MAR

98.9
102.9
93,3
10446
100.9
106.6
92.3
9943
99.5
9946
103.2
96.7
98.0
103.0
9849
101.8

99+0

MAR

99.9

APR
9846
104.3
99.8
100.9
91a2
9Ra2
95.0
11445
10549
9347
100.7
9543
9641
10743
98.8
10642

95.9

APR

100.)

15 UNCENTERED 12-MO MOVING AVERAGE FINAL ADJ

YEAR
1940
1941
1942
1943
19Uy
1945
1946
1947
1948
1949
1950

1951

Jan

688
377
145
78
61
205
223
203
267
368
218
178
154
258
208
258

FEB

664
350
136
76
63
216
224
201
282
358
207
178
151
277
288
258

MAR

644
323
129

73

72
220
223
202
296
348
200
176
150
294
279
257

APR

612
301
t21
70
83
224
220
20
316
332
197
173
151
310
273

254

MAY
105.3
98.8
97.2
92.7
11241
87.0
109.2
90.6
92.5
11047
10040
9649
10443
93.0
107.2
95.8

10245

MAY

99.8

MAY

s8l
282
13
68
95
226
27
203
330
321
193
169
153
21
268

254

JUN
U3
101.2
9843
10203
9545
107.9
9746
10146
99.5
a6
9945
10641
9545
101.0
9342
100.4

100.2

JUN

99.3

SS1
263
105
66
108
228
213
206
345
309
188
167
161
325
265
255

JUL
10141
9G4e2
103.2
108.8
107.0
102.5
92.6
10663
101.0
j00.7
100.5
96ett
105.5
10442
95.0
Uel

10348

JuL

10049

JuL

527
241
100

65
121
228
210
210
358
294
184
165
170
327
261

25%

AUG
104el
10240
9941
98.1
9748,
6608
10149
100.7
9948
10544
9741
97.5
10240
92.1
106484
10246

9842

AUG

9843

AUG

778
S04
220
o4
64
136
227

21
214
3e8
278
182
163
183
326
258

255

SEP
92.6
10745
93.1
96.9
106.8
1313
9941
979
10448
9140
10541
99.2
98.8
102.0
102.9
9843

98.4

SEP

101.5

SEP

763
480
199
90
63
152
223

21
219
375
263
179
162
198
322
256

254

ocT
106.2
9347
10141
102.9
83a3
9640
10247
10140
92.2
113.0
90.9
102.3
9745
95.3
1013
105.2

9742

ocT

9849

ocT
749
4852
182
87
63
167
224
209
226
379
2u8
178
162
213
318
253

254

. 43EBIES, maace
NoV DEC
B
100.5 10141
100.1 961
103.4 10441
97-6. 9648
108.6 94.8
1010 104.8
9646 106.0
98.7 9%.8
103.2 95.6
Su.9 9943
10540 103.6
107.9 4.2
102.6. 93.8
92.4\ 107.5
9845 98.2
98.5 99.8
103.6 99.6
Nov DEC
100.8 99.5

SERIES 44406

Nov

729
425
167
85
61
183
220
208
240
377
235
178
159
230
o

254

OEC

™m
399
155
82
61
196
221
205
252
374
225
177
157
243
305
255
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16 RATIOSs 12-MO MOV ‘AVSe FINAL ADJ TO ORIGINAL ) SERIES #4u06
YEAR JAN FEB ‘MAR * APR MaY JUN JUL AUG sep ocT NOV DEC
1040 - - - - - 1000  100s0 10043 10041 10041
1941 10066 10049 10046  100.2 99.7 9943 9946 9948 99.8 99.8  99.3 99.8
1942 1008 10144 10049 99.7 99.3 98.9 9946 9945 99.5 99.5 9848 9944
1ou3 10027 10047 10048  100.0 10040 9941 99.0 9849 9849 9849 9848 98.8
Youy 10060 10143 100.0 10040 9846 98.5 10040 9845 9844 10040 98.4 9844
1945 98.4 98¢l 10040 1012 10343 10348 102.5 10047  100.0 10040 10045 10040
1ou6 9940 9941 9945 10040 10040 10044 100.0 10040 9946 10040 99.5 10040
1947 9946  100s0 10040 99.5 99.5 99.5 99,5 9941 9941 98.6 99.0 9940
1948 99.5 99.5 10040 9945 99.5 10040 9945 9941 9846 98.7 99,2 98.8
1949 9845 9849 9947 10046 1009  101a5 10048 1003  100.0 10040  100s0  100e0
1950 100.5 10046 10040 9941 98.8 9844 98.7 9946 100,46 10044 100.0  100.4
1951 10144 10140 10045 10045 10040 10040  100.0 _ 100s0 10040 10040 10066 10046
1952 10066 10046 10040 10040  100.0 10040 9944 10040 100s0  100.0 99.4 10040
1953 10060 10040 10040 10047 10040 10046 10040 9844 97.5 9743 9749 97.2
RELTEE 97.4 9842 9940 10043 10049 10066 10046  100.9  101.3  101.3  101s0 10140
1955 10154 10047 . 100e4 10040 99.6 10040 99.6 10040 10044  100.8 1008  100eu
1956 100.4 © 10044 10048 100.0 9946 10040 10040 10040  100.0  100e4 - - ,
1957 - - - - E ,
17 RATIOSt EACH MO TO PRECEDING JAN: FINAL ADJ » SERIES #4406
YEAR Jan FEB MAR APR MAY JUN JuL AUG 3EP ocT Nov DEC v
1940 : - - - - - - - - - -
194 - Suy 927 931 858 805 734 752 . 1 626 596 564 ‘
You2 579 941 889 787 688 629 592 517 453 455 yus any B
ou3 342 957 8i2 783 739 812 8u8 746 674 645 580 543
Touy 543 840 907 893 1053 987 1013 907 8u0 667 760 733
19us 767 966 966 949 966 1271 1390 e 2949 3051 307 3695 :
1946 36u4 1084 167 1107 1163 1023 935 995 1019 1060 1087 1107 i
1947 1ou2 955 938 1076 ouz 1004 1036 982 915 888 uy 821
1948 853 1168 1140 113 995 1021 1058 1073 1094 1016 1o 36
1949 1267 1107 1165 1236 1471 1821 1533 1624 1550 1781 1603 1599
1950 1649 970 922 882 830 777 732 679 667 589 629 609
1951 su6 908 881 798 794 839 786 798 849 93 936 821
1952 807 977 909 903 972 960 1040 10m 943 898 898 852
1953 920 918 91 951 gsn 895 914 858 951 1006 1160 1506
1954 1642 1147 1233 1248 1293 1165 1207 1376 1380. 1305 1195 1124
1955 1094 976 966 976 873 845 an 873 890 938 893 376
1956 863 088 1004 984 lous 1060 1068 1004 976 . 980 100 1028

1657 1024 965 946 a6




