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Abstract

The share of factor payments to Information Technology (IT) in the U.S GDP has increased
over time, while the rate of innovation in IT has reduced over time. While it is well known that
an IT-labor elasticity of substitution that is greater than one will lead to increasing IT share,
the model in this paper shows that it would also result in slowing innovation and slowing
price declines in IT. In contrast to models where input shares are constant over time, slowing
innovation can result in sustained labor productivity and output growth in IT using firms and
the IT using sector of the economy. In this environment of slowing innovation, increasing IT
share and sustained growth, employment in the IT using sector of the economy can increase
or decrease, depending on the values of the IT-labor elasticity of substitution and the price

elasticity of demand for IT enabled consumption goods.
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1 Introduction

Information Technology (IT) has come to occupy an important place in the U.S economy. Innova-
tion in IT played a central role in driving labor productivity and output growth in the U.S economy
during the 1990s. However, with the exception of the 1990s, the average rate of innovation in IT
has decreased over time. Two commonly used measures of the rate of innovation are shown in
Figure 1, the decline in quality adjusted price index for computers and peripherals (Panel a), and
the growth in performance of microprocessors used in desktop computers (Panel b). The average
growth rate of both these measures has reduced over every decade except the 1990s. The slowdown
in both measures has been sharper since 2000, and this has raised concerns that slowing innovation
in IT has been contributing to the slowdown in U.S labor productivity growth (see Gordon (2015)).
The concern poses the question of whether slowing down of innovation in IT will necessarily lead
to a slowdown in labor productivity and output growth, since Figure 1 shows that the rate of inno-
vation in IT has been falling for much of the period since the origin of the IT industry. The model
developed in this paper shows that if the I'T-labor elasticity of substitution in final goods produc-
tion is greater than one, then not only will rate of innovation in IT slow down over time as seen in
Figure 1, but also that the falling rate of innovation can result in sustained labor productivity and
output growth in firms and sectors that use IT.

Slowing innovation and sustained growth in the model in this paper are both driven by an
IT-labor elasticity of substitution that is greater than one, which in turn is consistent with the
observation in Byrne and Corrado (2017) that the share of factor payments to IT inputs in the U.S
GDP has increased over time.> The mechanism that delivers these results is the following. R&D
in the IT producing sector leads to improvements in the quality of IT, and decline in the quality
adjusted price of IT relative to labor. Final goods firms with IT labor elasticity of substitution

greater than one respond to the decrease in the relative IT price by increasing the IT share of

3Byrne and Corrado (2017) calculate the factor payments to IT capital as well as marketed services like cloud
sharing. Taking these two together, the factor payments to IT as a share of total income has increased from around

3.5% in 1987 to around 6.5% in 2014. See Chart 9 in Byrne and Corrado (2017).
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(a) Decline in Quality Adjusted Prices for Computers and Peripherals.
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(b) Growth in Performance of leading Intel Microprocessors (CPUs)

Figure 1: Slowdown in Rate of Innovation in IT.

Notes: The graphs above show the evolution of two commonly used measures of rate of innovation in IT. Panel (a)
shows the price index of private fixed investment in Computer and Peripherals, and is taken from the Bureau of
Economic Analysis (BEA). Panel (b) shows the performance of leading microprocessors, or CPUS, made by Intel for
use in desktop computers. The decadal average of both these measures of innovation have reduced over each decade,

except for 1990-2000. 3



production cost, and reducing the labor share. The rate of increase of IT share, however, has to
slow down over time, which in turn reduces the benefit to the IT producing sector of innovating,
resulting in a continuously slowing rate of innovation in IT. The increasing share of IT in final
goods production, however, tempers the effect of the slowing innovation on labor productivity and
output growth in final goods production. For a particular set of assumptions on the R&D cost
of innovation in IT, the effect of the falling rate of innovation in IT and the countervailing effect
of increasing IT share exactly balance each other, so that labor productivity and output grows at a
constant rate. The connection of the particular R&D cost function to the role of IT as an automating
technology that can substitute for labor, are examined in the paper.

This paper contributes to two strands in the literature. First, the paper contributes to the liter-
ature on technological change in IT, and its impact on labor productivity and output growth. The
acceleration in quality adjusted prices of IT inputs in the 1990s, the subsequent slowdown, and its
role in changes to U.S labor productivity and output growth has been clearly documented in Oliner
and Sichel (2000), Jorgenson (2001), Aizcorbe (2006), Fernald (2014), Byrne, Oliner and Sichel
(2017a), Schmalensee (2018) and Gordon and Sayed (2020).* This literature uses growth account-
ing models to infer, and to predict, the impact of IT on labor productivity and output growth.
Models in this literature rely on guesses and extrapolations about the future rate of innovation in
the IT sector, the rate of IT price declines, and the IT and labor share in final goods production (see
Jorgenson, Ho and Stiroh (2008) and Byrne et al. (2017a)). The paper contributes to this literature
by providing a model that incorporates a mechanism that leads to a falling equilibrium rate of in-
novation and IT price declines seen in the data (see Figure 1), and by providing insight into how
the different parameters that are key to the falling rate of innovation, affect labor productivity and
output growth.

The mechanism that generates the falling equilibrium rate of innovation is, in turn, related to

the findings in Bloom, Jones, Reenen and Webb (2017), who provide data to show that it has

4Byrne, Oliner and Sichel (2017b) suggest that measurement problems in official statistics might have exaggerated

the declines in the price index after 2000, and the slowdown after 2000 is less severe than that shown in Figure ??.



become harder to generate innovations in the semiconductor chip industry. Their observation from
the semiconductor chip industry is pertinent to this paper, since Jorgenson (2001) and Aizcorbe,
Flamm and Khurshid (2002) have shown that it is technological progress in the semiconductor
industry, often called Moore’s Law, that has been responsible for most of the price declines in
IT equipment seen in Figure 1.° A contribution of the paper to this literature is to show that a
continuously decreasing rate of innovation does not necessarily imply slower labor productivity
and output growth in the IT using sector of the economy.

Second, the paper contributes to the literature on the modeling of automation, and the impact
of automation on employment. There are two broad approaches to modeling automation in the
literature. One approach models automation as the outcome of factor-augmenting technological
change, and has been followed in Sachs and Kotlikoff (2012) and Nordhaus (2015). An alter-
native approach models automation as the full replacement of labor with capital in an increasing
number of tasks or sectors in the economy, exemplified in Zeira (1998), Aghion, Jones and Jones

(2017) and Acemoglu and Restrepo (2018b).> Acemoglu and Restrepo (2018a) espouse the latter

>The difficulties in innovations in the semiconductor chip industry also features prominently in business and trade
publications about the industry, where it is couched in terms of rising R&D costs (see Hutcheson (2005) and Lapedus
(2015)). The evidence of increasing R&D costs can also be seen in the decision by the leading semiconductor firm,
Global Foundries, to stop R&D efforts to develop the next generation semiconductor technology in 2019, citing high

R&D costs relative to the anticipated revenues. See Moore (2018) for details.
The immediate implication of their approach to modeling automation is that to retain the possibility that techno-

logical change might lead to higher employment, one must make the assumption, made in Acemoglu and Restrepo
(2018Db), that labor has an inherent advantage over capital in the production of new goods (or tasks), when compared
to existing goods. While the assumption is true in some cases, it is questionable in others. For example, improvements
in technology has led to better ways to encrypt messages, but it is certainly not the case that labor has an advantage
in these new cryptography techniques, which rely on brute force computation. In contrast, I assume that the relative
productivity of labor and IT in the production of new goods is the same as in the production of old goods. New goods
are produced only because the reduction in the cost of the IT input makes it profitable for new products to be launched.
Production of new goods will always employ some labor, and hence employment in the digital sector can increase if

the rate of new product creation is sufficiently high. See Proposition 8 and the accompanying discussion for details.



approach over the former by pointing out that the labor share of income has been falling in the U.S
economy, and falling share of labor can happen in factor augmenting models only if the capital-
labor elasticity of substitution is greater than one. They argue that the accumulated empirical
evidence points to a capital-labor elasticity of substitution that is less than one. However, it is quite
possible that the elasticity of substitution between labor and IT may well be greater than one, even
if the elasticity of substitution between labor and the broad definition of capital is less than one.
Eden and Gaggl (2018) estimate an IT-labor elasticity of substitution that is greater than one.” The
contribution of the paper to this literature is to provide a firm level model with factor-augmenting
technological change that draws out the implications to labor productivity, employment and output
when the IT labor elasticity of substitution is greater than one.

The automation enabled by technological change in IT has led to concerns about the relentless
decrease in employment opportunities at IT using firms.> The model in this paper shows that even
as the labor used at each firm falls continuously in equilibrium, employment in the IT using sector
of the economy can still go up over time. This is because a decrease in the quality adjusted price
of IT reduces overall production costs, and makes it profitable for firms to produce new goods.
The key question that bears on employment is whether the rate at which labor is demanded in
the production of new goods is greater than the rate at which labor is reduced in the production
of existing goods. The model delivers a simple intuitive condition that highlights the role of key
parameters, the I'T-labor elasticity of substitution and the price elasticity of demand for I'T enabled
consumption goods, in answering that question.

The stark results in this paper are achieved by making some simplifying assumptions. To focus
on the role of IT in production, I simplify the consumer side of the economy by ignoring income

effects in the purchase of IT enabled final goods. To focus on the role of technological change,

"Eden and Gaggl (2018) estimate a Capital-Labor elasticity of substitution of close to one, and an IT-labor elasticity

of substitution higher than 1.5.
8See Brynjolfsson and McAfee (2014), Autor (2015), Frey and Osborne (2017), and Mokyr, Vickers and Ziebarth

(2015).



I treat IT as an intermediate input, ignoring the relevance of savings and capital accumulation
in driving labor productivity and output growth. Relaxing these assumptions remains a topic for
future research. In the next section, I present a simplified version of the full model to clearly
llustrate the basic economic mechanism at work in the model, and follow with the full model in

Section 3.

2 A Simple Model

Consider a firm that uses two inputs, say labor and capital to, produce output using a constant

elasticity of substitution production (CES) function,
A—1 A—1 %
y= (5 +15), ()

where y is the output, ¢ is the labor used, k is the capital used and A is the elasticity of substitution
between capital and labor. Assume that the firm takes the wage rate, w, and the rental rate of
capital, r, as given, and chooses the quantity of labor and capital to maximize its profit. No matter
what the demand function facing the firm is, or the structure of the market that the the firm is in, a

profit maximizing firm will choose capital and labor so that that the marginal rate of technical sub-

9y

stitution, % /57, is equal to the input price ratio, r /w. The marginal rate of technical substitution

_1
for the CES production function above is, % / g—z = (%) *, and hence profit maximization implies,

_1
(%) * = . Hence the optimal capital-labor ratio used by the firm, under any kind of demand or

market structure, is,

k_ (ﬁ)# 2

14 w

The share of capital in final production cost is then,

rk 1 1
— — = . 3
rk + wl 1—|—%£ 1+ (L)’\‘l 3)

Sk

Note from the above equation that innovations that reduce the price of capital relative to labor will

lead of an increase in capital share of production cost if A > 1 and a decrease in capital share if
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A < 1.2 Substituting the optimal capital labor ratio into the production function gives the labor

N N
@) )

Taking logs and differentiating both sides of the above equation with respect to time gives the

oy
productivity 7,

growth rate of labor productivity,

ﬁ_ \ 1 r/w

y/l T4 () /e
where y / ¢ is the derivative of y /¢ with respect to time. Noting from equation (3) that ( e
T+ (5
is the capital share s, the growth rate of labor productivity above can be written as,
10 :

U _ g o

y/l r/w
Thus, the impact of relative input price decline, % on labor productivity growth depends on the

capital share of production, s;. Now consider a situation where innovation in capital equipment
reduces the relative price of IT, r/w, but innovation is slowing down over time so that % is also
decreasing over time. As can be seen from equation (3), a reduction in r/w leads to an increase in
sk if A > 1. If s;, increases in inverse proportion to % then the effect of increasing capital share
will offset the effect of slowing innovation, and labor productivity will grow at a constant rate even
in the face of slowing innovation in capital equipment. For the above mechanism to work, it is
necessary that the input elasticity of substitution is greater than one.'”

As I argue in the introduction, recent papers have suggested an I'T-labor elasticity of substitution
greater than one. In the next section, I develop a full model with labor and IT as the two inputs to

production. In the full model, I provide a theory of why an I'T-labor elasticity of substitution that is

For the case A\ — 1, the CES production function collapses to the Cobb-Douglas production function, and the

capital and labor share of production are not affected by changes in input prices.
19For the Cobb-Douglas production function, which has an input elasticity of substitution equal to one, any slow-

down in the rate of decline of relative price of capital will lead to a slowdown in labor productivity growth.



greater than one will lead to slowing down of innovation in the IT input, and to slowing down of the
rate of decline in IT price over time, as seen in Figure (1). The full model also incorporates entry of
new products into the market, which has been a defining characteristic of the IT revolution. In the
full model, I also characterize how employment would behave in such an environment with slowing
innovation, increasing capital share (and decreasing labor share) and sustained labor productivity

growth.

3 Model

Consider an economy with three sectors. A Primary sector produces a consumption good, using
labor as the only input. A Digital sector produces a second consumption good, which is a differ-
entiated good, using labor and IT as inputs.'! A third intermediate sector, the IT sector, produces
the IT input used by firms in the digital sector. Jorgenson, Ho, Samuels and Stiroh (2007) show
how one can map the U.S economy into the Primary, Digital, and IT sectors based on the use and
production of IT.!?

The primary sector is perfectly competitive, and it takes one unit of labor to produce one unit
of output in this sector. I set labor as the numeraire. Hence the price of the primary consumption
good is equal to one, and the wage rate is also equal to one as long as the primary good is produced
in equilibrium. '3

The model is in continuous time. The dynamic equilibrium in the model is a series of static

"'The focus of the paper is on the role of IT-labor substitution in production, and hence I ignore the direct purchases

of IT equipment, like computers, by consumers.
12Jorgenson et al. (2007) name the Primary, Digital and IT sectors as the Non-IT, IT-intensive and IT-producing

sectors respectively. In their classification, primary sector comprises industries like Forestry, Fishing, Paper, Real
Estate and Food Services among others, and the digital sector has industries like Broadcasting, Financial Services,
Wholesale and Retail Trade, Publishing and Air Transportation. The IT input producing sector consists of three
industries, Computer and electronics products, Information and Data Processing Services and Computer Systems

Design and Related services.
3Lemma 1 ensures that the primary good would be produced in equilibrium.



equilibria. Hence I characterize the equilibrium of the static model first, and ignore the time

variable in the initial part of the model description.

3.1 Demand

Consumers in the economy have identical quasilinear preferences over the two consumption goods.

The demand for the consumption goods can be derived from the choices made by a representative

consumer. The representative consumer’s utility maximization problem is,

«

maxU(CY) = C+ Y, a>1

Cy(i) a—1

N
st ¢+ / p(i)y(i)di = L +11,

=0

N n—1 %
Yy = (/ y(i)ndi) o on>1
=0

C >=0, Y >=0,

where C' is the quantity of the primary good, y(i) is the quantity of variety i digital good, N is

the measure of digital goods in the market, L is the total labor supplied, and II is the total profits

made by all the firms in the economy. The solution to the consumer’s problem gives the demand

functions for the consumption goods,

C = L+TI—p-®
Y = P

oo = v (B =iy,

where P is the aggregate price index given by,
N =

P = / p(i)' "di
0
As is well known for the CES aggregator, the consumer expenditure on digital goods is,

/ p(@)y(i)di = PY = P,

i—0
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Note that the expenditure on the aggregate digital good depends only on the price index, P. The
fact that there is no income effect in the purchase of digital goods is a direct consequence of the
assumption of quasilinear consumer preferences. The income that is not spend on the digital good,
L +1I — P'=2is spent on the primary good (see equation (5)).!*

The parameter « is the price elasticity of aggregate demand for digital consumption goods, and
7 is the price elasticity of demand for an individual digital good. I will impose the condition that

n > «. Next, I describe the digital sector of the economy.

3.2 Digital Sector

The digital sector in the model stands for the sector of the economy which produces goods and
services that use IT as an input in production. The IT input is assumed to be a composite of all IT
hardware, software and IT services used by firms, and I take any firm that uses any of these to be
included in the digital sector of the economy.!> I assume monopolistic competition in the digital
sector, with firms in the sector making products that are varieties of a differentiated good. I assume
that all firms in the digital sector are identical, which helps to bring out the economic mechanisms

in the model with clarity. '°

4The condition C' >= 0 requires that L > Pl=@ _ 1], and 1 provides a restriction to ensure that this is the case.
I5The output of the digital sector thus includes not only obvious products like cell phones and digital cameras, but

also products like automobiles and airplanes, and services like ride sharing or online retailing, all of which use IT as

an input in its production.
16 A5 described later in this section, each product brings in the same gross profit flow, and a net profit flow of zero

at every point in time. Hence firms are indifferent between launching one or many products, and I will allow for the
possibility that firms might launch multiple products. I assume that there is no synergy between the production of
the different varieties, and hence a firm that makes multiple products simply treats each product as a separate profit
center. Since each product brings the same profit flow, firms would rather introduce a new product than compete on
an existing product. Hence each variety would be produced only by one firm. The model is thus agnostic about how
many products a firm will produce, about the number of firms that will exist at any point in time, and about the size
distribution of firms. The model, however, gives predictions about the measure of products that would exist at any

point in time, the labor productivity of each firm, and the labor productivity and output of the digital sector as a whole.
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3.2.1 Production Technology

All digital products are made with the same CES production technology,

y= (0% + (@), (10)

where y is the output produced, £ is the labor input used, and x is the number of physical units of
the IT input used. Each unit of the IT input has quality g, so that the total quality units of the I'T
input used is qx. The IT-labor elasticity of substitution for the production function above is A. The
next section sets up the profit maximization problem of a firm in the digital sector and derives the

firm’s demand for IT and labor.

3.2.2 Digital Firm’s Profit Maximization Problem

Each firm in the digital sector purchases the IT input from a supplier, and makes its pricing and
production decisions to maximize its profits. The profit of a firm in the digital sector depends on
the prices set by the competitors, as captured in the price index P, as well as on the quality, ¢,
and price, r, of the purchased IT input. However, since there is a continuum of firms in the digital
sector, each firm assumes that its choices do not affect P, q or r. For every product that a firm
sells, the firm faces the problem,

max py —rqr —{
pl,x

s.t y=p TP

A
Y= <€¥ + (qx)¥) -

where the constraints represent the restrictions imposed by demand and production technology, as

given in equations (7) and (10) respectively. The optimal choices of ¢ and = gives the familiar

condition that requires the the marginal rate of technical substitution (MRTS) of the inputs to be

For a model of innovation where there are synergies across the different product lines of a firm, which in turn leads to

predictions about firm size distribution, see Klette and Kortum (2004).
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_1
equal to the input price ratio. The MRTS for the production function is % / % =qx (%) A, and

the price ratio is simply rq since the wage rate is equal to one. Hence, q¥ (%)_X = rq. The

optimality condition can be written in a more intuitive form in terms of the I'T-labor ratio, similar

to equation (2) in the simple model in Section 2,
— =r (11)

Using equation (11) in the production function in equation (10) gives the labor and IT demanded

Y

1
(= yl— ) 12
y((l—i—rl_’\)H) 1

-2
:

Further, the first order condition for the choice of price p gives the familiar markup equation for

by the firm,

price with constant elasticity demand,

p=—1 (14N, (14)

n—1
Note that the second term on the right hand side, (1 +r!=*) ﬁ, is the familiar unit cost of produc-

tion for the CES production function, with the wage rate being set equal to one. Using equations

(12), (13) and (14), the profit made by a firm on each product it sells is,

1
T=py—L{—rqr= nj(1+r1_A)l—1Ay. (15)

The next section uses the equation for gross profit above and describes the restriction imposed on

profit by the entry of new firms in the digital sector.

13



3.2.3 Entry in the Digital Sector

The manufacture and sale of any product requires employees in some key roles, independent of the
scale of production.!” I incorporate this by assuming that each firm incurs a recurring fixed cost
of F' units of labor for every product that it sells. Firms will launch new products until the gross
profit from each product is just enough to cover the fixed cost F.!8 This fixes the profit that a firm

gets from each product,

T=F. (16)

Combining the expression for profit in equation (15) above with entry condition in equation (16)

gives the optimal quantity of each product,
y=(n—DF(1+r7)x, (17)

Substituting the expression for y from equation (17) into equation (13) gives the expenditure on IT
by each firm,

rl—A

- DF, (18)

rqr =
and the demand for IT input from downstream firms,

1 rlfA

=———(n—1)F. 19
v rql—i—rl—’\(n ) (19)

Armed with the demand function for IT input above, I now describe the profit maximization prob-

lem faced by the supplier of IT input.

3.3 IT Producing Sector

The IT supplier chooses its pricing, production and R&D investment decisions to maximize profits.

The supplier has to two choice variables to maximize profits. First, the supplier must choose the

"These employees fulfil roles that are not easily replaced by IT. For example, a CEO or department manager to

make strategic decisions, or a creative director to come up with a marketing campaign for the product.
'8The model is agnostic about whether the new products are launched by an existing firm or by new firms.
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quality of the IT input, ¢, which in turn determines the amount of R&D investment that the supplier
has to make. Second, the supplier must decide the price, 7, to charge for each quality unit of the IT
input. I approach the supplier’s problem by first solving for the optimal price 7 in terms of ¢, and
then solving for the ¢ that maximizes the profit net of the R&D investment.

Since the supplier is a monopolist, a possible candidate for r is the one that maximizes the
monopoly profit. Although most IT producing software and hardware sectors have a market leader,
in most cases the leader face some competitive pressure from smaller firms.!® I incorporate this by
assuming that the supplier faces competition from an outside firm that can make the IT input.

The incumbent supplier can produce one physical unit of the IT input, of any quality, using h
units of labor. The outside competitor can produce one physical unit of IT with one unit of labor. I
assume h < 1, so that the supplier has a cost advantage over the outside competitor. The supplier
and the competitor engage in Bertrand competition. The supplier will capture the entire market
if it sets a price infinitesimally lower than the cost of the competitor (equal to one). The supplier
has no incentive to increase the price because it will then lose the market entirely to its competitor.
The supplier might however wish to reduce its price, if the profit maximizing monopoly price is
below the unit cost of the competitor. Let r,,, be the monopoly price of the supplier, i.e r,,, solves
the problem,

max s = (rq — h)Nz

r

1 A

tr = ——  _(g=1)F
st rql—l—rl—’\(n ),

19 Varian (2001) and Bresnahan and Greenstein (1999) elucidate the reasons why the IT producing industry, and
the sub markets within the industry, tend to have a concentrated structure. The concentration has often been based on
the ownership of platforms, as was the case when IBM dominated the market, until the early 1990s. Since then, the
industry market structure has shifted to one where specialist firms dominate different segments of the industry. For
example, Intel is a dominant firm in the market for microprocessors, Qualcomm for communication chips, NVidia
for graphics processors, Microsoft for operating systems, and Oracle for database systems. The market leaders face
competition from smaller firms within their segments. These different components of IT are complements, and any

functional IT system at a firm would need to use all these components together.
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where 7, is the gross profit of the supplier, and the constraint is the demand function for IT derived
in equation (19). The optimal price of the supplier per unit of the IT input is then then the minimum
of the monopoly price or the competitor’s cost, equal to one, i.e Min(r,,q, 1).

Next, given the optimal choice of r, the supplier chooses ¢ to maximize the profit net of the
R&D investment. The R&D cost of developing an IT input of a given quality depends on the
current state of scientific knowledge, denoted by 2.2° Specifically, I assume that the R&D cost for
developing an IT input of quality ¢ is given by @, where z is the state of basic scientific knowl-
edge. The function R(q) includes all the R&D needed on IT hardware and software to develop

quality ¢ IT input. As the state of scientific knowledge z increases, the R&D investment needed to

develop the IT input of any quality decreases. The changes in z are motivated by concerns outside

20The motivation for this assumption is that while R&D by IT companies have been critical in driving technical
progress in IT, the companies have benefitted enormously by advances in basic science.Rosenberg and Nelson (1994)
describe how basic science research in universities was critical to the early development of the computer industry.
This is particularly true in the case of advances that have moved semiconductor technology along the Moore’s Law
path. For over fifty years, the semiconductor industry has drawn on fundamental discoveries about atomic structure,
material properties, light propagation, etc, to make smaller, faster and cheaper electronic components. For example,
Huff (2001) and Pines (2013) describe how an important obstacle to the invention of the first transistor at Bell labs
was overcome by one of the inventors, John Bardeen, building on a theory that he had developed during his doctoral
research with Professor Eugene Wigner at Princeton University to understand the atomic structure of metals. In a more
direct example, design of semiconductor devices require knowledge of transport of different particles likes electrons,
and researchers in the industry rely on new approximations to an old equation developed originally in Boltzmann
(1872) to describe thermal equilibrium in gas molecules (see Friedman (1994)). It is not just in the realm of theory
that the semiconductor industry depends on advances in basic science. The equipment used for R&D by semiconduc-
tor companies were often derived from equipment used in university labs for basic research. For example, the electron
microscope, which was invented in 1930s for experimental research, has been an indispensable tool for R&D by semi-
conductor companies since 1970s.2! Lecuyer and Brock (2009) explain in detail about how semiconductor companies
adapted the research on particle accelerators at the Van De Graff nuclear research laboratory at MIT, to develop and
improve a tool, called the ion implanter, that has become essential to progress in semiconductor technology. The effect
of these advances in basic science, whether in the development of new theories or of new tools, was to reduce the R&D

cost needed to develop the next generation semiconductor technology, and keep it on the Moore’s law trajectory.
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of the model, and hence exogenous to the IT producing sector. The supplier’s innovation problem

is then,

where V is the net profit of the supplier, and 7, 1s the gross profit obtained by solving the pricing
problem above. In the next section, I derive the last condition necessary to define and characterize

the equilibrium, namely the market clearing condition for the digital sector.

3.3.1 Market Clearing in the Digital Sector

The total revenue of all digital products must equal the consumer expenditure on digital goods.
From equations (14) and (17), it can be seen that the revenue for each product is py = nF'. Hence
the total revenue of all firms in the digital sector is NnF'. The total consumer expenditure on
goods produced in the digital sector was derived in equation (9) to be P1~. Hence for market in

the digital sector to clear, it must be that,
NnF = P!~ (20)

I rewrite the condition in a form that gives the number of firms that can exist in the digital

sector for any given IT price r. Since each firm charges the same price p, the price index is
N a1
P = (fizop(l)1 ”)

1 -«
<N T-n p) . Using the expression for p in equation (14), the condition can be written as,

n 1
= N1-7p. Hence the above market clearing condition reduces to NnF' =

1 (a=D)(n=1)

(1+ )51 5=
.
(n*(n —1)t=eF)n=e

plays a key role in the results on innovation, productivity and employ-

N =

1 (a=1)(n=1)

The exponent 1= -

ment, and hence I denote it with the a new symbol, ¢. Hence the market clearing in the digital

sector can be written as,

N - (1+ri-2)e o
(n°(n = DRy
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where
IO R CE U
A—1 n—a«

: (22)

Finally, I state the labor market clearing condition in the next section.

3.4 Labor Market Clearing

Labor is employed for production, fixed costs and R&D in the model. C' units of labor are em-
ployed in the primary sector to produce C' units of the primary consumption good. In the digital
sector, N/ units of labor are employed in production of the /V different varieties of the digital good,
and N F' units of labor in fixed costs. In the IT producing sector, h Nz units of labor are employed

in production and 1 units of labor in R&D. Hence the labor market clearing condition requires,
C+Nl+NF+hNzx+ R=L, (23)

where L is the labor supply. Note that because of our assumption of quasilinear consumer pref-
erences, the output of digital sector will be be independent of the total consumer income (see
equation (6)). Hence labor used in digital sector will not depend on the total labor supply, L. In-
stead, consumption in the primary sector will adjust so that output of primary good is simply what
is possible by the labor left over after all the requirements in the digital sector have been met.?? In

the next section, I describe the equilibrium for the environment described above.

3.5 Equilibrium

There are no intertemporal relationships in the model, and any change in the values of any of the
variables in the model is triggered by changes in the state of scientific knowledge, z. Hence it is
sufficient to derive the equilibrium variables at any given point in time (or for any value of z) to

understand the dynamics of the model as z changes.

22The labor supply, L, has to be large enough so that requirements in the digital sector are met, and that primary

good consumption is not negative. Lemma 1 provides this threshold value on labor supply.
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An equilibrium of the model is set of price for each digital good (p), price for the IT input (r),
quantities for the consumption goods {C, y(7)}, labor and IT input usage of each firm in the digital

sector, {/, z}, quality of the IT input ¢, and measure of firms in the digital sector (), such that,

e {C,y(1)} solves the consumer’s utility maximization problem,

{p, ¢, x} solves profit maximization problem of each firm in the digital sector,

{r, q} solves the profit maximization problem of the IT supplier, given N and z,

Market clearing condition in the digital sector is satisfied,

Labor market clearing condition is satisfied.??

I show the existence of the equilibrium and characterize the key properties of the equilibrium in

the propositions below, adding on the assumptions necessary to derive each proposition.
Assumption 1. \ > 1.

. A1
Assumption 2. /1 > ==,

Proposition 1. Under Assumptions 1 and 2, for every q, the optimal policy of the supplier is to set

the limit price of rq = 1.

Proof. See Appendix. [

Z3Note that Walras law ensures that if the market for labor and digital goods clear, then the market for the primary
consumption good will also clear. This can be seen from the demand function for the primary consumption good, C' =
L+T1I— PY. The profit of IT using firms is zero, so total profits is simply the profit of supplier, Il = (r¢g—h)Nxz — R,
or hNx + R = rqNx — II. Further, total variable cost in IT production is a fraction (n — 1) of total revenue, or
N{+ rqNz = N(n — 1)F. From the labor market clearing condition, C = L — (N¢{ + NF + hNxz + R) =
L—(Nl+NF+rgNe—lI)=L—(N(n—1)F+NF —1I) = L —yNF +1I = L +II — PY. Hence the supply

for the primary consumption good, will be equal to the demand.
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Assumption 2 puts a lower threshold on the unit production cost of the supplier, which ensures
that the supplier’s monopoly price will be greater than the unit cost of the potential competitor.
Note that for plausible values of ), the condition allows for a realistic range of values of the cost

difference between the supplier and the competitor.?* The limit pricing policy gives the value of 7,

r=-. (24)
q

The above limit pricing policy implies that the two measures of innovation that are used in the
literature, the rate of decline in price (;), and the rate of increase in quality (g), are equal in the
model. The reason for this result is that the supplier’s pricing policy is focused ?owards warding of
competition, hence the pricing policy is driven by cost considerations alone and excludes demand
considerations. The rest of the paper will use the above limit price policy to re-cast the model
in terms of ¢. In the discussions below, I refer to the rate of innovation as being the rate of
quality improvement, g, but note that this is also equal in magnitude to the rate of IT price decline.

Discussion required by editor - (REFERENCES).

Assumption 3.

; o : aR’ (q)
is non-decreasing in q, and lim,_,o Bl >A—2

l(a—1)(n—1
Assumption 4. p < 2, or equivalently A > 1 + 3 (a =1 )
n—

Proposition 2. Under assumptions 2-4, there exists (q, N') such that q solves the suppliers R&D
problem given N, and N clears the market in the digital sector given q, hence guaranteeing the

existence of equilibrium.

Proof. Substituting r = %1, the digital sector market clearing condition in equation (21) becomes,

(1+¢1)?
.
(n*(n —1)t=eF)n=e

%4For example, if A = 2, then % < h < 1, which implies that the supplier’s cost can be anywhere between 50% and

N = (25)

100% of the competitor’s cost.
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Similarly, substituting » = %, the supplier’s innovation problem becomes,

max V, = (1—h)Nx—M,
q z
q)\—l

Substituting the constraint in the objective function and taking the derivative with respect to ¢ gives
the first order condition,

dv, ¢ R(q) _
i N(1=h)(np—1)F\—1) o e (26)

Equations (25) and (26) provide two equations in N and q. However, one needs to ensure that the
second order condition for the supplier’s problem is satisfied. Substituting for /N from equation
(25) into equation (26) gives,

AV, (1=hA-1n-DF ¢ R'(q)

= 1 - =0. 27
U (- 1per)iE (TP 7

Taking the derivative with respect to ¢, and using equation above, it can be seen that the second

order condition is,

R (q) ¢!
>A-2—-2—-p)A—1)——. 28
Since ﬁ% is an increasing function of ¢, Assumptions 3 and 4 ensure that the second order

condition above is satisfied for all ¢ > 0, and a solution to the supplier’s problem exists. Hence for
any R&D cost function that satisfies Assumption 6, equations (25) and (26) can be solved to obtain

N and g in terms of z, and the rest of the model variables can be solved for in terms of 2.2 O]

The next result in Proposition 3 shows how labor share, s;, and IT share, s,, change with ¢ in
equilibrium, leading to Proposition 4 which shows why the equilibrium growth rate of ¢ itself will

slow down over time.

2SEquation (24) solves for the IT price r, and subsequently the firm level variables ¢, z, p and y can be obtained
from equations (12), (13), (14) and (17) respectively. Finally, the solution for the firm level variables, together with
the solution for IV, can be used to solve for the aggregate variables P, C' and Y, in terms of z. For given time path of

z, the above approach can be used to obtain the time path of all the equilibrium variables in the model.
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Proposition 3. Under Assumptions (1) and (2),

(i) The IT share of production is increasing in q and the labor share is decreasing in q.
y . . o qsy(q)
(ii) The elasticity of the rate of increase of IT share with q (i.e ———-

s%.(q)

1
Proof. Substituting » = — into equation (11), one can express the optimal IT-labor ratio chosen by
4q

) is decreasing with q.

the supplier in terms of ¢,

X
T (29)

Using the optimal IT-labor ratio, the labor and IT shares in the production cost of each firm in the

digital sector can also be expressed in terms of ¢,

i 1 1
_ _ _ 30
s:(a) (+rqr  14+3  14+¢7Y G0
rqr A—1
sulg) = —— =1 31)

(+rqr 14¢V
where s/(q) is the labor share and s,(q) is the IT share. From the expressions for s,(¢) and s,(q)

above, it can be seen that,

2
/ —
SZ(Q) - _<>\_ 1) (1 +q}\_1)27 (32)
2
/ —
splq) = (A— 1)m (33)
q5,(q) !
. = A-2)-2\—1)—————. 34
From the above expressions, it can be seen that s;(¢) < 0 and s/.(q) > 0 simply following from
"
Assumption (1) that A > 1. For the result that %5(])) is decreasing in ¢, note that the term
5
7! i5(a)
——— is increasing in ¢, and hence the elasticity ———= is decreasing in ¢, under Assumption
14! 55(q)
1 that A > 1. L

The fact that equal percentage increases in ¢ result in smaller and smaller percentage increases
in s/ (q) is central to understanding why the rate of innovation in IT is slowing down over time,

which I tackle in the next result. Since the remaining results move on to examining the dynamics
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of the model when scientific advances reduce the cost of innovation to the IT supplier, I start by

(t
denoting the rate of scientific advance by ¢(t¢), where g(t) = &10)

2(t)

4 Slowing of Innovation in IT

Assumption 5. Science is advancing at each point in time but the rate of advance is not increasing
Z(t

over time, i.e g(t) > 0 and ¢'(t) <= 0 for all t, where g(t) = %
z

Proposition 4. Under Assumptions 2-5,

(i) the equilibrium value of q will increase over time, ¢ > 0,

(ii) the equilibrium rate of innovation, g, will decrease over time.
q

Proof. (1) The growth rate of of ¢ can be obtained from the supplier’s first order condition in
equation (27). Taking the term R’'(q) to the right hand side of the equation, taking logs on both

sides, differentiating with respect to time and re-arranging gives,

q g(1)

NNV N Y
(2= - Do )

Since g(t) > 0 by Assumption 5, and the term in the brackets is greater than zero by the second

(35)

order condition in equation (28) and the subsequent discussion, it follows that d > 0.
. q
(i1) To see that g is decreasing over time, first note that the numerator ¢(t) is either constant or

decreasing over time from Assumption 5. In the denominator, the term g—; ((q))

R"(q)
R'(q)

1S non- decreasmg

over time because ¢ is non-decreasing in ¢ by Assumption (3), and ¢ is increasing over time

>\ 1

by the result (i) in this proposition. Since A > 1 and 2 > ¢ by Assumption 4, and since ; + L

is

increasing in g, it follows that (A —1)(2— )5 J:q s increasing in ¢. Putting together the fact that

Qg ((q)) is non-decreasing over time, and (A—1)(2— )

A-1 o, . . .
—L— is increasing over time, it follows that
1+q)\ 1

the denominator in equation (35) is increasing over time, and hence g is decreasing over time. [
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Discussion: The key driver of the slowing of innovation is Assumption 1 that the IT-labor elas-
ticity of substitution, A, is greater than one. This assumption means that the share of IT in total
production cost increases as increase in quality continuously drives down the price of IT relative to
labor. But as Proposition 3 shows, the rate of increase of I'T share will also continually slow down,
reducing the supplier’s incentive to innovate and hence slowing down the rate of quality improve-
ment. The above reasoning can be clearly seen by recasting the supplier’s problem in terms of the
IT-share of production. Using the expressions for r and s, in terms of ¢ from equations (24) and

(31), the supplier’s innovation problem can be written as,

max N(1 — h)s,(q)(n — 1)F — @,

q
and the first order condition in equation (26) is equivalent to,

R'(q)

N(L=R)(n— DFsi() - =

=0. (36)

The first term on the left hand side of the equation, N(1—h)(n—1)F's.(q), is the increase in gross
R'(q)

z

profit of the supplier from a small increase in ¢, and the second term, , 1s the corresponding

increase in R&D cost necessary to achieve that increase in quality. The equation above can be

R'(q)

expressed in terms of growth rates by taking the term

to the right hand side, taking logs on

both sides of the resulting equation and then differentiating with respect to time. This gives,
i, N _ 4R
¢ N q R(q)

qs5(q)
si.(q)

—g(t). (37)

As can be seen from the left hand side of the equation, increasing ¢ affects the supplier’s gross
"

qs:(q) g

s(a) 4
is the intensive margin and represents percentage increase in the gross profits of the supplier that

profits through an intensive margin and an extensive margin. The first term on the left, ,
. o : . N .
results from each downstream firm increasing its share of I'T in production. The second term, N 1S
the extensive margin, and represents the percentage increase in gross profits arising from supplier’s
sales to new firms that enter the market in response to decrease in the IT price that results from an

increase in ¢. To see the role of A in slowing innovation, suppose there is no possibility of entry

24



qs2(q)
s5,(q)

. The rate of innovation in this case can be

and the supplier only has the intensive margin,
obtained by putting % = 0 in equation (37),%

q_ g()

* ()

qRII(q)
R'(q)

is decreasing in ¢, and this is exactly

is not

The term g(t) is not increasing in ¢ from Assumption (5), and from Assumption (3),

q5,(4)
s,(q)
what A > 1 assumption provides, as shown in Proposition 3.

decreasing with ¢q. Hence % will reduce over time if

If entry of new products is possible, then the supplier has the additional extensive margin from
innovation. For the rate of innovation to slow down, the benefit that the supplier gets from entry

should not be too high, which leads to the ¢ < 2 condition in Assumption (4).2” Note that ¢ < 2

1(a—1)(n—1
can be written as, A > 1+ = (a—Dn—-1)
2 n—a

, which embeds the assumption that A > 1.

5 Labor Productivity and Output Growth in the Digital Sector

In the next section, I show that the rate of labor productivity growth at each firm can remain

constant, even when the innovation that drives the growth slows down over time.

Assumption 6. The R&D cost for developing IT input of quality q is given by R(q) = Ag¢ ™1,

where A is a constant.

250One can also obtain the growth rate from equation (35) by putting ¢ = 0 (which is equivalent to % = 0) and

noting from equation (34) that qu(gq)) =A=2)—-2(\— 1)1_‘1@%.

?TThis can be seen by noting that the digital market clearing condition in equation (25) implies,

N q)\fl q

N:Sﬁ(Afl)Wa (33)

q:,l;((g) in equation (34), leads to the growth rate in equation (35). As can be

and combining this with expression for
seen from equation (35), ¢ < 2 is enough to ensure that the extensive margin is small enough that the supplier still

finds it optimal to slow down the rate of innovation over time.
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Assumption 7. Scientific knowledge advances at a constant rate, g(t) = % =g.

Proposition 5. Under assumptions 2-7, the growth rate of IT quality, g, and decline rate of IT

T

price, =, slows down over time, but labor productivity and output at each firm grows at a constant
T

rate.

Proof. With R = Ag*~!, we have

qR//(q)
—A—2 (39)
R/(q)
Substituting qg,,éc)’) = )\ —2and g(t) = g into equation (35) gives,
q g
1_ — (40)
A—1
g A=1)(2- 80)—1qu71

. . A-1 ; . .
Hence as q increases over time, ﬁqu increases, and hence g decreases, tending asymptotically to

g
(A=DE=¢)
To show that labor productivity growth is constant, substitute r = é from equation (24) into

the labor demand function in equation (12) to get the labor productivity of each firm as,

2= (+ghr (41)

Taking logs on both sides of the equation and differentiating with respect to time gives,

y_/é = Lg (42)
y/l 1+A—1¢q
q ¢! g
Noting from equation (40) that — = , one can see that labor productivit
g from equation G0 a4 T T =2 9) P g
grows at a constant rate given by,
yib_ X g9 43)

y/l  AN—12—¢
Finally, it can be seen from equation (17) that output of each firm also grows at a constant rate,

given by,

A—1 .
_ ¢ 9_ g , (44)
1+¢*tq (A=1)(2-9p)

y
y
O
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Discussion : Similar to the simple model in Section 2, the reason that labor productivity grows at

a constant rate is that the share of IT in production cost increases in inverse proportion to the rate

A1
of relative input price decline. Noting from equation (31) that % = s.(q), equation (42)
: -
/ . .
can be written 38,% = /\Sm(Q)g-ZS Hence if s,(q) increases in inverse proportion to g, the labor
Yy q q
productivity will grow at a constant rate. This will be the case if Assumption 6 is satisfied, since
A1
substituting TW = s,(q) in equation (40) gives,

5:(q)= = : (45)

Although the above paragraph provides an explanation of why labor productivity grows at a
constant rate, it does not provide an understanding of the role played by the particular form of the
R&D cost function in Assumption (6). One can get a better understanding of the role played by the
R&D cost function by looking at the supplier’s problem as one of choosing the IT-labor ratio, x /¢,
of firms in the downstream digital sector. While choosing ¢, the supplier is indirectly choosing
x /¢, since equation (29) tells us that downstream firm’s optimal IT-labor ratio is x/¢ = ¢*~1.
Proceeding in this direction, I first obtain the labor productivity of downstream firms in terms of

1

x/{ by substituting ¢*~! = x// in equation (41) to get,

7= (+a/orr. (46)
Next, I express the supplier’s marginal benefit and marginal cost of innovation of in terms of
x/¢. Noting that s,(q) = 13:;,1 = l_fé g/e, the suppliers gross profit can be written as, my =

N1 —h)(n— 1)Flié e/ﬁ. Hence the marginal benefit that the supplier gets by increasing ¢ to

induce a small change in the =/ of downstream firms is,

MB

dr, I 1\

28Note that the above expression for labor productivity growth is the same as that in equation (4) in the simple

model, since the rate of relative input price decline is equal to g. The input price ratio ;- = % since rr = % and wage

rate w = 1, and hence % =4,
q
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where I have substituted for N in terms of x/¢ using equations (25) and (29), and D is a con-
stant.?’ Equation (46) shows that labor productivity /¢ will grow at a constant rate if (1 + x//)
grows at a constant rate, and equation (47) shows that (1 + = /¢) will grow at constant rate if the
marginal benefit to the supplier grows at a constant rate. Since in equilibrium, the supplier chooses
marginal benefit of innovation to be equal to the marginal cost of innovation, if the marginal cost
of innovation were to increase at a constant rate, then marginal benefit would too. Assumption (6)
on the R&D cost function achieves just that, and ensures that the supplier’s marginal R&D cost to
increasing downstream x /¢ grows at a constant rate.

This is easily seen by recasting the R&D cost function from the domain of ¢ to that of z/¢. If
the R&D cost is R(q) = Ag*~! as in Assumption 6, then this means that the R&D cost to induce

a downstream IT-labor ratio of /¢ is equal to

. Hence the marginal cost to the supplier of

inducing the downstream firms to operate at a slightly higher /¢ is

a2t 4
= —4—=—. 4
¢ dx/l = (48)

With z increasing at a constant rate from Assumption (7), the marginal cost of innovation (in
terms of x/¢) to the supplier declines at a constant rate, ensuring that in equilibrium the marginal
benefit, given in equation (47), would also decline at a constant rate, which in turn makes the labor

productivity increase at a constant rate.**These points can be succinctly captured using Figure 2,

1l—a
2The constant is D = —1=DF7 2

(n>(n—1)t=)n-«o
39This can be seen directly by equating the marginal benefit in equation (47) to the marginal cost in equation (48),

2—¢
D ( 1 ) = é. Solving for (1 + x/¢), taking logs and differentiating with respect to, time gives the growth

rate of (1 + x/¢) as 81%2 = ﬁ. Using equation (46), it can be seen that the resultant labor productivity growth
rate is constant, equal to the same expression derived in equation (43), % = ﬁ ﬁ. Note also that the result that

1+ /¢ grows at a constant rate is equivalent to the result that the rate of innovation g is decreasing over time. It can

be seen from the expression for growth rate of 1 + x/¢ that i—% = ﬁ 11% L

which decreases over time since /¢

is increasing over time. Since 7 = ¢~ 1, the growth rate of /¢ derived above implies that the growth rate of g is,

. ) A—1
% = ﬁi—% = ﬁﬁ II%Z = (,\71)9(2790) 13;3_1 , which is the same as that in equation (40), obtained by solving

the supplier’s innovation problem with q as the decision variable.
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which shows how 1 + /¢ and y/¢, grows by constant factors as changes in z drives down the

marginal cost of innovation to the supplier.
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log (y/t)

log (v/€)¢+2

log (MCps2)

log (MB)

5| 29 i

log (1 + (x/€)r) log (1 + (:-\'/{));t+1) log (1 + (x/€)r+2)

log (1 +x/€) >

Figure 2: Constant growth of labor productivity.

Notes: The intersection of the logM B (log of marginal benefit to the supplier, given in equation (47)), and logM C'
(log of marginal cost to the supplier, given in equation (48)), gives the equilibrium value of log(1 + z/£) on the
x-axis. Three lines for log(M C') corresponding to three value of z(¢) separated by unit intervals of time. Since z
grows at a constant rate g, the the vertical distance between the three horizontal log(M C') lines are equal to g. As the
marginal cost comes down the equilibrium value of log(1 4 x/¢) increases. Since log(M B) varies linearly with
log(1+ x/¢), and logM C' does not change with /¢ for a given z, equal decreases in logM C would lead to equal
increases in log(1 + x/¢), indicating that 1 + x /¢ grows at a constant rate in equilibrium. The upward sloping line is
the log of labor productivity, log(y/¢), which varies linearly with log(1 + x/¢) as indicated in equation (46). Since
log(y/?) increases linearly with log(1 + x/£), equal increases in log(1 + x/¢) leads to equal increases in log(y/¢)
values in equilibrium, indicating constant growth in labor productivity. The particular form of R&D cost function in

Assumption 6 ensures that the logM C' lines are horizontal.

30



Next, I show that labor productivity and output of the whole digital sector also grows at a

constant rate.

Proposition 6. Under assumptions 2-7, labor productivity, output and revenue of the digital sector

all grow at constant rates, even as the rate of innovation in IT decreases over time.

Proof. Each digital firm employs ¢ units of labor in the manufacture of every product. Hence the
total labor employed in production in the digital sector, Ly, is given by, Ly = N/. Since the output
at each product line is y, aggregate output in the digital sectoris Y = ( fgo ynT_l di) o = N7t Y.
Labor productivity in the digital sector is thus,?!
Y Nwiy
Ly N?

1y
= Nw12. 4
7 (49)

Hence, growth rate of labor productivity for the whole digital sector depends on the rate at which
labor productivity is growing at each firm, and also on the rate at which the measure of products is

growing. The latter can be obtained from equation (25),

N g g
N =1) = 7 50
where I have used _;1 m from equation (40). Then equation (49) implies that the
labor productivity for the digital sector grows at a constant rate given by,
Y/L 1 Nyt A\
/Ly _ N y/t v g 51)
Y/Ly n—1N y/€ n—1 XAX=1)2—¢p

Further, the price index P declines at a constant rate because P1~® = NnF from the digital sector
market clearing condition in equation (20), and /N grows at a constant rate from equation (??).
Hence, aggregate output of the digital sector, given by Y = P~¢ from equation (6), grows at a

constant rate, as does the revenue of the digital sector, PY 3?2 OJ

31 Again, the labor productivity here considers only production labor, and excludes the labor F engaged in activities

that do not scale with production.

32The growth rate of digital sector price index is % = —1(1 % = —-& = (p) The growth rate of output in the
digital sector is % = —a% = ﬁcp(Q S 7+ The growth rate of revenue of the digital sector is 3 b4y ¥ =g (p)

31



Finally, I move on to characterizing how employment would behave in this environment with

slowing innovation and sustained labor productivity growth.

6 Automation, Labor Share and Employment in the Digital
Sector

Proposition 7. Under assumptions 2-7, (i) IT displaces labor at a constant rate within each firm,
(ii) the labor employed at each firm reduces at a constant rate and (iii) the share of labor in

production cost of each firm reduces at a constat rate.

Proof. From equation (12),
g T
=0 =245, 52
¢ y+ L+ri-Ar y+8 T (52)

. ‘ T
There are two forces acting on labor at each firm, captured by the two terms Y and s, —. The first
Yy r

term 2 is the productivity effect, and captures the fact that an increase in ¢ reduces the price of
IT r, zeind hence the unit cost of producing each good and its price, leading the firm to sell more
of the product, which in turn increases the labor used by the firm. The second term, sz; ,is the
displacement effect, and captures the fact that increase in ¢ reduces the price of IT r (which is also
the price of IT relative to labor), and hence firms substitute labor with IT.

(1) I first show that the rate at which IT displaces labor is constant, s, — is constant. Substituting
r

q)\—l

Sy = —1 n q)\fl

from equation (31) and r = % from equation (24) gives,

. )\71 .

r q q g

- 4_ , 53
T T e ig . D=DE=9) 69

where the last equality follows from equation (40). Hence the rate at which labor is being displaced

by IT at each firm is constant, equal to J .
d TE-10e-9
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(i) Combining the above expression for s, — with the expression for Y from equation (44), it can
r q
be seen that labor employed at each firm decreases at a constant rate given by,
¢ g
- = , 54
l 2—¢ >4
(iii) To show that the share of labor in total production cost also decreases at a constant rate, take

logs and differentiate equation (30) with respect to time, to get,

. A_l .

Se 4q q 9

= \=-1)— =7 55
Sy ( )1+q)‘_1q 2—p (53)

]

Although the labor employed at each firm decreases at a constant rate, the total employment in

the digital sector can increase over time, as the next proposition shows.

Proposition 8. Employment in production in the digital sector increases over time if ¢ > 1 and

decreases if p < 1.

Proof. The total employment in production in the digital sector is given by, L, = N{. Hence the

growth rate of employment in the sector is,

L, N { g g g

_—= — - = —_— = - 1 56

L, NTiT e, s (56)
where I have used % = gp(zf;g}) from equation (50) and % = —ﬁ from equation (52). Since ¢ < 2

by Assumption 4, employment in the digital sector increases if ¢ > 1 and decreases if ¢ < 1. [J

The above condition is the result of the interaction between the two opposing effects on em-

ployment in the digital sector. On the one hand, employment in each product line goes down at the

14
rate 7 given in equation (52), as firms replace labor with IT. On the other hand, new products that

N
use labor are launched at each point in time, at the rate N given in equation (50). Total employment

in production in the digital sector increases if the latter effect dominates, which happens if ¢ > 1.
—1D(n—-1
From definition of ¢ in equation (22), the condition ¢ > 1 be written as A < 1 + (a ) )
n—a
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Hence a lower I'T-labor elasticity of substitution, A, and a higher price elasticity of demand for
IT consumption goods, «, make it more likely that employment in the digital sector will increase.
It is easy to relate these comparative static results to the working of the model. A lower A reduces
the rate of displacement of labor by IT (see equation (53)). A higher o means that a given decrease
in the price index P (driven by an increase in ¢) would lead to a larger consumer expenditure
on digital goods, which in turn would increase the entry of new products, and hence increase
employment.

If ¢ < 1, then employment in the digital sector will decrease over time, but there is still
a possibility that the labor retrenched in the digital sector can be absorbed into the growing IT
producing sector. I examine in the next section whether it is possible for the total employment in

the digital sector and the IT sector to grow over time, even if ¢ < 1.

Proposition 9. The total employment in production in the digital and the IT sectors will increase
over time if o > 1. If ¢ < 1, then employment will decrease until labor share at each firm reaches
a threshold value sj, after which the total employment will increase. The threshold labor share
value is given by,

h
5= — (57)

(1—@)(1—=h)
Proof. See Appendix [

Note from equation (57) that if ¢ > 1, s} is less than zero and hence total production em-
ployment will always be increasing. If ¢ < 1, total production employment first decreases as the
labor share decreases, until s, reaches s;, and then increases as s, reduces below s;.The reason
is straightforward. The measure of products that exist in the digital sector varies as /~¥.3> Hence
total employment in the digital sector, N/, varies as ' ~%. Since the profit for each firm remains at

F, the total production cost for each firm also stays constant at (n — 1)F,iex + £ = (n — 1)F.3

33This can be seen by noting from equations (25) and (30)) that N varies in proportion to s, ¥, and hence N varies

in proportion to £~%, since £ = s;(n — 1) F.
3*Note that price of a unit of IT is ¢ which is equal to one, and labor is the numeraire so wage rate is also equal to

one, so that total production cost is simply = + ¢.
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Hence, if a firm decreases its labor usage by one unit, it must increase its purchase of IT by one
unit. Since each unit of IT requires / units of labor, employment in the IT sector is proportional to
¢. Hence for ¢ < 1, employment in the digital sector reduces in proportion to /! ~#, while employ-
ment in the IT sector increases in proportion to /. Hence, eventually the increase in employment in
the IT sector will dominate the decrease in employment in the digital sector. As can be seen from
equation (57), higher values of ¢ or h result in higher sj, and hence an earlier onset of increasing
total employment. This is intuitive since, higher ¢ means the rate of new product creation would
be higher, and higher /» means that the unit labor requirement for the supplier is higher.

Finally, note that any labor retrenched in the digital sector that is not absorbed in the IT sector
would move into primary goods production. The primary sector is thus a passive sector of the
economy, whose output is determined by the amount of labor left over after the demands of the

digital and IT sectors have been met.

7 Conclusion

I presented a model of technological change in Information Technology (IT) that is consistent with
two key features in the data, namely that the share of IT in final goods production is increasing and
the rate of decline in quality adjusted IT prices has been slowing down. The model shows that both
these are likely outcomes in a world where the elasticity of substitution between IT and labor is
greater than one. Slowing down of innovation, however, does not imply that labor productivity and
output growth will slow down. In particular, the model shows that with assumption on the R&D
cost, slowing innovation in IT will be accompanied by constant labor productivity and output
growth in firms that use IT as well as for the whole IT using sector of the economy.

The model brings out the point that in a world where the shares of inputs in production show
a systematic trend, changes in input productivities and relative input prices and can have growth
effects that are different from the one where the shares are stationary. In contrast to a model with

fixed input shares, a decreasing rate of growth in the productivity (quality) of an input in such a
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world is capable of producing a constant rate of growth in labor productivity and output.

With the share of IT inputs in production showing a systematic upward trend in the data, one
should be careful about extending the results from models with constant input shares to gauge the
impact of IT on the economy. For example, with rising IT share in final goods production, concerns
about falling employment at the firm level due to IT enabled automation may not get a respite from
a slowing down of innovation in IT, as would be the case in a model with constant input shares.
However, even with sustained automation and accompanying reduction of labor at every firm,
aggregate employment in the IT using sector of the economy can grow at a constant rate, aided by

the demand for labor in the production of new goods and services enabled by improvements in IT.
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8 Appendix

8.1 Proof of Proposition 1

Proposition 1 : Under Assumptions 1 and 2, the optimal policy of the supplier is to set the limit
price of rq = 1.
Proof: The supplier will choose the limit price, rq = 1, if r,,q > 1, where r,, is the monopoly

price that maximizes the gross profit of the supplier, i.e 7, is the solution to the problem,

max (rq —h)Nzx

1
1 = ———(n—1F.
st 7"q1—|—1"1*’\(77 )

Substituting for x into the objective function and taking the derivative with respect to r, gives the

following first order condition, 7* — %ﬁr*l - %ﬁ = 0. Let the function f(r) denote the left

hand side of the equation, i.e,

fr)=rt = =s=r = = (58)

xoho A sy R
gh—1 gr—1’

so that the first order condition becomes f(r,,,) = 0. Differentiating f(r) with respect to r gives

f'(r) = M*72(r — ). Hence f'(r) > 0 forall r > 2. Since y2;% > %, it must be true that
f'(r) > 0forr > ﬁ% Now consider the function f(r) for r = aﬁ%, for any a € [0, 1]. From

A h A A\ ho1
L )= (L==) & Ma—1) - ———.
f(ak—lq) (A—M) “ =) gA—1
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equation (58),



Hence f (aﬁ%) < Oforalla € [0,1],i.e f(r) < 0forr € [0, ﬁ%} Since f(r) is an increasing

function for all » > 3272, and f(r) < 0 for r € [0, 32;2], then it must be that r,, > 232 if
f(rm) =0.
Further, since h > % by Assumption 2, r,, > é, or r,q > 1. Since r,,q > 1, the supplier

will set the limit price rq = 1.

8.2 Proof of Proposition 9

Proposition 10. Total employment in production in the digital and IT sectors, will increase over
time if ¢ > 1. If ¢ < 1, then employment will decrease until labor share at each firm, s, reaches
a threshold value s*, and further decreases in s will be accompanied by increases in total employ-

ment in production in the digital and IT sectors.

Proof. The total labor used in production is L, + L, where L, is the labor employed in the digital
sector, and L is the labor used by the IT supplier in production. Since it takes / units of labor for
the supplier to make one unit of IT input, L, = h/Nx, where x is the quantity of IT input used by

each firm. From equation (11), the IT input used at each firm is x = ¢*~1¢. Hence,
L,+L,=N{+hNz=Nl+hNg* 0 = N1+ hg*™). (59)

Using equations (12), (17), (25) and (30), ¢ , £ and N and can be expressed in terms of s, respec-
tively. Taking the derivative of the resulting expression with respect to s, it can be seen that there

is a threshold value of s given by,

. wh
s = ; (60)
(I—)(1—h)
such that,
d(L, + L, .
(Ly + L) Oifs>s"
ds
= 0ifs=s"

< 0ifs<s’.
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]

Lemma 1. The consumption of the primary good will be non negative if the growth of labor

force, %, and the initial size of the labor force L(0), satisfy the conditions,
L ¢
Z > 61
L — 2- gpg (61)
2(0 2=\
L(0) = nF (%(1 —h)(n—1DF (n*(n—1)") "= ) (62)
Proof-

From the consumer budget constraint equation (5), the consumption of primary good is C' =
L + 11 — P~ Hence C > L — P'=“. Since P'=® = NpF from equation (20), it follows that
C > L — NnF. Therefore, as long as L(0) > N(0)nF, and % > % it will be true that C' > 0.
Equation (??) gives % = ﬁ g. Substituting R(q) = A¢*~! from Assumption (6) into the supplier
first order condition in equation (26) gives one equation in N and ¢. The digital market clearing

condition in equation (25) gives second equation in N and ¢. Solving these two equations, gives

the value of N (0) in terms of z(0) and leads to the second condition in the proposition.
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