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Digitization, Privacy, and Fairness 
 
Summary 
 
This session will cover the economics of privacy protection and antidiscrimination law in the digital age. 
Technological change has dramatically lowered the costs of rapid and large-scale collection, distribution, 
combination, and analysis of data on individuals. This data explosion can provide tremendous welfare 
improvements, but it can also increase individuals’ risks of having their private information revealed to 
outsiders or of suffering discrimination related to membership in a protected group. We will examine 
ways in which digitization changes underlying privacy and discrimination risks that individuals face, as well 
as the economic effects of regulation governing privacy and discrimination, and new challenges for 
rulemaking and enforcement in the digital age. Our focus will be on economic issues and approaches, but 
we will also discuss evolving features of the legal and technical context.   
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