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Abstract

Can misperceptions of what constitutes a fair process lead to unfair decisions? Previous
research on the law of small numbers and the gambler’s fallacy suggests that many people
view sequential streaks of 0’s or 1’s as unlikely to occur even though such streaks often occur
by chance. We hypothesize that the gambler’s fallacy leads agents to engage in negatively
autocorrelated decision-making. We document negatively autocorrelated decisions in three high-
stakes contexts: refugee asylum courts, loan application review, and baseball umpire calls. This
negative autocorrelation is stronger among more moderate and less experienced decision-makers,
following longer streaks of decisions in one direction, and when agents face weaker incentives for
accuracy. We show that the negative autocorrelation in decision-making is unlikely to be driven
by potential alternative explanations such as sequential contrast effects, quotas, or preferences
to treat two teams fairly.
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1 Introduction

Research on the “law of small numbers” and the “gambler’s fallacy” has well documented the tendency
of people to overestimate the likelihood that a short sequence will resemble the general population
(Tversky and Kahneman, 1971, 1974; Rabin, 2002; Rabin and Vayanos, 2010). For example, people
may believe that a sequence of coin flips such as “01010” is more likely to occur than “00001” even
though each sequence occurs with equal probability. Similarly, people may expect flips of a fair
coin to generate high rates of alternation between 0’s and 1’s even though streaks of 0’s or 1’s often
occur by chance. This misperception of random i.i.d. processes leads to errors in predictions: after
observing one or more heads, the gambler feels that the fairness of the coin makes the next coin flip
more likely to be tails.

Many of the existing empirical studies of the gambler’s fallacy examines predictions in labora-
tory settings or betting errors in gambling markets (e.g. Benjamin, Moore, and Rabin, 2013; Ayton
and Fischer, 2004; Croson and Sundali, 2005). In this paper, we show that the gambler’s fallacy
can bias high-stakes decision-making in real-world or field settings. Decision-makers such as judges,
loan officers, umpires, HR interviewers, or auditors often make sequences of decisions under sub-
stantial uncertainty. We hypothesize that the gambler’s fallacy leads agents to engage in negatively
autocorrelated decision-making.

Our focus on decision-making differs from previous research on predictions because decisions
can be made using both predictions about the quality of the next case as well as investigation of
each case’s merits. In fact, if the ordering of cases is random and decisions are made only based
upon case merits, an agent’s decision on the previous case should not predict the agent’s decision
on the next case, after controlling for base rates of affirmative decisions. However, a decision-maker
who misperceives random processes may approach the next decision with a prior belief that the
case is likely to be a 0 if she deemed the previous case to be a 1, and vice versa. This prior stems
from the mistaken view that streaks of 0’s and 1’s are unlikely to occur by chance. Assuming
that decisions made under uncertainty are at least partly influenced by the agent’s priors, these
priors will then lead to negatively autocorrelated decisions. Similarly, a decision-maker who fully
understands random processes may still engage in negatively autocorrelated decision-making if she

is being evaluated by others, such as promotion committees or voters, who suffer from the gambler’s



fallacy.

We test our hypothesis in three high-stakes settings: refugee court asylum decisions in the
US, a field experiment by Cole, Kanz, and Klapper (2013) in which experienced loan officers in
India review real small-business loan applications in an experimentally controlled environment, and
umpire calls of pitches in Major League Baseball games. In each setting, we show that the ordering
of case quality is likely to be conditionally random. However, decisions are significantly negatively
autocorrelated. We estimate that a significant percentage of decisions, more than 5 percent in
some samples, are reversed due to the gambler’s fallacy. We use the three settings to show that
decision-making under the gambler’s fallacy occurs in a wide variety of contexts and also because
each setting offers unique benefits and limitations in terms of data analysis.

First, we test whether asylum judges are more likely to deny asylum after granting asylum to
the previous applicant. The asylum courts setting offers administrative data on high frequency ju-
dicial decisions with very high stakes for the asylum applicants — judge decisions determine whether
refugees seeking asylum will be deported from the US. The setting is also convenient because cases
filed within each court (usually a city) are randomly assigned to judges within the court and judges
decide on the queue of cases in a first-in-first-out fashion. By controlling for the recent approval
rates of other judges in the same court, we are able to control for time-variation in court-level case
quality to ensure that our findings are not generated spuriously by time variation in case quality. A
limitation of the asylum court data is that we cannot discern whether any individual decision is cor-
rect given the case merits. However, we can estimate that up to two percent of decisions are reversed
due to the gambler’s fallacy. This effect is significantly stronger in certain subsamples: following a
sequence of two decisions in the same direction, when judges have “moderate” grant rates close to
50% (calculated excluding the current decision), when the current and previous cases share similar
characteristics or occur close in time (which is suggestive of coarse thinking as in Mullainathan
et al., 2008). We also find that judge experience mitigates the negative autocorrelation.

Second, we test whether loan officers are more likely to deny a loan application after approving
the previous application. The field experiment offers controlled conditions in which the order of loan
files within each session is randomized by the experimenter. In addition, loan officers are randomly
assigned to one of three incentive schemes, so we can test whether strong pay-for-performance

reduces the bias in decision-making. The setting is also convenient in that we can observe true



loan quality, so we can discern loan officer mistakes. Finally, payoffs in the field experiment only
depend on accuracy. Loan officers in the experiment are told that their decisions do not affect actual
loan origination and they do not face quotas. Therefore, any negative autocorrelation in decisions
is unlikely to be driven by concerns about external perceptions, quotas, or by the desire to treat
loan applicants in a certain fashion. We find that up to 9 percent of decisions are reversed due to
the gambler’s fallacy in the flat incentive scheme among moderate decision-makers, although the
effect is significantly smaller in the stronger incentive schemes and among less moderate decision-
makers. Across all incentive schemes, the negative autocorrelation is stronger following a streak of
two approval decisions in one direction. Finally, education, age, experience, and a longer period of
time spent reviewing the current loan application reduces the negative autocorrelation in decisions.

Third, we test whether baseball umpires are more likely to call the current pitch a ball after
calling the previous pitch a strike. An advantage of the baseball umpire data is that it includes
precise measures of the trajectory and location of each pitch. Thus, while pitches may not be
randomly ordered over time, we can control for each pitch’s true location and measure whether
mistakes in calls conditional on a pitch’s true location is negatively predicted by the previous call.
We find that umpires are 1.5 percentage points less likely to call a pitch a strike if the previous pitch
was called a strike. This effect doubles when the current pitch is close to the edge of the strike zone
(so it is a less obvious call) and following two previous calls in the same direction. We also show
that any endogenous changes in pitch location over time are likely to be biases against our findings.

A potential interpretation issue that is specific to the baseball setting is that umpires may also
have a preference to be equally nice or "fair" to two opposing teams. Such a desire is unlikely to
drive behavior in the asylum judge and loan officers settings because the decision-makers review
sequences of independent cases which are not part of teams. However, a preference to be equally
nice to two opposing teams may lead to negative autocorrelation of umpire calls within a baseball
inning. After calling a marginal or difficult-to-call pitch a strike, the umpire may choose to balance
his calls by calling the next pitch a ball. We show that such preferences are unlikely to drive
our estimates for baseball umpires. We find that the negative autocorrelation remains equally
strong or stronger when the previous call was obvious (i.e. far from the strike zone boundary) and
correct. In these cases, the umpire is less likely to feel guilt about making a particular call because

the umpire probably could not have called the pitch any other way. Nevertheless, we find strong



negative autocorrelation following these obvious and/or correct calls, suggesting that a desire to
undo marginal calls or mistakes is not the sole driver of our results.

Overall, we show that misperceptions of what constitutes a fair process and the desire to make
correct calls can perversely lead to unfair decisions. Consistent with previous evidence showing that
inexperience magnifies cognitive biases (Krosnick and Kinder, 1990; Chen and Berdejo, 2013), we
find that education, experience, and strong incentives for accuracy can reduce biases in decisions
caused by the gambler’s fallacy. Our research also contributes the sizable psychology literature using
vignette studies with small samples of judges that suggest unconscious heuristics (e.g., anchoring,
status quo bias, availability) can play a large role in judicial decision-making (e.g. Guthrie et al.,
2000).

We also consider potential alternative/complementary explanations. The first is sequential con-
trast effects (SCE), in which decision-makers perceive new information in contrast to what preceded
it. Bhargava and Fisman (2012) find that subjects in a speed dating setting are more likely to reject
the next candidate for a date if the previous candidate was very attractive. Under SCE, agents have
a quality bar that moves following recent exposure to very high or low quality cases. We believe
that SCE can be an important determinant of decision-making. However, we present a number of
tests showing that SCE are unlikely to be a major driver of negatively autocorrelated decisions in
our three empirical settings. In both the asylum court and loan approval settings, we find that an
agent is not more likely to reject the current case if she approved a previous case that was very high
in quality after conditioning on the previous decision. In the context of baseball pitches, there is
an objective quality bar (the official strike zone) that should not move depending on the quality of
the previous pitch.

A second potential alternative explanation is that agents face quotas for the number of affirmative
decisions, which could also lead to negative autocorrelation in decisions. In all three of our empirical
settings, agents do not face explicit quotas. For example, loan officers in the field experiment are
only paid based upon accuracy and their decisions do not affect loan origination. However, one
may be concerned about self-imposed quotas. For example, an asylum judge may wish to avoid
granting asylum to too many applicants. We show that quotas are unlikely to explain our results by
controlling for the fraction of the previous five or even two decisions that were decided in a certain

direction. We find that, conditional on this fraction, extreme recency in the form of the previous



single decision still negatively predicts the next decision.

The next two potential explanations are closely related our gambler’s fallacy hypothesis. Instead
of attempting to rule them out, we present them as possible variants of our main hypothesis. The
first is that the decision-maker is rational, but cares about the opinions of others, such as promotion
committees or voters, who are fooled by randomness. These rational decision-makers will choose
to make negatively-autocorrelated decisions in order to avoid the appearance of being too lenient
or too harsh. We believe that concerns about external perceptions could be an important driver
of decisions. However, they are unlikely to drive the results in the context of loan approval, which
is an experimental setting where monetary payouts depend only on accuracy and the ordering of
decisions and their associated accuracy is never reported to an outside party. The second related
explanation is that agents may prefer to alternate being "mean" and "nice" over short time horizons.
We cannot rule out this preference for mixing entirely. However, the desire to avoid being mean two
times in a row, holding the overall fraction of negative decisions constant, could originate from the
gambler’s fallacy. A decision-maker who desires to be fair may over-infer that she is becoming too
harsh and negative from a short sequence of “mean” decisions. Moreover, a preference to alternate
mean and nice is again unlikely to drive behavior in the loan approval setting where loan officer
decisions in the experiment know that they do not affect real loan origination (so there is no sense
of being mean or nice to loan applicants).

Our paper builds upon the large body of work studying predictions under the gamblers fallacy.!
Our focus on decisions highlights how the gambler’s fallacy interacts with decision-making under
uncertainty. Decisions differ from predictions in that decisions are based upon both prior beliefs

(which can be biased by misperceptions of random processes) as well as information attained from

Misperceptions of random processes can also lead to a related behavioral bias: the hot hand fallacy (Gilovich
et al., 1985). In the hot hand fallacy, the agent is unsure of the mean of the population from which each observation is
drawn or believes that the mean can be time varying. The agent holds an initial prior belief regarding the population
mean. After observing a sequence of 1’s (or 0’s), the agent reasons that this sequence was unlikely to occur under
the initial prior belief of the mean, and over-infers that the mean must be higher (lower) than initially expected, and
therefore expects the streak to continue. For example, sports fans may be unsure of a basketball player’s skill on a
particular day. After observing a streak of shots, fans may overinfer that the basketball player’s skill on that day is
higher than initially expected, and expect him to make the next shot. Of course, players may indeed become hot;
the hot hand fallacy refers to the overinference of skill from observations of streaks. The key differences between the
hot hand and the gambler’s fallacies are (1) the hot hand fallacy is more likely to occur when the agent is uncertain
about the population mean, and (2) the hot hand fallacy only occurs after observing a longer streak of at least two
draws while the gambler’s fallacy can lead agents to expect reversals after a single draw (under the reasoning that
another similar draw would lead to a streak, which is unlikely to occur). In unreported tests, we do not find strong
evidence of the hot hand fallacy affecting decisions in our data.



reviewing the merits of each case. This implies that greater effort on the part of the decision-maker
or better availability of information regarding the merits of the current case can reduce errors in
decisions even if the decision-maker continues to suffer from the gambler’s fallacy when forming

predictions.

2 Model

To motivate why the gambler’s fallacy may lead to negatively correlated decision-making, we present
a simple extension of the Rabin (2002) model of coarse thinking. In the Rabin model, coarse thinkers
believe that, within short sequences, black (1) and white (0) balls are drawn from an imaginary urn
of finite size without replacement. Therefore, a draw of a black ball increases the odds of the next
ball being white. As the size of the imaginary urn approaches infinity, the coarse thinker behaves
like the rational thinker. We extend the model to decision-making by assuming that before assessing
each case, agents hold a prior belief about the probability that the case will be a black ball. This
prior belief is shaped by the same mechanics as the coarse thinker’s beliefs in the Rabin model.
However, the agent also receives a noisy signal about the quality of the current case, so the agent’s

ultimate decision is a weighted average of her prior belief and the noisy signal.

2.1 Model Setup

Suppose an agent makes 0/1 decisions for a randomly ordered series of cases. The true case quality
is an i.i.d. sequence {yt}i\il where y; = {0,1}, P(y: = 1) =a € (0,1), and y; L y—1 Vt.

The agent’s prior about the current case is
_ t—1
P =P (yt =1 {yr}T:1> :

For simplicity, we assume that the decision-maker believes the true case quality for all cases prior
to t is equal to the decision made (e.g. if the agent decided the ball was black, she believes it is
black).

The agent also observes a signal about current case quality Sy € {0,1} which is accurate with

probability p and uninformative with probability 1 — u. By Bayes Rule, the agent’s belief after



observing S; is
(1St + (1 — p)a] P,
@

P (yt =15, {yT}tT—:ll) _

The agent then imposes a threshold decision rule and makes a decision D; € {0,1} such that

D, —1 { 1S + (1a— DTS X} .

We then compare the prior beliefs and decisions of a rational agent to those of a coarse thinker.

The rational agent understands that the y; are i.i.d. Therefore, her priors are independent of history:
PE=P (g =11{p}h) =Pl =1) =a.
By Bayes Rule, the rational agent’s belief after observing S; is

Py=118="1{sH2) = uSi+(1-pa.

It is straightforward to see that the rational agent’s decision on the current case should be uncor-
related with her decisions in previous cases, conditional on «.

In contrast, the coarse thinker believes that for rounds 1, 4, 7, ... cases are drawn from an urn
containing N cases, aN of which are 1’s (and the remainder are 0’s). For rounds 2, 5, 8, ... cases
are drawn from an urn containing N — 1 cases, alN — 31 of which are 1’s. Finally, for rounds
3, 6,9, ... cases are drawn from an urn containing N — 2 cases, aN — y;_1 — y;_o of which are
1’s. The degree of coarse-thinking is indexed by N € N and we assume N > 6. As N — oo, the

coarse-thinker behaves likes the rational thinker.

2.2 Model Predictions

The simple model generates the following testable predictions for coarse thinkers. For derivations,

we refer the reader to Rabin (2002).
1. Decisions will be negatively autocorrelated.

2. “Moderate” decision-makers, defined as those with « close to 0.5, will make more uncondition-

ally negatively autocorrelated decisions than extreme decision-makers, defined as those with



o close to 0 or 1.

3. The negative autocorrelation will be stronger following a streak of two or more decisions in

the same direction.

4. The negative autocorrelation in decisions is stronger when the signal about the quality of the

current case is less informative.

3 Empirical Framework

In this section, we describe the general empirical framework we will use across the three empirical
contexts. In later sections when we describe each empirical setting in detail, we will discuss how

the empirical specifications are customized to fit the unique needs of each setting.

3.1 Baseline

Our baseline specification tests whether the current decision is negatively correlated with the lagged
decision:

Yit = Bo + B1Yii—1 + Controls + €.

Y;: represents binary decisions by decision-maker ¢ ordered by ¢ over time. (1 measures the change
in the probability of making an affirmative decision if the previous decision was an affirmative rather
than a negative. If the ordering of cases is conditionally random, then 81 < 0 is evidence in favor
of the gambler’s fallacy affecting decisions. While in some empirical settings, we cannot determine
whether any particular decision was a mistake, we can use 1 to estimate fraction of decisions
that are reversed due to the gambler’s fallacy: 281a (1 — a), where a represents the base rate of
affirmative decisions in the data.?

Even if the ordering of cases is random within each decision-maker, we face the problem that our

estimate of $; may be biased upward when it is estimated using panel data with heterogeneity across

2Ignore the control variables for simplicity and consider the regression Yi; = fo+81Yi—14€i. Leta=P (Y =1) =
Bo/ (1 — B1) be the base rate of affirmatives in the data. Suppose that absent the gambler’s fallacy, the average
approval rate would still equal a. If the previous decision was a negative, then the gambler’s fallacy causes the current
decision to be too likely to be an affirmative by the amount (8o — a). If the previous decision was an affirmative, then
the current decision is not likely enough to be an affirmative by the amount (a — (8o + 81)). Therefore, the fraction
of decisions that are reversed due to the gamblers fallacy is (8o — a)- P (Yit—1 = 0)+(a — (Bo + 51))- P (Yip—1 =1) =
261a (1 — a).



decision-makers. The tendency of each decision-maker to be positive could be a fixed characteristic
or slowly changing over time. This tendency to be positive can be thought of as a decision-maker
specific « in the model which could also be slowly time varying. If we do not control for heterogeneity
in « across decision-makers (and possibly within decision-makers over time), that would lead to
upward bias for 81 (a bias against us). This occurs because the previous decision and the current
decision will both be positively correlated with the unobserved tendency to be positive.

We cannot control for o using decision-maker fixed effects. Within a finite panel, controlling for
the mean within each panel leads to negative correlation between any two decisions by the same
decision-maker. This biases toward 51 < 0. Instead, we control for a moving average of the previous
n decisions made by each decision-maker, not including the current decision. This tests whether
the decision-maker reacts more to the most recent decision, controlling for the average grant rate
among a recent set of decisions. In some tests, we also control for the decision-maker’s average Y
in settings other than the current setting (e.g. in other experimental sessions for the loan officers).
Finally, we cluster standard errors by decision-maker or decision-makerxsession as noted in later
sections.

A second important reason we include control variables is that the sequence of cases considered in
not necessarily randomly ordered within each decision-maker. To attribute 81 < 0 to the gambler’s
fallacy, it must be true that the underlying quality of the sequence of cases considered, conditional
on the set of controls, is not itself negatively autocorrelated. In the next sections, we discuss for
each empirical setting why the sequences of cases are likely to be conditionally random. While
we will present specific solutions in later sections, note that most types of non-random ordering in
case quality correspond to persistent positive autocorrelation (e.g. trends in refugee quality) which

would bias against findings of negative autocorrelation in decisions.

3.2 Streaks

We also test whether agents are more likely to reverse decisions following a streak of two or more

decisions in the same direction. Specifically, we estimate

Yie = Bo+ B1I(1,1) + 21(0,1) + B3I(1,0) 4 Controls + €.



Here, I(Y;¢—2,Y;+—1) is an indicator representing the two previous decisions. All 5’s measure be-
havior relative to the omitted group 7(0,0), in which the decision-maker has decided negatively
two-in-a-row. A basic prediction of the gambler’s fallacy model is that 81 < P2 < 0 and that
B1 < B3 < 0. 3All controls are as described in the baseline specification. However, we restrict our

sample so that the current decision and as well as the two most recent decisions are consecutive.

4 Asylum Judges

4.1 Asylum Judges: Data Description and Institutional Context

The United States offers asylum to foreign nationals who can (1) prove that they have a well-
founded fear of persecution in their own countries, and (2) that their race, religion, nationality,
political opinions, or membership in a particular social group is one central reason for the threatened
persecution. Decisions to grant or deny asylum have potentially very high stakes for the asylum
applicants. An applicant for asylum reasonably fears imprisonment, torture, or death if forced to
return to her home country. For a more detailed description of the asylum adjudication process in
the US, we refer the interested reader to Ramji-Nogales et al. (2007).

We use administrative data on US refugee asylum cases considered in immigration courts from
1985 to 2013. Judges in immigration courts hear two types of cases: affirmative cases in which the
applicant seeks asylum on her own initiative and defensive cases in which the applicant applies for
asylum after being apprehended by the Department of Homeland Security (DHS). Defensive cases
are referred directly to the immigration courts while affirmative cases pass a first round of review
by asylum officers in the lower level Asylum Offices. The court proceeding at the immigration court
level is adversarial and typically lasts several hours. Asylum seekers may be represented by an
attorney at their own expense. A DHS attorney cross-examines the asylum applicant and argues
before the judge that asylum is not warranted. Those that are denied asylum are ordered deported.
Decisions to grant or deny asylum made by judges at the immigration court level are typically
binding, although applicants may further appeal to the Board of Immigration Appeals.

Our baseline tests explore whether judges are less likely to grant asylum after granting asylum

3Under a strict interpretation of the Rabin (2002) coarse thinking model, we would also predict that 52 < s,
i.e. that extreme recency matters. In the model, this prediction requires assumptions regarding the probability that
agents believe that the current case is the 1st, 2nd, or 3rd draw from the urn.
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in the previous case. To attribute negative autocorrelation in decisions to the gambler’s fallacy, we
need to show that the underlying quality of the sequence of cases considered by each judge is not
itself negatively autocorrelated. Several unique features of the immigration court process help us
address this concern. Each immigration court covers a geographic region. Cases considered within
each court are randomly assigned to the judges associated with the court (on average, there are
eight judges per court). The judges then review the queue of cases following a “first-in-first-out”
rule. In other words, judges do not exercise discretion in the order in which they review and decide
on cases.*

Thus, any time variation in case quality (e.g. a surge in refugees from a hot conflict zone) should
originate at the court-level. This variation in case quality is likely to be positively autocorrelated
on a case-by-case level (later empirical tests support this claim). We also directly control for time-
variation in court-level case quality using the recent approval rates of other judges in the same
court.

Judges have a high degree of discretion in deciding case outcomes. They face no explicit or
formally recommended quotas with respect to the grant rate for asylum. They are subject to the
supervision of the Attorney General, but otherwise exercise independent judgment and discretion
in considering and determining the cases before them. The lack of quotas and oversight is further
evidenced by the wide disparities in grant rates among judges associated with the same immigration
court (Ramji-Nogales et al., 2007).% Judges are attorneys appointed by the Attorney General as
administrative judges. In our own data collection of immigration judge biographies, many judges
previously worked as immigration lawyers or at the Immigration and Naturalization Service (INS)
for some time before they were appointed. Judges typically serve until retirement. Their base
salaries are set by a federal pay scale and locality pay is capped at Level III of the Executive
Schedule. In 2014, that rate is $167,000. Based upon conversations with the President of the
National Association of Immigration Judges, no bonuses are granted.

Our data comes from the Transactional Records Access Clearinghouse (TRAC). We exclude non-

4Exceptions to the first-in-first-out rule occur when applicants are heard multiple times, file applications on
additional issues, get delays, or have closures made other than grant or deny (e.g. the applicant doesn’t show up,
withdraws, and an "other" category covering miscellaneous rare scenarios). We assume that these violations of
first-in-first-out, which are likely driven by applicant behaviors, are uncorrelated with the judge’s previous decision.

SFor example, within the same four year time period in the court of New York, two judges granted asylum to
fewer than 10% of the cases considered while three other judges granted asylum to over 80% of cases considered.
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asylum related immigration decisions and focus on applications for asylum, asylum-withholding, or
withholding-convention against torture. When an individual has multiple decisions on the same day
on these three applications, we focus on one decision in the order listed above because the asylum
decision applies to the asylum-withholding and withholding-convention against torture decisions
and most individuals have all applications on the same day denied or granted. We merge this
data with judicial biographies that we augmented. We exclude family members except the lead
family member because in almost all cases, all family members are either granted or denied asylum
together.

We also restrict our sample to decisions with known time ordering within day or across days
and whose immediately prior decision by the judge is on the same day or previous day or over the
weekend if it is a Monday decision. Finally, we restrict the sample to judges who have reviewed
a minimum of 100 cases for a given court and courts with a minimum of 1000 cases in the data.
Applying these exclusions restricts the sample to 150,357 decisions, covering 357 judges across 45

court houses.

Table 1
Asylum Judges: Summary Statistics
Mean Median S.D.

Number of judges 357
Number of courts 45
Years since appointment 8.41 8 6.06
Daily caseload of judge 1.89 2 0.84
Family size 1.21 1 0.64
Grant indicator 0.29
Non-extreme indicator 0.54
Moderate indicator 0.25
Lawyer indicator 0.939
Defensive indicator 0.437
Morning indicator 0.47
Lunchtime indicator 0.38
Afternoon indicator 0.15

Table 1 summarizes our sample. Judges have long tenures, with a median of 8 years of experience.
For data on tenure, we only have biographical data on 323 of the 357 judges, accounting for 142,699
decisions. The average caseload of a judge is 1.89 asylum cases per day. The average grant rate
is 0.29. 94% of cases had a lawyer representing the applicant, and 44% were defensive cases, i.e.

initiated by the government. The average family size is 1.21. 47% of hearings occurred in the
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morning between 8 AM and 12 PM, 38% occurred during lunch time between 12 PM and 2 PM,
and 15% occurred in the afternoon from 2 PM to 8 PM. We mark the clock time according to the
time that a hearing session opened.

In later analysis, we show that the negative autocorrelation in judge decisions is driven by mod-
erate judge observations, defined as those with grant rates for a given nationality-defensive category
closer to 0.5 (calculated excluding the current observation). Note that the designation of moderate
is not meant to imply that moderate judges are more reasonable or accurate in their decisions.
Rather, the theory predicts that moderate decision makers should make more unconditionally nega-
tive decisions. Further, extreme decision makers who deny or grant asylum to all applicants within
a category may believe that they hold very precise signals regarding whether a particular asylum
applicant is worthy of asylum and therefore may rely less on prior beliefs that are biased by the
gambler’s fallacy. The non-extreme indicator tags decisions for which the average grant rate for
the judge for that nationality-defensive category, calculated excluding the current observation, is
between the 0.2 and 0.8. The moderate indicator tags decisions for which the average grant rate
for the judge for that nationality-defensive category, calculated excluding the current observation,

is between the 0.3 and 0.7.

4.2 Asylum Judges: Empirical Specification Details

Observations are at the judge x case order level. Yj; is an indicator for whether asylum is granted.
Cases are ordered within day and across days. Our sample includes observations in which the lagged
case was viewed in the same day or the previous workday (e.g. we include the observation if the
current case is viewed on Monday and the lagged case was viewed on Friday). Observations in
which there is a longer time gap between the current case and the lagged case are excluded from
the sample. Multiple decisions on a single applicant are treated as one decision as they tend to be
all "grants" or all "denies". Multiple family members are treated as one case for the same reason.
Following Ramji-Nogales et al. (2007), we infer shared family status if cases share a hearing date,
nationality, court, judge, decision, representation status, and case type (affirmative or defensive).
Because our data contains some fields previously unavailable in the Ramji-Nogales et al. data, we

also require family members to have the same lawyer identity code and to be heard during the same
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or consecutive hearing start time.5

Control variables in the regressions include, unless otherwise noted, a set of dummies for the
number of affirmative decisions over the past 5 decisions (excluding the current decision) of the
judge. This controls for recent trends in grants, case quality, or judge mood. We also include
a set of dummies for the number of affirmative decisions over the past 5 decisions across other
judges (excluding the current judge) in the same court. This controls for recent trends in grants,
case quality, or court mood. To control for longer term trends in judge- and court-specific grant
rates, we control for the judge’s average grant rate for the relevant nationality x defensive category,
calculated excluding the current observation. We also control for the court’s average grant rate for
the relevant nationality x defensive category, calculated excluding the judge associated with the
current observation. As noted previously, we don’t include judge FE because that automatically
induces negative correlation between Yj; and Y; ;1. Finally, we control for the characteristics of the
current case: presence of lawyer representation indicator, family size, nationality x defensive fixed
effects, and time of day fixed effects (morning / lunchtime / afternoon). The inclusion of time of day
fixed effects is designed to control for other factors such as hunger or fatigue which may influence

judicial decision-making (as shown in the setting of parole judges by Danziger et al., 2011).

4.3 Asylum Judges: Results

In Table 2, Column 1, we present results for the full sample of case decisions and find that judges are
0.5 percentage points less likely to grant asylum to the current applicant if the previous decision was
an approve rather than a deny. In the remaining columns, we focus on cumulative subsamples in
which the magnitude of the negative autocorrelation increases substantially. First, the asylum judges

data cover a large number of judges who tend grant or deny asylum to almost all applicants from a

5A potential concern with inferring that two cases belong to the same family case using the criteria above is that
family members must have, among the many other similarities, similar decision status. Therefore, sequential cases
inferred to belong to different families will tend to have different decisions. This may lead to spurious measures of
negative autocorrelation in decisions that is caused by error in the inference of families. We address this concern in
two ways. First, we are much more conservative in assigning cases to families than Ramji-Nogales et al. (2007). In
addition to their criteria, we also require family members to have the same identity for their lawyer and the same
or consecutive hearing start time. This will lead to under-inference of families if some family members are seen
during non-consecutive clock times or the data fails to record lawyer identity, both of which can occur in the data
according to conversations with TRAC data representatives. Since family members tend to have the same decision,
under-inference of families should lead to biases against our findings of negative autocorrelation in decisions. Second,
we find evidence of significant negative autocorrelation when the current and previous case do not correspond to the
same nationality. This type of negative autocorrelation cannot be generated by errors in the inference of families
because family members will almost always have the same nationality.
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certain nationalities. We do not claim in this paper that these more extreme judges are necessarily
making incorrect decisions. However, these judges may exhibit less negative autocorrelation in
their decisions because they believe they receive very precise signals regarding case quality, e.g.
nationality X is never worthy of asylum. In Column 2, we restrict the sample to non-extreme
judge observations (the average grant rate for the judge for that nationality-defensive category,
calculated excluding the current observation, is between the 0.2 and 0.8). The extent of negative
autocorrelation doubles to 1.1 percentage points. In unreported results, we find that autocorrelation
in decisions among the omitted extreme judge observations sample is insignificant and close to zero.
In Column 3, we restrict the sample to cases that follow another case on the same day. We find
stronger negative autocorrelation within same-day cases and in unreported reports find near zero
autocorrelation among sequential cases evaluated on different days. Column 4 restricts the sample
to cases in which the current and previous case have the same defensive status, i.e. both defensive or
both affirmative. The negative autocorrelation increases to 3.3 percentage points (among sequential
cases with different defensive status, we again find close to zero autocorrelation). Finally, Column 5
tests whether decisions are more likely to be reversed following streaks of previous decisions. After a
streak of two grants, judges are 5.5 percentage points less likely to grant asylum relative to decisions
following a streak of two denials. Following a deny then grant decision, judges are 3.7 percentage
points less likely to grant relative to decisions following a streak of two denials. Finally behavior
following a grant then deny decision is insignificantly different from behavior following a streak of
two denials.

Overall, we find evidence of significant negative autocorrelation in judge decisions. This negative
autocorrelation is stronger among less extreme judges, when the current and previous case are less
separated by time (occur in the same day), are more similar in terms of salient/defining charac-
teristics (same defensive status), and following streaks of decisions in the same direction. These
magnitudes are economically significant. For example, using the largest point estimate following a
streak of two grant decisions: a 5.5 percentage point decline in the approval rate represents a 19%
reduction in the probability of approval relative to the base rate of approval of 29 percent. Using
the estimate in Column 4 within the sample of non-extreme, same-day, same defensive cases, the
coefficient implies that approximately 1.5% of all decisions would have been reversed absent the

gambler’s fallacy.
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Table 2

Asylum Judges: Baseline Results
This table tests whether the decision to grant asylum to the current applicant is related to the

decision to grant asylum to the previous applicant. Observations are at the judge x case level.
Observations are restricted to decisions that occurred within one day or weekend after the previous
decision. Column 2 excludes extreme judge observations (the average grant rate for the judge for the
nationality-defensive category of the current case, calculated excluding the current observation, is
between 0.2 and 0.8). Column 3 further restricts the sample to decisions that follow another decision
on the same day. Column 4 further restricts the sample to decisions in which the current and previous
case have the same defensive status (both defensive or both affirmative). Column 5 tests how judges
react to streaks in past decisions. Lag grant-grant is an indicator for whether the judge approved the
two most recent asylum applicants. Lag deny-grant is an indicator for whether the judge granted
the most recent applicant and denied the applicant before that. Lag grant-deny is an indicator
for whether the judge denied the most recent applicant and granted the applicant before that.
The omitted category is Lag deny-deny. All specifications include the following controls: indicator
variables for the number of grants out of the judge’s previous 5 decisions (excluding the current
decision); indicator variables for the number of grants within the 5 most recent cases in the same
court, excluding those of the judge corresponding to the current observation; the judge’s average
grant rate for the relevant nationality x defensive category (excluding the current observation); the
court’s average grant rate for the relevant nationality x defensive category (excluding the current
judge); presence of lawyer representation indicator; family size; nationality x defensive fixed effects,
and time of day fixed effects (morning / lunchtime / afternoon). Standard errors are clustered by
judge. *, ** and *** indicate significance at the 10%, 5%, and 1% levels, respectively.

Grant Asylum Dummy

(1) (2) (3) (4) (5)

Lag grant -0.00544* -0.0108*** -0.0155** -0.0326***
(0.00308) (0.00413) (0.00631) (0.00773)

Lag grant - grant -0.0549***
(0.0148)

Lag deny - grant -0.0367**
(0.0171)

Lag grant - deny -0.00804
(0.0157)

Exclude extreme judges No Yes Yes Yes Yes

Same day cases No No Yes Yes Yes

Same defensive cases No No No Yes Yes

N 150357 80733 36389 23990 10652

R? 0.374 0.207 0.223 0.228 0.269

Table 3 explores additional heterogeneity. In this and subsequent tables, we restrict our analysis
to the sample defined in Column 3 of Table 2, i.e. observations for which the current and previous
case were decided by non-extreme judges on same day and had the same defensive status. Column 1
shows that the reduction in the probability of approval following a previous grant is 4.2 percentage

points greater when the previous decision corresponds to an application with the same nationality
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as the current applicant. While there is significant negative autocorrelation when sequential cases
correspond to different applicant nationalities, the negative autocorrelation is three times larger
when the two cases correspond to the same applicant nationality. This suggests that the gambler’s
fallacy may be tied to saliency and coarse thinking. Judges are more likely to engage in negatively
autocorrelated decision-making when the previous case considered occurred close in time with the
current case (as shown in the previous table) or was similar in terms of characteristics, i.e. nationality
of the applicant or defensive status.

In the previous table, we found that non-extreme judges (those with grant rates, calculated
excluding the current decision, between 20 and 80 percent) drove the bulk of the negative autocor-
relation in decisions. In Column 2, we