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INTRODUCTION

This little book grew out of an investigation
into the history of interest rates and security prices
in the United States since January, 1857. In han-
dling the various series of monthly data prepared
during that investigation, the problem arose of
how comparisons between the series should be
made. The relations between the different monthly
series might have been analyzed by many statis-
tical methods. We chose one of the simplest. We
“smoothed’” each data series in such a manner that
relations between the larger ' movements ot the

! The object of smoothing the series included in the stndy of
interest rates and security prices was to compare the “cychieal” move-
ments of the various sertes. We wished to eliminate the multitude
of minor movements, as we felt that their presence would obscure
the picture of the major movements. For the discussion of the minor
movements we relied primanly upon the raw data. However, for
purposes other than ours, the investigator mght wish to smooth his
material in such a manner as to eliminate seasonal fluctuations and
at the same time preserve not only the larger but most of the smuller
movements of the data. The handling of such a problem is illus-
trated and discussed in Appendix L

Any graduation of economie time series must, ahmost mevitably,
be for a particular purpose only. The graduations presented in the
study of interest rates and security prices are intended to snpplement
the data. They are not intended to replace the data. In this, they
differ from adjustments made on physical observations in order to
chinnate errors of measnrerment. They also differ from graduations
which are intended to estimate the “universe” from a sample. The
graduation of a mortality table is of this latter type.
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18 THE SMOOTHING OF TIME SERIES

various series becaime mumediately apparent whep
the smooth curves were pl(ﬂ(’(l on a chart. The
particular method ()’r.snmorh.mg or “gl‘:ldl}:ltl()z{’
which we used. elimmates from each serjeg not
only minor erratic movements bur also month]y
seasonal luctuations. The resulting smooth cyryes
will appear in the study of interest rates and secyr.
ity prices.

A brief chapter on the problem of snmot'hing was
prepared for inclusion in that study. It covered
little more than a description of the methods aety.
ally used. The manuscript was read by u fey fel-
l()\{' SEALISTICIANS. SO MANY  qUestions were then
asked that the chapter was expanded. More qjues-
tions were asked. Further expansion followed.
What was originally designed as little more than
a memorandum on a particular method grew Into
a rather general treatment of the whole problem
of smoothing. It soon became apparent that a
really simple treatment of even the elements of
the subject required more space than a short chap-
ter. As a long chapter on smoothing seemed some-
what of a digression, if included in an Investiga-
tion of the history of interest rares and security
prices, the National Bureau of Fconomic Research
decided to publish this study separately,

An attempt has been made to present this mntri-
cate problem in as simple a manner as possible.
This introduction is intended for the reader who
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wants merely a brief description of the nature of
the smoothing process accompanied by some illus-
trations of a few simple graduations and directions
tor computing them. The more systematic discus-
sion 1s contained in the body of the book.

A smooth curve may be described as one which
does not change its slope in a sudden or erratic
manner." Smooth curves are not necessarily repre-
sentable by simple mathematical equations. Indeed
the expression, in its narrower sense, has often been
reserved for curves which are not so representable.
To suggest an adequate defimtion of smoothness
18 difficult. but 1t 1s still more difficult to suggest
an adequate measure. The most commonly used
mathematical measure of smoothness is based on
the smallness of the sum of the squares of the third
differences of successive points on the curve. This
criterion amounts to measuring the smoothness of
a curve by measuring how closely successive groups
of four consecutive points can be described by
second-degree parabolas.” Though such a concept
may be useful, it certainly is not entirely logical.
It implies that no curves are perfectly smooth ex-
cept straight lines and second-degree parabolas.

! The mathematician may feel that this definition of smoothness
ties up too definitely to mere second differences. However, do not the
words “sudden or erratic manner” imply more than mere second

differences ?
* Nee note 1, page §4.
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The fitting of a mathematical curve to physical
observations may be a rational operation; the
“smoothing” of economic time series 15 almost
mevitably purely empirical. A mathematical curve
fitted to observations made on bodies talling in a
vacuum may be a statement of a law; the result of
smoothing average monthly rates for Tine Money
on the New York Stock Exchange can hardly be
more than a picture of what such rates would have
been had they been unaffected by seasonal and
erratic factors. [t constitutes no law. However, in
spite ot the absence of any even hypothetically
rattonal law, smoothing or “graduation” ' seems
useful for many purposes and therefore quite
legitimate.

In the hands of a person who is thoroughly ac-
quamnted with all aspects of the data, freehand (or
French curve) smoothing would seem to have
much to recommend it. The most commonly ad-
vanced argument for freehand or graphic smooth-
ing is that it saves time. As a matter of fact, one
of the chief weaknesses of the method is the
amount of time required—if the smoothing is to
attain the object desired. If a curve be required
which shall (1) be smooth, {2) give a good fit,
and (3) eliminate seasonal fluctuations. the

" The terms smoothing and graduation are commonly thought of
15 not quite synonymous with caree fittiuy. ‘The expression curve
fitting should, perhaps, be reserved for the htting to data of a curve
representable by a mathematical cquation,
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amount of time used in correcting and recorrecting
the freehand curve often becomes prohibitive.
Moreover, most of the work must be done by the
investigator himself. It is not the type of operation
which can be delegated to a computer. Finally, the
investigator himself may easily go astray. Judg-
ment is, at best, a variable quantity. Unless the
mathematical checks are so detailed that the free-
hand fitting practically amounts to a mathematical
fitting by successive approximations, the investi-
gator may easily describe the same data by dis-
tinctly different smooth curves if he does the
fitting twice—with a month’s time between opera-
tions. Most persons are incapable of good freehand
smoothing. I do not hesitate to say, after having
worked with many hundreds of students, that any
fairly good mathematical method will, m at least
nine cases out of ten, give better results than any
method which requires much judgment.

Perhaps the best theoretical case for freehand
smoothing can be made when there are reasons for
suspecting that the underlying ideal curve is itself
not smooth. If the underlying curve have cusps
or be discontinuous, any continuous “smoothing”’
__whether mathematical or freehand—will, of
course, sormewhat obscure such characteristics. But
the freehand method can easily smooth by parts—
introducing any cusps or discontinuities which the
investigator may wish in the “smooth” curve. For
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example, quotations for Call Money Rates or Bond
Yields, before, during and after a financial panic,
might be smoothed “up the hill™ and “down the
hill” but not over the top of the hill. Ot course,
one of the dangers in such a procedure. for pur-
poses of comparison between various series. is that
different draftsmen, or even the same draftsman
at different times, will vary in their judgment as
to when “over the top of the hill” should not he
smoothed. Theoretically, frechand smoothing is
ideal. Practically, it 1s a little like the faith of a
mystic. It 1s conclusive evidence to the recipient of
the vision alone.

The simplest of purely mathematical methods
of smoothing data is to take a moving average of
the data and center that moving average. For ex-
ample, a moving average, each value of which i«
the average of seven consecutive observitions
(which are equally spaced in time), may be used
as a smoothed or theoretical value for the observa-

" Smoothing for purposes of comparing various serics with one
another is often useful even when the smoothing process has not
described both series in a completely satisfactory manner. For ex-
ample, the use of any time unit mplicitly invelves the use of one
of the crudest and least adequate of mathematical smoothing proc-
esses—the simple moving average. To compzre the annnal produc-
tion of pig iron during successive years with the annual volume of
bank clearings during the same successive vears is to compare
selected points {twelve months apart) on the rz-months moving
average of the monthly production of pig iron with corresponding
elected points on the z2-months moving average of the monthly
volume of bank clearings.
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rion which is fourth in the list of the seven used
in obtaining the particular moving average value.!
Such a method of smoothing involves only ex-
tremely easy computation. It has, however, serious
drawbacks. The resulting curve is seldom very
smooth and it will not give a perfect fit to data
except in ranges which can be adequately described
by a straight line.” FFor example, 2 simple moving
average, if applied to data whose underlying trend
is of a second-degree parabolic type, falls always
within instead of on the parabola. If applied to
data whose underlying trend is of u sinusoidal
type, it falls too low at maximum points and too
high at minimum points. When applied to such
data it cuts off tops and bottoms, usually resulting
in a decidedly poor fit.

In general, if a type of smoothing be desired
which shall, when applied to monthly data, elimi-
nate seasonal and erratic fluctuations and at the
same time give a smooth curve adequately describ-
ing the remaining cyclical and trend factors, some-
thing much more delicate than a simple 12-months

LIf a 12-months moving average of monthly data be taken, any
regular seasonal fluctuation in the data will, of course, be eliminated.
Such a 12-months average should logically be centered between the
sixth and seventh mouths. If a 2-months moving average of this
12-months meving average be taken, such average may be centered
at the seventh month.

2 Each poiut on a 12-months moving average, for example, is the

middle point of a straight line fitted to 12 observations by the method
of least squares.
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moving average must be used. The 12-months
moving average of any adequate graduation
should approximate. or be a relatively good fit to.
the 12-months moving average of the origina!
data. In other words, the smooth curve should not
itself be a 12-months moving average of the data.
but a curve whose 12-months moving average is
similar to the 12-months moving average of the
data.’

Charts IV and V illustrate this characteristic,
Chart 1V shows a set of data (ninety-seven con-
secutive months of (Call Money Rates on the
New York Stock Exchange) and two smoothings
or “graduations.” The two graduations are (1) a
12-months moving average of the original data,
and (2) a 43-term smooth curve fitted by a formula
which we have used throughout our study of inter-
est rates and security prices.® It is mmediately

" Whenever the 12-months moving average of the daty exactly
equals the corresponding 12-months moving average of the smooth
curve, the sum of 12 consecutive ordinates of the smooth curve, of
course, exactly equals the sum of 12 consecntive ordinates of the
data.

*This g3-term smooth curve js calenlated as follows: Take »
s-months moving total of j-months moving total of an 8-months
moving total of a 12-months moving toral of the data. T'o the resuits
apply the fnllowing simple weights: +7, —10, 0, o, 0,0, 0, 0, 410,
% 0,0,0,0,0, —10, 7. Divide the hnal results by 96oo. See pages
73 74, 75.

Though the above procedure may seem complicated, it can easily
be followed by any computer capable of taking a 12-months moy-
g average. It takes about three and n half times as long to coni-
pute as a simple 12-months moving average.
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apparent that the 43-term graduation is much
smoother than the 12-months moving average. The
difference in goodness of fit 1s shown in Chart
V where a 12-months moving average of the data
is compared with a 12-months moving average of
each of the graduations. The reader will notice
that the 12-months moving average of the 43-term
graduation gives a much better fit to the 12-months
moving average of the data than does the 12-
months moving average of the 12-months moving
average graduation. The 43-term graduation not
only is much smoother but gives a much better fit.

As 43 months are needed to obtain one point
on the 43-term graduation, there are necessarily 21
months at each end of the data which are not cov-
eved by the smooth curve. just as 6 months at each
end of the data are not covered by the 12-months
simple moving average. Such smoothings have to
be extended, if they are to cover the entire range
of the data. In the Call Money illustration above,
this difficulty has been overcome by using data of
the period before January 1886 and data of the
period after January 1804. In the study of interest
rates and security prices, each series was smoothed
for the entire period January 1857 to date. Exten-
sion backwards in time was accomplished by using
in each case the best data obtainable for the pre-
ceding 21 months. Forward in time, the gradua-
tions might have been mathematically extended
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without using any turther data, veal or hypotheti-
cal." However, the easiest, and generally the best,
way to extend a graduation forward in time ig
to :‘lp[)l}’ it to hypothetical extrapolated data This
method has been used i the study of interest rates
and security prices. The difficulties and dangers of
such a procedure are distincetly less than the diffi-
cultres and dangers involved in freechand or other
extrapolation of the smooth curves themselves,
The tail end of any curve has necessarily a large
probable error, and thoroughly adequate results—
which would be Tikely to check with Jater data,
when received—are generally quite improbable.
This 1s Just as true of graduations such as the
Whittaker-Henderson. which need no extrapola-
tion, as of graduations which require extrapola-
tion. Moreover, mathematical extrapolation does
not solve this difficulty.

The reader must not suppose that the particular
43-term formula emphasized in this book is pre-
sented as any final word on the subject of smooth-
mg. It is primarily a method which is adapted to
graduating monthly data in such a manner as to
eliminate seasonal and erratic fluctuations and at
the same time save all trend and the non-seasonal
cyclical swings. It is not laborious. However, if
the reader wishes to reduce the computation still

1 e N y H
For the details of the procedure to be used for such mathematical
extension of the graduarion, see pages 113, 114. 115,
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turther and yet obtain as good results as possible
under such circumstances, he may use a simpler
tormula involving fewer steps. An example of such
a formula would be: Take a 4-months moving
total of a 7-months moving total of the data. Sub-
tract a 10-months moving total of the data. Take
a 3-months moving total of a 12-months moving
total of the result. Divide by 432." T'wenty-nine
observarions are required to obtain one point on
the graduated curve. The amount of computation
is less than that mvolved in calculating the 43-
term graduation. The formula will give compara-
tively good fits to a large range of sine curves.’
It gives a comparatively good fit to our Call
Money data, as may be seen by reference to column
4 of the table in Appendix VIIL It eliminates
12-months seasonal fluctuations. It 1s a tairly good
forrnula for the investigator who wants a simple
substitute for a 2-months moving average of a 12-
months moving average. It takes little more than
twice as long to compute as such a 2-months mov-
ing average of a 12-months moving average.

This 2g-term formula falls an appreciable dis-
tance ouxfside the parabola y = x*, when applied

! This formula may also be applied as follows: Take a 14-months
moving total of the data with the following simple weights: — 1, o,
0,0 41, +1,+ 1,41, -} 1,4+ 1,0 0,0, — 1. Take a 3-months
moving total of a 3-months moving total of a 12-months moving
total of the results. Divide by 432.

2 See formula number 14 in Appendices IV, VII and VIIL
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to points on that parabola.” It the mvestigator pre-
fers a formula falling approxmmately on the parab-
ola y = x% he may use the 29-term formula de-
scribed on page 59. If he turthermore insists upon
an absolutely nrreducible minimum of labor. he
must use a formula with a poorly shiped weight
diagram. For example, a 27-term formula. which
will eliminate monthly seasonal fAuctuations, and
give adistinetly better fit and smoother graduation
than a 12-months moving average. but not as good
a fit or smooth a graduation as can be obtained
by using more complicated tormulas, may he ap-
phed as tollows: Take a 16-months moving total
of the data with the following simple weights:
T1,0,0,0, 1, tu, by b A b by g
0, 0, 7 1." Take a 12-months moving total of this
weighted 16-months moving total. Divide each of
the final results by 72.% It is seldom advisable to
use such an cxtremely simple formula.' A very
little more labor will give distinctly better results.’

! This is wsually an advantage with cyeiical data.

*The reader will, of course, note that for caleulation the middle
set of units is treated as a stimple 8-months moving total.

¢ If applied to points on the parabola y = x* the gradunation will
tail 14 of a unit inside the parabola.

* Except in the case of the measurement of average seasonal fluc-
tuations by means of operations on the deviations of the data from
a graduated curve. For that purpose it is not necessary that the
graduation be more than roughly adequate. See Appendix 1.

* For example, the nse of the following 27-term formmla: Take a
1o-months moving total of the data with the following simple
weights: — 1, 0, 0, 4 1, + L4194 1,00, — 1. Take a 7-months
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If the elimination of seasonal fluctuarions 1s of
very minor importance and it the short time fluc-
tuations of the data are not too large (when com-
pared with the amplitude of the longer time cycii-
cal fluctuations), some of the well-known third-
degree parabolic' summation formulas may be
used without introducing any large element of
erratic fluctuation.” For example, Kenchington’s
27-term formula,’ 1f applied to such a series as
Railroad Stock Prices, gives fairly good results. It
the investigator desires to follow his data some-
what more closely than Kenchington’s tormula
permits, he may use such a formula as Spencer’s

moving total of a 1z-nionths moving total of the results. Divide by
168. The resulting graduation will be distinctly smoother and the
fit better than with the slightly less laborious 27-term formula de-
scribed in the text. The graduation falls 1% outside the parabola
y = x*.
1 By a “third-degree parabola” we mean an equation of the form
y = A + Bx 4 Cx* 4 Dx?

2 Third-degree parabolic formulas always introduce some element
of error in cyclical material. See pages 49, 50.

3 A g-months moving total of a 7-months moving total of an 11-
months moving total of a 7-months moving total with the following
simple set of weights: —1, 0, 41, 1, -1, 0, —1. Result divided
by 385.

A 27-term formula which is easier to compute than Kenchington’s
and which gives appreciably closer fits to sine curves of short peri-
ods, with ahmost us close fits to sine curves of long periods, may
be applied as follows: Tuake an 11-months moving total ef the data
with the following simple weights: —1, 0, 0, +1, 41, +1, +1
-1, 0, 0, —1. Tuke an S-months moving total of a 10-months
moving total of the results. Divide by 240. The weight diagram is
only a little less smooth than Kenchington’s. When applied to the
parabola y = x* the formula gives a carve falling 14 inside.
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21-term formula.’” However, the Spencer 21-term
formula is very poorly adapted to smoothing such
a series as Call Money Rates, where there is a large
seasonal fluctuation and where the short-time fluc-
tuations are large when compared with the cyclical
fluctuations.

The advantages and disadvantages of the 43-
term formula emphasized in this book and of a
number of other methods of fitting are discussed
m the text. For certain particular types of prob-
lem, the Whittaker-Henderson method of gradua-
tion, when judiciously used, is almost jdeal. The
Henderson method of computing this smooth curve
is one of the most elegant contributions which have
ever been made to the literature of the subject.

' See pages 51, §2, §3.

"






