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Analysis of Interstate Income Differentials:
Theory and Practice

FRANK A. HANNA, DUKE UNIVERSITY

The use of state boundaries for the geographic classification of eco-
nomic data is deeply imbedded in the history and political institu-
tions of the United States. The constitutional provision for a decen-
nial census requires an enumeration of the population in each of
the several states. The Constitution also provides that sovereignty
resides in the states, and each of the states has developed a gov-
ernmental framework complete with a legislature and governor, and
many administrative departments, boards, and commissions. While
many may argue that state officials cannot really alter the course of
a state’s economic development, few will assert that these state of-
ficials do not desire and need detailed statistical information about
the economic activities within their state’s borders.

Such statistical information is essential if the states are to carry
out their governmental functions intelligently and economically,
however limited the effects of these functions may be on the national
economy.

This need has probably played the leading role in generating a
continuing supply of state distributions of data collected on a na-
tional basis. So long as our basic form of government is maintained,
the supply of state data seems assured. This paper is concerned
almost entirely with the problems encountered in the analysis and
interpretation of observed differences among states in one fairly re-
cent statistical series, state income payments.*

The State as System of Geographic Classification

Every part of the entire area of the continental United States is
assigned to one and only one of the forty-eight states or the Dis-
trict of Columbia. Changes in the boundaries have been infrequent.

Note: This report was developed as a part of the “Study of Differences in State
per Capita Incomes,” which is being financed jointly by Duke University and
The Rockefeller Foundation.

1 The series was initiated with Robert R. Nathan and John L. Martin, State
Income Payments, 1929-37, Dept. of Commerce, 1939. Since 1944 annual esti-
mates have been published in the August issues of the Survey of Current Business,
Dept. of Commerce. Estimates for 1919-1921, though not entirely comparable
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ANALYSIS OF INTERSTATE DIFFERENTIALS

Their precise location is usually known to statistical respondents,
so that reporting the location of residence or of an ec:onomuii aclt_w-
ity by state offers few problems.? Moreover, there are no borderline
areas that are hard to classify satisfactorily: as a classificatory device
states are particularly free of ambiguities. But are state boundary
lines an appropriate form of reference for the glas_sx_ﬁcatxo;n of eco-
nomic data, particularly income payments to individuals? In gen-
eral, there are two ways of viewing this question. _

According to one view, the state hpes_ m_ust have some economic
significance if they are to be used as limits in the reg:?nal classifica-
tion of economic activity. Just what is meant _by’ economic sig-
nificance” is often left unspecified. Rutledge Vining's “natural trade
area familiar to marketing specialists” implies that economically
significant boundaries should pass between, not through, trade
areas.® Walter Isard has said regional boundaries should group units
“similar in terms of output or in terms of production processes”
the way industrial boundaries do.* State lines satisfy neither de-
scription. o

Further, it should be possible to define the economic significance
statistically in terms of some cluster of economic characteristics.
For example, state boundaries might be considered appropriate if
these characteristics showed greater variation between states than
within them. But what unit can be used to measure intrastate varia-
tion for this comparison? If income is the economic variable, the
choice of the individual or family as the unit leads to a very disperse
distribution of income by size. Even the choice of the next lower
political unit in terms of area, the county, probably would show
greater intra-area than interarea dispersion.®

with the Department of Commerce series, are available in Maurice Leven, Income
in the Various States, Its Sources and Distribution, 1919, 1920, and 1921, National
Bureau of Economic Research, 1925.

2 Problems do arise in the estimation of income payments to individuals who
live in different states from those where the activities giving rise to the income
payments are located. In passing from total to per capita payments, an adjustment
is made for these differences for the District of Columbia, Virginia, and Maryland
area; for the New York-New Jersey area; and for the Maine-New Hampshire
area. Similar but short-lived difficulties in other areas, e.g. the Aiken, South Caro-
lina-Georgia area, are ignored.

2 Rutledge Vining, “Regional Variation in Cyclical Fluctuation Viewed as a Fre-
quency Distribution,” July 1945, pp. 183-213; “Location of Industry and Regional
Patterns of Business Cycle Behavior,” January 1946, pp. 37-68, particularly p. 38;
and “The Region as a Concept in Business Cycle Analysis,” July 1946, pp. 201-
218; all published in Econometrica.

¢ Walter Isard, “Some Emerging Concepts and Techniques for Regional Analy-
sis,” Zeitschrift fur die gesamte Staatswissenschafi, Band 109, Heft 2, 1953, p- 242.

® The coefficient of variation for per capita incomes among counties in seven
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ANALYSIS OF INTERSTATE DIFFERENTIALS

However difficult it is to define economic significance, it is easy
to find assertions that state boundaries do not demarcate regions
suitable for economic analysis.® The most frequent objection is that
many states are too large, that they include all or parts of several
“regions” having significantly different characteristics. It has also
been argued that many of the states have similar characteristics and
can be grouped into regions or divisions to reduce the amount of
computation without a loss of essential information.?

Despite the constitutional prohibition against state-levied im-
posts and duties, some state legislatures have tried to make trade
barriers of state boundaries, thus giving them economic significance.?
There are also differences among the states in their tax systems, pro-
hibitory and regulatory measures, labor laws, highway and educa-
tional systems, and, probably, in the efficiency of their adminis-
trative machinery. Similar differences may also be found among
cities and counties within a state. These differences in governmental
policy and performance may favor the location of certain economic
activities in one place rather than another. It is doubtful, however,

southeastern states in 1947 is greater than the coefficient of variation among the
states for that year:

(per cent)
Relative interstate dispersion 224
Relative intercounty dispersion

Alabama 325

Georgia 358

Kentucky 33.1

Mississippi 30.5

North Carolina 30.1

Tennessee 34.7

Virginia 382
8 Nathan and Martin (op. cit., p. 4) say “state lines have limited significance
as economic boundaries . . .” and justify the preparation of the official estimates

by the needs of business groups for data relating to geographic area less extensive
than the nation. Vining (“Location of Industry and Regional Patterns of Business
Cycle Behavior” p. 38) says: “A state generally will be found to include parts
of several ‘regions.’ . . .” Isard (“Interregional and Regional Input-Output Analy-
sis: a Model of a Space Economy,” Review of Economic and Statistics, November
1951, p. 320n) says: “States and regions formed from states, are in several re-
spects imperfect economic areas. This is cspecially so with respect to the flow of
goods and services from and to metropolitan local points.” Donald J. Bogue (State
Economic Areas, Bureau of the Census, 1951, p. 1) also looks on the states as
being too large. o

7 Howard W. Odum (Southern Regions of the United States, University of North
Carolina Press, 1936) gives the results of extensive work in constructing groupings
of states.

8 F. Eugene Melder, “Trade Barriers between States,” Annals of the .Am.erican
Academy of Political and Social Science, January 1940, pp. 54-61. It is difficult
to gauge the importance of the barriers discussed by Melder, although it is clear
that they are associated with state lines.
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ANALYSIS OF INTERSTATE DIFFERENTIALS

ects of differences in state policies are important

Of more importance are the policies and regulatory devices of
the federal government, which, with few exceptions, apply uni-
formly in all states. This is not to say that their economic effects are
uniform. Acreage restrictions on, say, wheat may well have differ-
ences in effect in the middle western wheat belt and in the large
urban communities along the Atlantic §eabqarfl. But these differ-
ences need not follow political boundaries. Similarly, the effects of
monetary and fiscal policies, legal devices for making and enforcing
contracts, regulations governing the content of advertising, the use
of radio and television time, which are essentially national in scope,
may differ in various parts of the country. Only if it could be shown
that the differences are related to state boundaries in some causal
way could we conclude that the differences support the notion that
state boundaries are economically significant. .

If, as it appears, state boundaries do not delineate economic re-
gions, we are forced to a second view—the states are not economic
entities. But, if so, why should any attempt be made to analyze
state income differentials? The answer to such a question depends
upon the framework in which the proposed analysis is conducted.

It is conceptually possible to view the income of the United
States (or of a state or a group of states, for that matter) as an ag-
gregate of the income in some set of independently defined sub-
areas or regions, an aggregate that should be interpreted only in
terms of these subareas. Such a view would make geographic loca-
tion a matter of primary classificatory importance. Before analysis
could be undertaken, it would be necessary to formulate a set of
criteria and to delineate a set of suitable subareas by using these
criteria. Such a process might well require the reclassification of
much of our economic data to put them in a usable form.?

_ Another framework is adopted in this paper. The United States
is considered a single economy operating within the framework of
a single set of institutions co-extensive with the national boundaries.
The differences observed between states (or other regions, how-
ever defined) are looked upon as arising from the varying combina-
tions of skills, }ndustqes, an.d resources found in the several states.
These occupauqnal, mdu§tnal, and type-of-resource categories are
treated as the primary basis for separating observed facts into mean-

® Vining’s suggested classification of industries as “residentiary” . .
would apparently require extensive work before they could be rl’;sedoio ?{;’;ﬁy
Fr Y Distobu ‘Regional Variation in Cyclical Fluctuation Viewed as a
Frequency Distribution™) escapes part of this work by focusing his attention en-
tirely upon the local area, rather than upon the local area as a part of a larger area.
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ANALYSIS OF INTERSTATE DIFFERENTIALS

ingful and homogeneous categories.!® A textile plant in one part
of the nation may, because of its location, vary from a textile plant
somewhere else. This variation may be reflected in the organization
of the productive process, in the composition of the skills of the
workmen employed, or in the types of markets served. But though
these may be important sources of variation, for the purposes of
the present paper they are treated as being of the same order as the
variation between two textile plants located in the same community,
that is, as independent of location.

Location, thus, is treated as a secondary or subsidiary system of
classification. It is secondary in the sense that classification by loca-
tion alone is of doubtful value in analyzing the operations of the
national economy. Without classification according to some set of
economic criteria, area aggregates are likely to be so heterogeneous
as to be uninterpretable. Once the data are classified by industry,
their further classification by locational characteristics may increase
their analytical value.'! When the problems to be studied are local
rather than national, some industrial detail may be sacrificed for
more precise locational classification. But even then it is doubtful
whether industrial classification at some level can be ignored.*?

Of course, one reason for working with the forty-eight states is
that data are available for them. For a moment let us assume that
we could have data for any geographic area, however defined. There
are many ways in which the total area of the United States could
be partitioned into forty-eight subareas, particularly if we impose
no greater limitation on areal or populational differences than now
exist among states. For example, we could ask a group of third-
grade students, who had learned to count to above forty-eight but

10 Arguments about the specific categories in specific classification systems, e.g.
the Standard Industrial Classification sponsored by the Bureau of the Budget, seem
interminable. However, they are devoid of distinctions based on geographic loca-
tion. Even the distinction between “fixed” and “portable sawmill” industries, while
effectively separating the western states from the remaiuder of the country, is based
on equipment rather than on location. ) ]

11 One of the primary purposes of the “Study of Differences in State Per Capita
Incomes” is to find out whether the further classification of economic data by state
makes them more useful for studying national economic problems, and, if so, how.

12 Much of this line of reasoning must be obvious, although the ardent regional-
ists who think that small observed differences in economic behavior have “reality”
in terms of some regional concept may call location the primary classificatory
system. Among the economists who have written on regional problems, 1 find
none who has not made use of industrial classification. They have varied in the
importance they attach to locational classification. Wassily W. Leontief and others
(Studies in the Structure of the American Economy, Oxford University Press, 1953,
Part II) apparently adopt an attitude very close to the one followed here.
Isard, Vining, and Neff apparently would attach more importance to areal or
locational classifications.
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ANALYSIS OF INTERSTATE DIFFERENTIALS

had not yet studied geography, each to divide all the area within the
outline of the United States into forty-eight parcels. The per capita
incomes and their distribution would probably differ for each set of
forty-eight subareas. These sets would have been determined by
approximately random selection, without regard to urban places,
industrial composition, population concentrations, or other income-
associated factors. How closely the forty-eight states conform to such
a hypothetical situation is not known. To treat them as one of a
number of possible randomly selected sets of subareas has certain
advantages. Chief among these is that such a conception provides
us with a framework for analyzing any observed changes in terms
of economic factors other than location.

The income level attained by the people within a state is to some
extent, at least, the consequence of chance forces. The states are
endowed differently with natural resources—rivers, soils, mineral
deposits, climate, etc. Then, too, as a result of historical develop-
ment, states vary in the size and types of farms, composition of
manufacturing activity, the number and type of trade organizations,
the kinds of service industries it supports, and in the rates at which
its population and economic activities tend to grow. Diligent his-
torical research may provide valid information on the sources of
this varied development in terms of by whom, when, and where
the pattern-setting decisions were made. Yet it appears incapable
of explaining why, for example, some Aztec did not chance upon
the principle of the wheel, a discovery that might have been fol-
lowed by a train of inventions similar to those being developed in
Europe at the time. Such a chance discovery might well have given
rise to a quite different economy for Columbus to discover.

Even the boundaries of the states often are the product of arbi-
trary, if not chance, decisions. Relatively slight changes in bounda-
ries could have important effects on a state’s per capita income. For
example, if the Kansas-Missouri boundary had been fixed a few
miles east of its present location, would Kansas City, a large urban
center, have developed in Kansas instead of Missouri?

The assumption adopted in this paper, that the United States is
a single economy, appears consistent with the observed differences
among states. Although state per capita incomes are not distributed
normally, as might be expected if their differences could be at-
tributed wholly to chance forces,s the income differences are of a

*2In two-thirds of the years the distributions (when data are prouped in 100
intervals and the District of Columbia is omitted) have well-markgg’ ml:;‘al grf)ups
near the center of the distribution; in the other years the modal group is either
not clearly defined or the distribution is discontinuous. The departures from nor-
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ANALYSIS OF INTERSTATE DIFFERENTIALS

size that can be explained by differences in industrial composition,
birth rates, age composition, educational achievements, racial com-
position, participation of women in the labor force, and a host of
other income-connected factors. The observed differences in these
characteristics could very well occur in a single economy.

Uses of State Per Capita Income Data

Data on state per capita incomes are relevant to the study of three
interrelated types of problems. First, they are necessary when differ-
ences in other economic series are used to explain state differences
in per capita incomes if a statistical—rather than a theoretical,
causal—relationship is wanted. Conversely, they are necessary when
state differences in per capita income are used to explain differ-
ences in such other variables as consumers’ expenditures for certain
consumers’ durable goods, e.g. automobiles and housing, or govern-
mental expenditures for education, local government functions, and
highways. Thirdly, state per capita income data can provide a frame-
work for the analysis of the relationship of other economic variables
to each other, e.g. of state automotive repair expenditures per auto-
mobile to state average age of automobiles. In these problems, in-
come itself need not be one of the variables.

Up to now, the state income data have been principally used for
the analysis and understanding of the sources of state differences in
per capita incomes—problems of the first type. Consequently, I shall
discuss them more fully than problems of the other two types.

STANDARDIZATION PROCEDURES

The basic model used in explaining statistically the state differ-
ences in per capita incomes is one or another form of standardiza-
tion. The states vary in industrial, occupational, age, racial, educa-
tional, and natural-resources composition, as well as in per capita
income. The problem, then, is to find out how much of the variation
in income can be explained by the variation in one or more of the
other variables.

Thus stated, the problem sounds like one adaptable to correlation
analysis in which the coefficient of determination would provide a
direct answer. But correlation analysis is not used because of the
many individual categories in a single set of variables, say, industrial

mality are too great to be attributed to sampling errors, but it is doubtful that
the departures are sufficiently large to invalidate the measures used. Of course,
any departure from normality reduces the precision with which correlation tech-
niques and many other statistical measures may be interpreted.
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ANALYSIS OF INTERSTATE DIFFERENTIALS

composition.* When the number of independent variables in a
correlation problem exceeds five or six, computation becomes un-
wieldy. The standardization procedures here adopted draw heavily
upon, and suffer much the same limitations as, the logic underlying
correlation analysis. They are constructed in much the same way as
constant-weight index numbers. o
General Description. A brief description of standardization pro-
cedures is in order.’® The occupational composition of the states,
as given in the 1950 census of population, is used as an illustration.
Some of the limitations imposed by data considerations are ignored
and the description is confined to the standardization of wage and
salary earnings, although the procedures are applicable to incomes
however defined. _ _

The available data include an unpublished nationwide tabulation
of wage and salary earnings by their own size and by sex for each
of 422 detailed occupations from which the average annual earn-
ings for each occupational or occupational and sex category can
be computed.'® There is also a published state tabulation which
shows the number of persons in the experienced labor force by de-
tailed occupation and sex, and another which shows wage and
salary earnings by size and by sex for all wage and salary earn-
ers. From these data the aggregate wage and salary earnings of
all persons in the nation can be computed by summing either
the occupational earnings or the state earnings. Were both sets of

14 There are some 430 manufacturing industries, 244 wholesale trade industries,
and similar numbers in other broad industrial categories. Even so, finer classifica-
tions may be necded; some of the remaining intra-industry variation may be im-
portanl enough to warrant separate treatment. Moreover, since there are Ol'lly
forty-eight (state) observations for each category, there would be no unique solu-
tion for more than forty-cight variables.

15 For a fuller discussion, sece Margaret J. Hagood, Statistics for Sociologists,
Reynal and Hitchcock, 1941, pp. 837-847; and S. A. Stouffer and C. Tibbits, “Tests
of Significance in Applying Westergaard’s Method of Expected Cases to Sociologi-
cal Data,” Journal of the American Statistical Association, September 1933, p.
293, contains pertinent discussions of standardization methods. Examples of spe-
cific applications are provided in Howard G. Schaller, “Veterans Transfer Payments
and State Per Capita Incomes, 1929, 1939, and 1949,” November 1953, pp. 325-
332, Frank A. Hanna, “Contribution of Manufacturing Wages to Regional Differ-
ences in Per Capita Income,” February 1951, pp. 18-28, and “Age, Labor Force,
and State Per Capita Incomes, 1930, 1940, and 1950, February 1955, pp. 63-69,
all in Review of Economics and Statistics.

1¢ This tabulation, identified as D-6, is based on a 3.3 per cent sample of 1950
census returns. Aggregate wages and salaries were computed by multiplying the
midpoint of each class by the number in the class and summing over all classes.
The midpoint of the $10,000-and-over class was assumed to be $17,500, a figure
obtained by rounding averages of earnings reported in Statistics of Income, Part I,
for several years. In computing the averages, only class 1 and 2 workers (“private

wage and salary workers” and “government workers”) reporting wage income
were included.
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ANALYSIS OF INTERSTATE DIFFERENTIALS

tabulations completely comparable, the two totals would be identi-
cal. But differences in classifications give rise to small differences
in the averages.!?

By weighting the reported national average annual occupational
earnings by the numbers in an occupation and state, one can com-
pute a state average annual earnings that reflects the state’s occu-
pational composition. Since the occupational earnings rates are
held constant, it is called the state’s rate-constant occupational earn-
ings.'® Table 1 and Chart 1 compare the reported and rate-constant
earnings.

Effects of Standardization. Of the many methods that have been

17 The D-6 tabulation excludes the wage and salary earnings of the self-employed;
use of the occupational distribution of the experienced labor force attributes the
same annual wage and salary earnings to the scif-employed as is received by wage
and salary workers in the same occupation, and the state tabulations by wage and
salary income reflect the actual earnings of the self-employed, whether the self-
employed are in categories specifically included or not. The self-employed cate-
gories (nonfarm proprietors and self-employed managers, etc., farm proprietors,
and unpaid farm and self-employed farm service laborers) have been excluded
from the analysis to the extent possible. The average annual earnings based on the
unpublished tabulation is $2,528; on the state tabulation by earnings (Census of
Population 1950, Bureau of the Census, State Tables 94), $2,556; and on the
occupational averages computed from the unpublished tabulation weighted by the
experienced labor force (State Tables), $2,517.

18 If the symbolism of indcx numbers is adopted, aggregate rate-constant earn-
ings for a state, ¥, ., may be represented by Vi« = Zp, 1o 1, where p:, is the av-
erage annual earnings of all persons in the ith occupation in the United States,
and ¢, ) is the number of persons in the experienced labor force in the ith occupa-
tion in the particular state o. Aggregate rate-constant earnings were computed
mechagically by the Bureau of the Census as a special tabulation. State average
rate-constant earnings are then computed by dividing the state aggregate rate-
constant earnings by the state experienced labor force, Zp: g.: - 2¢, .. Were
data available on p. i, the specific average earnings of the ith occupation in a par-
ticular state, it would also be possible to compute state composition-constant aver-
age earnings, V.. Where ¢ 1 is the number in the ith occupation in the United
States, and the other terms are as previously defined, V.1 = Zp.1q: .. Since the
rate-constant earning is designed to reflect differences in state occupational com-
positions without the distorting effects of varying compensation rates for similar
work, and the composition-constant earning is designed to reflect differences in
earning rates without the distorting effects of variations in occupational compo-
sition, there is no necessity for the two series to provide a similar ranking of the
states, Efforts by demographers to approximate state composition-constant death
rates or birth rates from rate-constant figures by the use of the approximation
Cpigr) (Zpegs) <+ (2p1ge) = (Zpeqn) have led to the charactesization of rate-
constant computations as “indirect standardization” and composition-constant
computations as “direct standardization.” See Hagood, op. cit., where this con-
version formula is rearranged, so that, Zpg = Zpogn

 ZPGe  Zpede :
It may be seen that the left-hand side is weighted by national earnings, and the
right-hand side by state earnings. The differences in state and national weights are
too great in the occupational data to warrant the use of this approximation. Conse-
quently, only rate-constant earnings are analyzed.
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TABLE 1
Reported and Rate-Constant Occupational Earnings, by State, 1949

(dollars)
Rate- Rate-
State Reported Constant State Reported Constant

New England: South Atlantic:

Maine 2,065 2,346 West Virginia 2,412 2,490
New Hampshire 2,193 2,392 North Carolina 1,841 2,235
Vermont 1,997 2,363 South Carolina 1,740 2,169
Massachusetts 2,610 2,570 Georgia 1,801 2,241
Rhode Island 2,359 2,508 Florida 2,064 2,303
Connecticut 2,795 2,636 East South Central:

Middle Atlantic: Kentucky 2,024 2,399
New York 2,921 2,588 Tennessee 1,956 2,369
New Jersey 2,959 2,646 Alabama 1,832 2,292
Pennsylvania 2,630 2,542 Mississippi 1,408 2,180

East North Central: West South Central:

Ohio 2,797 2,644 Arkansas 1,594 2,244
Indiana 2,652 2,586 Louisiana 2,114 2,383
Illinois 2,936 2,629 Oklahoma 2,238 2,527
Michigan 2,974 2,660 Texas 2,277 2,445
Wisconsin 2,586 2,562 Mountain:

West North Central: Montana 2,461 2,443
Minnesota 2,472 2,546 Idaho 2,300 2,397
Towa 2,312 2,482 Wyoming 2,557 2,498
Missouri 2,422 2,512 Colorado 2,412 2,526
North Daketa 2,007 2,400 New Mexico 2,364 2,422
South Dakota 2,028 2,397 Arizona 2,397 2,382
Nebraska 2,262 24% Utah 2,610 2,594
Kansas 2,372 2,564 Nevada 2,839 2,420

South Atlantic: Pacific:

Delaware 2,752 2,554 Washington 2,774 2,526
Maryland 2,652 2,552 Oregon 2,668 2,430
Virginia 2,277 2,401 California 2,870 2,551

Note: Earnings are average annual earnings per worker.
Source: For methods of computation, see notes 17 and 18 in the text,

used to obtain a summary measure of the effects on a set of differ-
ences of holding constant one or more component variables, none
is entirely satisfactory. For example, economists have long since
given up as an impossible job the precise measurement of the pro-
portion of a change in value of output that is due to price changes
and to production changes.* When available data permit holding
only the rates constant, an analysis will be necessarily restricted
to one side. Even when complete data are available, any attempt to
partition the joint influence of simultaneous changes in rates and

12 This problem is discussed in Trving H. Siegel, Concepts and Measurement
Production and Productivity, Bureau of Labor Statistics, 1’;52, pp- 8S6fF. ement of

122



CHART 1
Reported and Rate-Constant Occupational Earnings, by State, 1949
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Note: Earnings are average annual sarnings per worker.
Sourcs: Table t.

composition leads to results that are only approximate. The most
that can be expected from such measures is that they make efficient
use of the available data, that they yield consistent results, and that
the results can be interpreted unambiguously. Only two of the avail-
able methods are considered here: (1) coefficient of determination
between the reported and the standardized series, and (2) compari-
son of the coefficients of variation for the reported and the standard-
ized series.
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ANALYSIS OF INTERSTATE DIFFERENTIALS

The coefficient of determination, (%), provides a dircct_ measure
of the portion of the variation in the dependent variable which is “ex-
plained” by the independent variable.® When 1949 reported state
earnings arc treated as the dependent variable and rate-constant
state earnings as the independent variable (Table 1 and Chart 1),
the coefficient of determination is found to be 0.80, thus indicating
that variation in occupational composition explains 80 per cent of
the variation in reported state earnings.*! )

Since the average earnings of each occupation was used in com-
puting the rate-constant state earnings, presumably all of the forces
making for differences in occupational averages were taken into
account. However, the regression line in Chart 1 has a slope greater
than unity, indicating that states with predominantly low-earning
occupations tend also to have earnings lower than would be indi-
cated by their occupational composition. This association between
composition and rates, important as it is, raises troublesome prob-
lems of interpretation.

First, in addition to the forces making for differences between
occupational averages, some, though not necessarily all, of the forces
responsible for within-occupation dispersion must have helped to
determine the position of the regression line. Consequently, the
deviations from the line (the bases of the unexplained portion of
the variation) are traceable to some unknown part of the within-
occupation earnings differences.

Secondly, it may be asked whether regional location was one
of the criteria for distinguishing between occupations. For example,
subdividing “laborers” into two categories, “laborers, South” and
“laborers, non-South,” would increase the amount explained by
holding rates constant, and only interstate differences within the
South and the non-South would be left. Much of the same effect
would follow if the detailed classification of operatives and labor-

20 The coeflicient of determination is defined as the ratio of the explained varia-
tion to the total variation. It is in this statistical sense that the words “explained”
and “accounted for” are used throughout this paper.

21 George H. Borts (pp. 185f. in this volume) shows that, of this 80 per cent,
11 per cent may be attributed to the “independent” influence of occupational com-
position and 69 per cent to the joint influence of occupational composition and
occupational rates changing simultancously. This interpretation is acceptable.
The 80 per cent figure is retained here (1) because the paper discusses state varia-
tions in composition rather than in rates, (2) inclusion of both the independent
and joint influences of composition provides a measure apparently comparable
between different classificatory systems, and (3) there is no attempt to compare
the effects of composition and rate variations.

Borts’ comments also show the need for weighting the regressions. When this
is done, a coefficient of determination of 0.87 is obtained with 10 per cent at-
tributable to “independent,” and 77 per cent to correlated effects.
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ANALYSIS OF INTERSTATE DIFFERENTIALS

ers, which is based largely on industry, provided separate cate-
gories only for industries that display considerable regional concen-
tration, and grouped all others in the “not-specified” categories.
There is some evidence that industries highly concentrated regionally
have been used as the basis for detailed occupational classifications,
but the effects do not appear to vitiate the use of the data made
here.?

There is no easy way to omit from the analysis or otherwise
adjust for categories that appear to be regionally concentrated.?*
Moreover, low-skill industries are likely to be concentrated in low-
wage areas. This phenomenon adds an element of uncertainty to
an already crude measure, but there is as much or more reason for
accepting the geographic concentration as a reflection of the dis-
tribution of skills than as wholly a reflection of geographic differen-
tials in occupational wage rates.

Level of Classificatory Detail. The most detailed census occu-
pational classification provides 844 categories, half male, half fe-
male. These can be successively telescoped into fewer and fewer
categories. With each reduction, less of the interstate dispersion in
average annual earnings is explained by rate-constant standardiza-
tion (Table 2). For example, the coefficient of determination for

22 Fifty per cent or more of the experienced labor force in 68 of the 422 detailed
occupations are located in onc¢ of the four census regions. Most of these detailed
occupations are found among operatives and laborers, in which industrial attach-
ment is a classificatory criterion. The 68 detailed occupations showing high
geographic concentrations are distributed as follows: Northeast, 31; North Cen-
tral, 17; South, 19; and West, 1.

This problem is much more serious for manufacturing industry hourly earn-
ings of production workers than for occupational earnings (see Frank A. Hanna,
“Contribution of Manufacturing Wages to Regional Differences in Per Capita
Income,” p. 22). ’

22 Omitting from the analysis industries with more than a specified percentage
of their activity (measured, for example, by man-hours) in a Particular state or
region would reduce the proportion explained by standardization. The selection
of the critical percentage would have to be arbitrary, and often made when there
was no clear-cut evidence that location, rather than the technical requirements
of the industry, was the real determinant of the earnings level. Moreover, the
amount of adjustment would depend upon whether the industrial earnings level
was above or below the average of all industries. Since individual judgment is
involved in selecting the industrial categories for omissions, it seems preferable
to include all industries and then, if need be, make some allowance for the
possible error in the final figure. Some notion of the effect of the possible error
from this source can be obtained from the 1947 data for North Carolina, the state
with the most unfavorable, and Michigan with the most favorable, composition
of manufacturing industry. If the amount explained by industrial composition
in North Carolina were reduced one-third, the state would still be among the
eight with the most unfavorable manufacturing industry composition, even in
the absence of an adjustment for any other state. If an adjustinent of one-third
were made for Michigan alone, it would still have the most favorable industrial
composition of any of the states (ibid., Table 2)
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TABLE 2

Effect of Level of Occupational Classification on Rate-Constant
State Earnings, 1949

Coefficient
Number of of Deter-  Coefficient
Level Categories mination® of Variation®

Reported earnings . e 16.0
Rate-constant earnings for:

Detailed occupation and sex 84 0.81 5.1

Detailed occupation, sex omitted 422 0.80 5.1

Major occupatioral group and sex 24 0.77 34

Major occupational group, sex omitted 12 0.69 3.0

Sex 2 0.08 1.4

White collar and blue collar groups, sex

omitted ¢ 2 0.02 14

. not applicable.

Note: Earnings are average annual earnings per worker.

2 The ratio of the total variation of the reported earnings to the variation ex-
plained by standardizing earnings.

b The standard deviation expressed as a percentage of the average state earnings.
The average state earnings is the unweighted average of the forty-eight states (the
District of Columbia is omitted).

< The first five major groups—professional, technical, and kindred workers; man-
agers and officials; clerical and kindred workers; and sales workers—form the white
collar category. All other groups are included in the blue collar category.

Source: Census of Population, 1950, Bureau of the Census. For methods of
computation, see notes 17 and 18 in the text.

major occupational group (sex omitted) is 0.69; for detailed occu-
pations (sex omitted), 0.80. Thus, the use of major occupational
groups leaves unexplained the part of the interstate variation attribut-
able to within-major-occupation variation among detailed occu-
pations. Or this may indicate that the use of detailed occupations
explains 35 per cent of the portion unexplained by major occupa-
tional groups.** When the occupational categories are telescoped to
the point that only two categories remain, very little of the interstate
differences are explained; most of the variation is within the two
categories.

Coefficient of Variation. Some studies use the difference in the
coefficients of variation as a measure of the effects of standardization.
The coefficients are computed independently for the reported and

# Major occupational groups explain 69 per cent of the interstate dispersion and
leave unexplained 31 per cent. Detailed occupations explain an additional 11

per cent, which is 35 per cent of the 31 per cent Jeft unexplained by major occupa-
tional groups,
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standardized series and do not take into account the interrelation-
ships between them.?® The difference in the coefficients should be
used as a measure only when there is reason to exclude or ignore
these interrelationships. Table 2 shows clearly that a reduction in
the number of categories used in standardizing earnings is sufficient
to reduce the coefficient of variation. This effect is to be expected
from the simple fact that there is less room for variation. For ex-
ample, when rate-constant state earnings are computed for sex and
collar-color, the coefficients of variation are about 9 per cent of
those for the reported series. When the interrelationships between
the series are taken into account by computing a coefficient of de-
termination, however, the differences in the sex composition of state
labor forces explains about 8 per cent of the reported differences
in earnings, and the differences in collar-color composition, about
2 per cent. Here the interrelations between the series make for wide
differences in the explained variation. On the other hand, in a com-
parison between the interstate dispersion of per capita incomes based
on the total population and one based on the population fifteen
years and older, the interrelationships between the two series is un-
important.

When widely differing levels of classificatory detail are used in
the standardization processes, a warning must be sounded against
basing too much confidence in comparisons of the coefficients of
variation. For it cannot be known how much of the reported differ-
ence is due to the variable not held constant and how much to the
variation in the number of classificatory categories. The coefficient
of determination provides more consistent results in such cases.

Comparison with Regression Analysis. The mechanical effects
of the computational manipulations involved in standardizing state
earnings can best be understood in terms of the more familiar logic
of multivariate regression analysis, to which they are analogous.

Standardization is sometimes described in terms of the effect of
some shift of factors, for example, the effect of shifting rates until
every person in an occupation has the same annual earnings. Stand-

25 The coefficient of variation and the coefficient of determination are related.
When the reported and the standardized series have identical means, the difference
in the coefficients of variation (V: — V1) /V,, where the subscript 1 relates to the
reported series and 2 to the standardized series, is related to the coeffi-
cient of correlation by the conmstant bs (the slope of the regression line),
since r = by (V,/V;) and the coefficient of determination is r2. Also, the square
of the ratio of the coefficients (V,/V,)? is equal to the portion of the variance
attributed to the independent effect of holding rates constant (cf. Borts' com-

ment). The condition that the means of the two series be the same is met only
approximately when each of the states is treated as a single pair of observations.
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ardization has been criticized because such a shift is held unrealistic
and likely to produce unpredictable side-effects.

To describe the method in these terms is both unnecessary and
misleading. Though less precise than multivariate regression, stand-
ardization procedures are simply another attempt to take into ac-
count the effects of specific sources of variation so as to describe
existing phenomena more accurately. It is the effect of a variable,
and not the variable itself, which is held constant. In multivariate
analysis about the only set of assumptions involved are those con-
cerned with the linearity of the relationships among the variables;
in standardization these relationships are assumed unimportant.
Both methods are essentially descriptive of numerical relationships
in specific sets of data, and both are silent on the existence or iden-
tification of chains of causation.

FURTHER OBSERVATIONS ON OCCUPATIONAL DATA

In many respects, the occupational distributions provided by the
1950 census of population are ideal for explaining state variation
in incomes through standardization procedures; they also have im-
portant limitations. On the positive side, the ability to classify all
recipients by their occupational characteristics is an advantage.*®
Available data, however, limit the present analysis to wage and
salary income. Census information was obtained on self-employ-
ment income, but existing tabulations do not include state distribu-
tions of this type of income. Another alternative, the classification
of total income from all sources by the occupational characteristics
of the recipient, is precluded by the absence of distributions by in-
come size for categories more detailed than the intermediate occu-
pational group.?” With proper handling at the processing level and
the provision of categories for nonearners, the use of occupational
characteristics to classify all recipients by their total income looks
promising.

Although occupation cannot be interpreted unambiguously in
economic terms, it seems clear that it reflects economic factors pri-
marily. Differences in occupational earnings may be based on the
relative scarcity of basic skills, but there is no assurance that the

2¢ It would be necessary to add several categories, such as investor, to the usual
classification of earners for this statement to be strictly accurate.

27 There is some doubt whether present census classification rules, which are
directed toward the occupational classification of persons by the source of their
earned income, are appropriate for this use. To the extent that there are persons
primarily dependent upon property incomes who also receive wages and salaries
or seel‘f-eqltll)llot)l'lment incomz i:ll1 minor amounts from occupational activities uncon-
nected with the sources of their property incomes, the within-occupation disper-
sion would be increased. propery > pation
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relationship is very exact at any time or place or that appropriate
adjustments are made as demand changes over the business cycle.?®
Consequently, observations taken for a single year may reflect more
the distribution of opportunities for gainful employment than that
of basic skills. In either case, occupation relates to an economic
activity giving rise to income, rather than to the size of the income
resulting from economic activity.?® Furthermore, since occupation
is a characteristic of individuals, it is easily cross-classified by other
individual characteristics, such as sex or color, which may explain
part of the within-occupation dispersion. This preoccupation with
economic factors is, of course, a matter of choice in the present
study. Other students may find demographic or sociological factors
of more interest than those based on economic criteria.

There is some question whether sex is intended to be, or should be,
treated as a criterion for distinguishing occupations, for example,
whether male bookkeepers and female bookkeepers are one or two
occupations. In combining the detail occupations into an interme-
diate occupational classification, the Census Bureau maintains the
sex distinction, and different numbers of intermediate occupations
are provided for each sex. At this time and the major group level,
sex is probably a valuable distinguishing criterion.s°

Fortunately, the occupational data are in sufficient detail to per-
mit standardizing state earnings both using and omitting the sex
distinction. Thus, interpretation can be left to the user of the re-
sults. The need for interpretation remains, however. If state differ-
ences are to be explained in economic terms only, then one must
decide whether the sex criterion in occupational classification rep-
resents differences in the work performed. If sex cannot be judged
an economic criterion for classifying occupation, then only the 422
detailed occupational categories should be used in standardizing
state earnings; the additional variation in state earnings that is ex-
plained by the addition of the sex criterion and the use of the 844
occupational-sex categories then provides a measure of the within-
occupation dispersion explained by sex.®! This makes the occupa-
tion series one of the few that are sufficiently cross-classified to per-

28 Edwin Mansfield, “Wage Differentials in the Cotton Textile Industry, 1933
1952, Review of Economics and Statistics, February 1955, pp. 77-82, and the
literature there cited.

29 Classifications based on size of income received would lead to a tautology in
a standardization framework.

3