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Analysis of Interstate Income Differentials:

Theory and Practice

FRANK A. HANNA, DUKE UNIVERSITY

The use of state boundaries for the geographic classification of eco­
nomic data is deeply imbedded in the history and political institu­
tions of the United States. The constitutional provision for a decen­
nial census requires an enumeration of the population in each of
the several states. The Constitution also provides that sovereignty
resides in the states, and each of the states has developed a gov­
ernmental framework complete with a legislature and governor, and
many administrative departments, boards, and commissions. While
many may argue that state officials cannot really alter the course of
a state's economic development, few will assert that these state of­
ficials do not desire and need detailed statistical information about
the economic activities within their state's borders.

Such statistical information is essential if the states are to carry
out their governmental functions intelligently and economically,
however limited the effects of these functions may be on the national
economy.

This need has probably played the leading role in generating a
continuing supply of state distributions of data collected on a na­
tional basis. So long as our basic form of government is maintained,
the supply of state data seems assured. This paper is concerned
almost entirely with the problems encountered in the analysis and
interpretation of observed differences among states in one fairly re­
cent statistical series, state income payments. 1

The State as System of Geographic Classification

Every part of the entire area of the continental United States is
assigned to one and only one of the forty-eight states or the Dis­
trict of Columbia. Changes in the boundaries have been infrequent.

NOTE: This report was developed as a part of the "Study of Differences in State
per Capita Incomes," which is being financed jointly by Duke University and
The Rockefeller Foundation.

1 The series was initiated with Robert R. Nathan and John L. Martin, State
Income Payments, 1929-37, Dept. of Commerce, 1939. Since 1944 annual esti­
mates have been published in the August issues of the Survey 01 Current Business,
Dept. of Commerce. Estimates for 1919-1921, though Dot entirely comparable

113



ANALYSIS OF INTERSTATE DIFFERENTIALS

Their precise location is ~sually k~own to statistical resp<'>nden.ts,
so that reporting the locatIon of resIdence or of an economIc ac~IV­

ity by state offers few pro~lems.~ More~ver, there ar~ no borderb.~e
areas that are hard to classify satIsfactorily: as a classIficatory deVIce
states are particularly free of ambiguities. But are. stat~ boundary
lines an approprlate form of reference for the ~la~sI~cauon of eco­
nomic data, particularly income payments to mdIvIduals? In gen-
eral, there are two ways of viewing this question. .

According to one view, the state li~~ m.ust have ~ome econ?J1llc
significance if th.ey ar~ t? be used as ]~Its m the reg~?nal cI~sifi~a­
tion of economIc actIVIty. Just what IS meant by economIC SIg­
nificance" is often left unspecified. Rutledge Vining's "natural trade
area familiar to marketing specialists" implies that economically
significant boundaries should pass between, not through, trade
areas.3 Walter Isard has said regional boundaries should group units
"similar in tenus of output or in tenns of production processes"
the way industrial boundaries do.4 State lines satisfy neither de­
scription.

Further, it should be possible to define the economic significance
statistically in terms of some cluster of economic characteristics.
For example, state boundaries might be considered appropriate if
these characteristics showed greater variation between states than
within them. But what unit can be used to measure intrastate varia­
tion for this comparison? If income is the economic variable, the
choice of the individual or family as the unit leads to a very disperse
distribution of income by size. Even the choice of the next lower
political unit in terms of area, the county, probably would show
greater intra-area than interarea dispersion. Ii

with the Department of Commerce series, are available in Maurice Leven, Income
in the Various States, Its Sources and Distribution, 1919, 1920, and 1921, National
Bureau of Economic Research, 1925.
• 2 ~robl.ems do arise in the estimation of income payments to individuals who

live 10 different states from ~ose where the activities giving rise to the income
payments are locatt:<'. In passmg from .total to per capita payments, an adjustment
IS made for these differences for the District of Columbia, Virginia. and Maryland
area; f~r .the New Yor~-Ne~ Jers~y ~rea; and for the Maine-New Hampshire
area. Slmdar but short-hved difficulties 10 other areas, e.g. the Aiken, South Caro­
Iina-Georgia area, are ignored.

3 Rutl~ge .Vin.ing,.."Regional Variation in Cyclical Fluctuation Viewed as a Fre­
quency Dlstnbution, July 1945, pp. 183-213; "Location of Industry and Regional
Patterns of B~iness Cycle Beha~ior," ~anuary 1946, pp. 37--68, particularly p. 38;
and "The R~gIon ~ a Concept In BUSlDess Cycle Analysis," July 1946, pp. 201­
218; all published m Econometrica.
. f"WaJ~er Is:trd, "Some Emerging Concepts and Techniques for Regional Analy­

SlS~ Zellschri/t.!ur die ges'!m.te staatswissens~ha~t, Band 1M, Heft 2, 1953, p. 242.
The coeffiCient of vanation for per capita 1Ocomes among counties in seven



ANALYSIS OF INTERSTATE DIFFERENTIALS

However difficult it is to define economic significance, it is easy
to find assertions that state boundaries do not demarcate regions
suitable for economic analysis.8 The most frequent objection is that
many states are too large, that they include all or parts of several
"regions" having significantly different characteristics. It has also
been argued that many of the states have similar characteristics and
can be grouped into regions or divisions to reduce the amount of
computation without a loss of essential information.7

Despite the constitutional prohibition against state-levied im­
posts and duties, some state legislatures have tried to make trade
barriers of state boundaries, thus giving them economic significance.8

There are also differences among the states in their tax systems, pro­
hibitory and regulatory measures, labor laws, highway and educa­
tional systems, and, probably, in the efficiency of their adminis­
trative machinery. Similar differences may also be found among
cities and counties within a state. These differences in governmental
policy and performance may favor the location of certain economic
activities in one place rather than another. It is doubtful, however,

southeastem states in 1947 is greater than the coefficient of variation among the
states for that year:

(peT cent)
Relative interstate dispersion 22.4

Relative intercounty dispersion
Alabama 32.5
Georgia 35.8
Kentucky 33.1
Mississippi 30.5
North Carolina 30.1
Tennessee 34.7
Virginia 38.2

8 Nathan and Martin (op. cit., p. 4) say "state lines have limited significance
as economic boundaries . . ." and justify the preparation of the official estimates
by the needs of business groups for data relating to geographic area less extensive
than the nation. Vining ("Location of Industry and Regional Pattems of Business
Cycle Behavior" p. 38) says: "A state generally will be found to include parts
of several 'regions.' ..." Isard ("Interregional and Regional Input-output Analy­
sis: a Model of a Space Economy," Review of Economic and Statistics, November
1951, p. 320n) says: "States and r~gi,?ns f0"!1ed from. states, are in several re­
spects imperfect economic areas. This IS. especially s,? w~~h respect to the flow of
goods and services frOm and to metropolitan local pomts. Donald J. Bogue (State
Economic A Teas, Burean of the Census, 195I, p. 1) also looks on the states as
being too large. . .

T Howard W. Odum (Southern Regions of the United States, UDlve~lty of N,?rth
Carolina Press, 1936) gives the results of extensive work in constructmg groupmgs
~~~ .

II F. Eugene Melder, "Trade Barriers between States,'· Annals of the .Am~T1can
Academy of Political and Social Sci~nce, .January 1940, pp. 54-61. It ~s ~cult
to gauge the importance of the barners discussed by Melder, although It IS clear
that they are associated with state lines.

llf



ANALYSIS OF INTERSTATE DIFFERESTIALS

whether the effects of differences in state policies ~re iI~portant
enough to make the states qualify as separate economIc regl~ns.

Of more importance are the policies and regul~tory deVICes ~f
the federal government, which, with few ~xceptIOns.. apply UnI­

formly in all states. This is not to say that theIr economIc effect~ are
uniform. Acreage restrictions on, say, wheat may well .have differ­
ences in effect in the middle western wheat belt and m the large
urban communities along the Atlantic .sea~ar~. But these differ­
ences need not follow political boundanes. Simil~ly, the effects. of
monetary and fiscal policies, legal de\ices for making ~~d enforcmg
contracts, regulations governing the content of adver:tISIng~ the use
of radio and television time, which are essentially natIOnal m scope,
may differ in various parts of the country. Only ~ it ~uld be shown
that the differences are related to state boundanes m some causal
way could we conclude that the differences support the notion that
state boundanes are economically significant.

If, as it appears, state boundaries do not delineate economic re­
gions, we are forced to a second view-the states are not economic
entities. But, if so, why should any attempt be made to analyze
state income differentials? The answer to such a question depends
upon the framework in which the proposed analysis is conducted.

It is conceptually possible to view the income of the United
States (or of a state or a group of states, for that matter) as an ag­
gregate of the income in some set of independently defined sub­
areas or regions, an aggregate that should be interpreted only in
~rms of these suba!eas. Such ~ view would make geographic loca­
tIon a matter of pnmary classificatory importance. Before analysis
co.uld. be undertak~n, it would be necessary to fonnulate a set of
c~te~a and to dehneate a .set of suitable subareas by using these
cntena. Such a process mIght well require the reclassification of
much of our economic data to put them in a usable form. II

. Ano~er fram~work is adopted in this paper. The United States
IS ~nsldered ~ s~gl~ economy operating within the framework of
a smgl~ set of mstItutlons co-extensive with the national boundaries.
The differences observed between states (or other reoions, how­
~ver define~) a~e look~ upon as arising from the varyi:g combina­
tIons of SkIlls, ~dust?es, and resources found in the several states.
These occupatl~nal, md~trial, and type-of-resource categories are
treated as the pnmary basts for separating observed facts into mean-

II Vining's suggested classification of industries as "residentia " or .. "
would apparently require extensive work before they could b rysed eXtPO~f

b V" r"R' e u to c asSI Y
~reqa:y ';;:;:~bu~on..)e~al V~ati~n': Cyclical Fluct';18tio~ Viewed as a
tirely upon the local area, rath~~~poon th:=a~Yea~asocusapartmg hlS

f
atltention en­

o a arger area.
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ANALYSIS OF INTERSTATE DIFFERENTIALS

ingful and homogeneous categories. 10 A textile plant in one part
of the nation may, because of its location, vary from a textile plant
somewhere else. This variation may be reflected in the organization
of the productive process, in the composition of the skills of the
workmen employed, or in the types of markets served. But though
these may be important sources of variation, for the purposes of
the present paper they are treated as being of the same order as the
variation between two textile plants located in the same community,
that is, as independent of location.

Location, thus, is treated as a secondary or subsidiary system of
classification. It is secondary in the sense that classification by loca­
tion alone is of doubtful value in analyzing the operations of the
national economy. Without classification according to some set of
economic criteria, area aggregates are likely to be so heterogeneous
as to be uninterpretable. Once the data are classified by industry,
their further classification by locational characteristics may increase
their analytical value.ll When the problems to be studied are local
rather than national, some industrial detail may be sacrificed for
more precise locational classification. But even then it is doubtful
whether industrial classification at some level can be ignored.12

Of course, one reason for working with the forty-eight states is
that data are available for them. For a moment let us assume that
we could have data for any geographic area, however defined. There
are many ways in which the total area of the United States could
be partitioned into forty-eight subareas, partiCUlarly if we impose
no greater limitation on areal or populational differences than now
exist among states. For example, we could ask a group of third­
grade students, who had learned to count to above forty-eight but

10 Arguments about the specific categories in specific classification systems, e.g.
the Standard Industrial Classification sponsored by the Bureau of the Budget, seem
interminable. However, they are devoid of distinctions based on geographic loca­
tion. Even the distinction between "fixed" and "portable sawmill" industries, while
effectively separating the western states from the remaiuder of the country, is based
on equipment rather than on location.

11 One of the primary purposes of the "Study of Differences in State Per Capita
Incomes" is to find out whether the further classification of economic data by state
makes them more useful for studying national economic problems, and, if so, how.

12 Much of this line of reasoning must be obvious, although the ardent regional­
ists who think that small observed differences in economic behavior have "reality"
in terms of some regional concept may call location the primary classificatory
system. Among the economists who h~ve wri~ten ~n regional proble~s, ~ find
none who has not made use of industnal classdicatlon. They have vaned m the
importance they attach to locational classification. Wassily W. ~n.tief and others
(Studies in the Structure 0/ the American Economy. Oxford UmverSlty Press, 1953,
Part IT) apparently adopt an attitude very close to ~e one followed here.
Isard, Vining, and Neff apparently would attach more lDlportance to areal or
locational classifications.
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had not yet studied geography, each to divide all the area within t~e

outline of the United States into forty-eight parcels. The per capita
incomes and their distribution would probably differ for each set of
forty-eight subareas. These sets would have been determined by
approximately random selection, without regard to urban. places,
industrial composition, population concentrations, or other Income­
associated factors. How closely the forty-eight states conform to such
a hypothetical situation is not known. To treat them as one of a
number of possible randomly selected sets of subareas has certain
advantages. Chief among these is that such a conception provides
us with a framework for analyzing any observed changes in terms
of economic factors other than location.

The income level attained by the people within a state is to some
extent, at least, the consequence of chance forces. The states are
endowed differently with natural resources-rivers, soils, mineral
deposits, climate, etc. Then, too, as a result of historical develop­
ment, states vary in the size and types of farms, composition of
manufacturing activity, the number and type of trade organizations,
the kinds of service industries it supports, and in the rates at which
its population and economic activities tend to grow. Diligent his­
torical research may provide valid information on the sources of
this varied development in terms of by whom, when, and where
the pattern-setting decisions were made. Yet it appears incapable
of explaining why, for example, some Aztec did not chance upon
the principle of the wheel, a discovery that might have been fol­
lowed by a train of inventions similar to those being developed in
Europe at the time. Such a chance discovery might well have given
rise to a quite difierent economy for Columbus to discover.

Even the boundaries of the states often are the product of arbi­
trary, if not chance, decisions. Relatively slight changes in bounda­
ries could have important effects on a state's per capita income. For
example, if the Kansas-Missouri boundary had been fixed a few
miles east of its present location, would Kansas City, a large urban
center, have developed in Kansas instead of Missouri?

The assumption adopted in this paper, that the United States is
a single economy, appears consistent with the observed differences
among states. Although state per capita incomes are not distributed
normally, as might be expected if their difierences could be at­
tributed wholly to chance forces,13 the income differences are of a

13 In two-thirds of the years the distributions (when data are grouped in $100
intervals and the District of Columbia is omitted) have well-marked modal groups
near the center of the distribution; in the other years the modal group is either
DOt clearly defined or the distribution is discontinuous. The departures from nor-
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ANALYSIS OF INTERSTATE DIFFERENTIALS

size that can be explained by differences in industrial composition,
birth rates, age composition, educational achievements, racial com­
position, participation of women in the labor force, and a host of
other income-connected factors. The observed differences in these
characteristics could very well occur in a single economy.

Uses of State Per Capita Income Data

Data on state per capita incomes are relevant to the study of three
interrelated types of problems. First, they are necessary when differ­
ences in other economic series are used to explain state differences
in per capita incomes if a statistical-rather than a theoretical,
causal-relationship is wanted. Conversely, they are necessary when
state differences in per capita income are used to explain differ­
ences in such other variables as consumers' expenditures for certain
consumers' durable goods, e.g. automobiles and housing, or govern­
mental expenditures for education, local government functions, and
highways. Thirdly, state per capita income data can provide a frame­
work for the analysis of the relationship of other economic variables
to each other, e.g. of state automotive repair expenditures per auto­
mobile to state average age of automobiles. In these problems, in­
come itself need not be one of the variables.

Up to now, the state income data have been principally used for
the analysis and understanding of the sources of state differences in
per capita incomes-problems of the first type. Consequently, I shall
discuss them more fully than problems of the other two types.

STANDARDIZATION PROCEDURES

The basic model used in explaining statistically the state difier­
ences in per capita incomes is one or another form of standardiza­
tion. The states vary in industrial, occupational, age, racial, educa­
tional, and natural-resources composition, as well as in per capita
income. The problem, then, is to find out how much of the variation
in income can be explained by the variation in one or more of the
other variables.

Thus stated, the problem sounds like one adaptable tu correlation
analysis in which the coefficient of determination would provide a
direct answer. But correlation analysis is not used because of the
many individual categories in a single set of variables, say, industrial

mality are too great to be attributed to sampling enors. but it is doubtful that
the departures are sufficiently large to invalidate the measures used. Of course,
any departure from normality reduces the precision with which correlation tech­
Diques and many other statistical measures may be interpreted.

II'



ANALYSIS OF INTE-RSTATE DIFFERENTIALS

composition.a When the number of independent variables in a
correlation problem exceeds five or six. computation becomes u.n­
wieldy. The standardization procedures here adopted draw heavily
upon, and suffer much the same limitations as, the logic underlying
correlation analysis. They are constructed in much the same way as
constant-weight index numbers.

General Description. A brief description of standardization pro­
cedures is in order. III The occupational composition of the states,
as given in the 1950 census of population, is used as an illustration.
Some of the limitations imposed by data considerations are ignored
and the description is confined to the standardization of wage and
salary earnings, although the procedures are applicable to incomes
however defined.

The available data include an unpublished nationwide tabulation
of wage and salary earnings by their own size and by sex for each
of 422 detailed occupations from which the average annual earn­
ings for each occupational or occupational and sex category can
be computed. 16 There is also a published state tabulation which
shows the number of persons in the experienced labor force by de­
tailed occupation and sex, and another which shows wage and
salary earnings by size and by sex for all wage and salary earn­
ers. From these data the aggregate wage and salary earnings of
all persons in the nation can be computed by summing either
the occupational earnings or the state earnings. Were both sets of

14 There are some 430 manufacturing industries, 244 wholesale trade industries,
and similar numbers in other broad industrial categories. Even so, finer classifica­
tions may be needed; some of the remaining intra-industry variation may be im­
portant enough to warrant separate treatment. Moreover, since there are only
forty-eight (state) observations for each category, there would be no unique solu­
tion for more than forty-eight variables.

15 For a fuller discussion, see Margaret J. Hagood, Statistics for Sociologists,
Reynal and Hitchcock, 1941, pp. 837-847; and S. A. Stouffer and C. Tibbits, "Tests
of Significance in Applying Westergaard's Method of Expected Cases to Sociologi­
cal Data," Journal of the American Statistical Association, September 1933, p.
293, contains pertinent discussions of standardization methods. Examples of spe­
cific applications are provided in Howard G. Schaller, "Veterans Transfer Payments
and State Per Capita Incomes, 1929, 1939. and 1949," November 1953, pp. 325­
332, Frank A. Hanna, "Contribution of Manufacturing Wages to Regional Differ­
ences in Per Capita Income," February 1951, pp. 18-28, and "Age, Labor Force,
and State Per Capita Incomes, 1930, 1940, and 1950," February 1955, pp. 63-69,
all in Review of Economics and Statistics.

11 This tabulation, identified as D-6, is based on a 3.3 per cent sample of 1950
census returns. Aggregate wages and salaries were computed by multiplying the
midpoint of each class by the number in the class and summing over all classes.
The midpoint of the $IO,OOO-and-over class was assumed to be $17,500, a figure
obtained by rounding averages of earnings reported in Statistics of Income, Part I,
for several years. In computing the averages, only class 1 and 2 workers ("private
wage and salary workers" and "government worken") reporting wage income
were included.

120
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ANALYSIS OF INTERSTATE DIFFERENTIALS

tabulations completely comparable, the two totals would be identi­
cal. But differences in classifications give rise to small differences
in the averages. l1

By weighting the reported national average annual occupational
earnings by the numbers in an occupation and state, one can com­
pute a state average annual earnings that reflects the state's occu­
pational composition. Since the occupational earnings rates are
held constant, it is called the state's rate-constant occupational earn­
ingS. 18 Table 1 and Chart 1 compare the reported and rate-constant
earnings.

Effects of Standardization. Of the many methods that have been

IT The 0-6 tabulation excludes the wage and salary earnings of the self-employed;
use of the occupational distribution of the experienced labor force attributes tbe
same annual wage and salary earnings to tbe self-employed as is received by wage
and salary workers in tbe same occupation, and the state tabulations by wage and
salary income reflect the actual earnings of the self-employed, wbetber tbe self­
employed are in categories specifically included or not. The self-employed cate­
gories (nonfarm proprietors and self-employed managers, etc., farm proprietors.
and unpaid farm and self-employed farm service laborers) have been excluded
from the analysis to the extent possible. The average annual earnings based on the
unpublished tabulation is $2.528; on the state tabulation by earnings (Census 01
Population 1950, Bureau of the Census, State Tables 94), $2,556; and on tbe
occupational averages computed from tbe unpublisbed tabulation weighted by the
experienced labor force (State Tables), $2,517.

l81f the symbolism of index numbers is adopted, aggregate rate-eonstant earn­
ings for a state, V, ., may be represented by V, • = 'J:PI Iq. I. where Pi , is tbe av­
erage annual earnings of all persons in the ith occupation in the United States,
and q. I is the number of persons in the experienced labor force in tbe itb occupa­
tion in the particular state o. Aggregate rate-eonstant earnings were computed
mechanically by the Bureau of the Census as a special tabulation. State average
rate-eoostant earnings are tben computed by dividing the state aggregate rate­
constant earniogs by the state experienced labor force. 'J:PI Iq. 1 -7- 'J:q. I. Were
data available on p• .. the specific average earnings of the ith occupation in a par­
ticular state, it would also be possible to compute state composition-eonstant aver­
age earnings, V. I. Where ql I is the number in tbe ith occupation in tbe United
States, and the other terms are as previously defined, V. I = ';'p. ,ql I. Since the
rate-eoostant earning is designed to reflect differences in state occupational COm­
positions without the distorting effects of varying compensation rates for similar
wort, and the composition-eonstant earning is designed to reflect differences in
earning rates without the distorting effects of variations in O<.:cupational compo­
sition. there is no necessity for the two series to provide a similar ranking of tbe
states. Efforts by demograpbers to approximate state composition-eonstant deatb
rates or birth rates from rate-eonstant figures by the use of the approximation
('J:Plql) ('J:p.q.) -:- ('J:p,q.) = ('J:Poql) bave led to tbe characterization of rate­
constant computations as "indirect standardization" and composition-eonstant
computations as "direct standardization." See Hagood, op. cit., wbere this con-

version formula is rearranged, so that. 'J:Plql = 'J:P.q,
'J:plq. 'J:p.q.

It may be seen that the left-band side is weighted by national earnings, and the
right-hand side by state earnings. The differences in state and national weights are
too great in the occupational data to warrant the use of this approximation. Conse­
quently, only rate-eonstant earnings are analyzed.

121



TABLE 1

Reported and Rate-Constant Occupationa] Earnings, by State, 1949

(dol/ars)

Rate- Rate-

State Reported Constant State Reported Constant

New England: South Atlantic:
Maine 2,065 2,346 West Virginia 2,4J2 2,490
New Hampshire 2,193 2,392 North Carolina 1,841 2,235
Vermont 1,997 2,363 South Carolina 1,740 2,169
Massachusetts 2,610 2,570 Georgia ],801 2,241
Rhode Island 2,359 2,508 Florida 2,064 2,303
Connecticut 2,795 2,636 East South Central:

Middle Atlantic: Kentucky 2,024 2,399
New York 2,921 2,588 Tennessee 1,956 2,369
New Jersey 2,959 2,646 Alabama J,832 2,292
Pennsylvania 2,630 2,542 Mississippi 1,408 2,180

East North Central: West South Central:
Ohio 2,797 2,644 Arkansas 1,594 2,244
Indiana 2,652 2,586 Louisiana 2,114 2,383
D1inois 2,936 2,629 Oklahoma 2,238 2,527
Michigan 2,974 2,660 Texas 2,277 2,445
Wisconsin 2,586 2,562 Mountain:

West North Central: Montana 2,461 2,443
Minnesota 2,472 2,546 Idaho 2,300 2,397
Iowa 2,312 2,482 Wyoming 2,557 2,498
Missouri 2,422 2,512 Colorado 2,412 2,526
North Dakota 2,007 2,400 New Mexico 2,364 2,422
South Dakota 2,028 2,397 Arizona 2,397 2,382
Nebraska 2,262 2,490 Utah 2,610 2,594
Kansas 2,372 2,564 Nevada 2,839 2,420

South Atlantic: Pacific:
Delaware 2,752 2,554 Washington 2,774 2,526
Maryland 2,652 2,552 Oregon 2,668 2,430
Virginia 2,277 2,401 California 2,870 2,551

Note: Earnings are average annual earnings per worker.
Source: For methods of computation, see notes 17 and 18 in the text.

used to obtain a summary measure of the effects on a set of differ­
ences of holding constant one or more component variables, none
is entirely satisfactory. For example, economists have long since
given up as an impossible job the precise measurement of the pro­
portion of a change in value of output that is due to price changes
and to production changes.III When available data permit holding
only the rates constant, an analysis will be necessarily restricted
to one side. Even when complete data are available, any attempt to
partition the joint infiuence of simultaneous changes in rates and

18 This problem is discussed in Irving H. Siege], Concepts and Measurement oj
Production and Productivity, Bureau of Labor Statistics, 1952, pp. 86ff.
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CHART 1

Reported and Rate-Constant Occupational Earnings, by State, 1949
R,porttd (clollon)
3,2OOr--.--.....,.--.----...,---r--r---r---,
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t,800

.......

~"""L-- ........__- ............-.L. - ......--..1.._....,..-.. IUV\.t..---..1..-....,.. .....J
__ 2.tOO 2,300 2,400· 2,eQO __ 2,700 2,800

Rot, constont (dcillonl
Not,: [ornlftp art a..... _a1 tarnillfl per woAtr'.
Source: TIbIe t.

composition leads to results that are only approximate. The most
that can be expected from such measures is that they make efficient
use of the available data, that they yield consistent results, and that
the results can be interpreted unambiguously. Only two of the avail­
able methods are considered here: (1) coefficient of determination
between the reported and the standardized series, and (2) compari­
son of the coefficients of variation for the reported and the standard­
ized series.
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The coefficient of determination, (r2 ), provides a direct measure
of the portion of the variation in the dependent variable which is "ex­
plained" by the independent variable.20 Wh.en 1949 reported state
earnings arc treated as the dependent vanable and rate-constant
state earnings as the independent variable (Table 1 and ~h~rt ~),
the coefficient of determination is found to be 0.80, thus mdlcatmg
that variation in occupational composition explains 80 per cent of
the variation in reported state eamings.21

Since the average earnings of each occupation was used in com­
puting the rate-constant state earnings, presumably all of the fo~ces
making for differences in occupational averages were taken mto
account. However, the regression line in Chart 1 has a slope greater
than unity, indicating that states with predominantly low-earning
occupations tend also to have earnings lower than would be indi­
cated by their occupational composition. This association between
composition and rates, important as it is, raises troublesome prob­
lems of interpretation.

First, in addition to the forces making for differences between
occupational averages, some, though not necessarily all, of the forces
responsible for within-occupation dispersion must have helped to
determine the position of the regression line. Consequently, the
deviations from the line (the bases of the unexplained portion of
the variation) are traceable to some unknown part of the within­
occupation earnings differences.

Secondly, it may be asked whether regional location was one
of the criteria for distinguishing between occupations. For example,
subdividing "laborers" into two categories, "laborers, South" and
"laborers, non-South," would increase the amount explained by
holding rates constant, and only interstate differences within the
South and the non-South would be left. Much of the same effect
would follow if the detailed classification of operatives and labor-

• 20 The coefficient ~f .detemt!n~tioD .is de~~ as the ratio of the explained varia­
tion to the total vanation. It IS m thiS statistical sense that the words "explained"
and "accounted for" are used throughout this paper.

21 George H. Borts (pp. 185ff. in this volume) shows that, of this 80 per cent.
I I per cent may be attributed to the "independent" influence of occupational com­
position. and 69 per cent .to th~ joint influence o! ~cupational composition and
occupational rates ch~gtng. Simultaneously. This tnterpretation is acceptable.
~e 8~ per cent .fi.gure JS retamed ~ere (I) because the paper discusses state varia­
tions m compoSltion rather than m rates, (2) inclusion of both the independent
and joint ~ftuences o! composition provides a measure apparently comparable
between different classdicatory systems, and (3) there is no attempt to compare
the effects of composition and rate variations.
. Borts' commen!S also show ~e ~ced for weighting the regressions. When this
IS done, a coeffiCient of determJOatioD of 0.87 is obtained with 10 per cent at­
lnDutable to "independent," and 77 per <:eDt to correlated effects.
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ers, which is based largely on industry, provided separate cate­
gories only for industries that display considerable regional concen­
tration, and grouped all others in the "not-specified" categories.
There is some evidence that industries highly concentrated regionally
have been used as the basis for detailed occupational classifications,
but the effects do not appear to vitiate the use of the data made
here.22

There is no easy way to omit from the analysis or otherwise
adjust for categories that appear to be regionally concentrated.23

Moreover, low-skill industries are likely to be concentrated in low­
wage areas. This phenomenon adds an element of uncertainty to
an already crude measure, but there is as much or more reason for
accepting the geographic concentration as a reflection of the dis­
tribution of skills than as wholly a reflection of geographic differen­
tials in occupational wage rates.

Level of Classificatory Detail. The most detailed census occu­
pational classification prOVides 844 categories, half male, half fe­
male. These can be successively telescoped into fewer and fewer
categories. With each reduction, less of the interstate dispersion in
average annual earnings is explained by rate-constant standardiza­
tion (Table 2). For example, the coefficient of determination for

22 Fifty per cent or more of the experienced labor force in 68 of the 422 detailed
occupatioDS are located in one of the four census regions. Most of these detailed
occupations are found among operatives and laborers, in which industrial attach­
ment is a classificatory criterion. The 68 detailed occupations showing high
geographic concentrations are distributed as foUows: Northeast, 31; North Cen­
tral, 17; South, 19; and West, 1.

This problem is much more serious for manufacturing industry hourly earn­
ings of production workers than for occupational earnings (see Frank A. Hanna,
"Contribution of Manufacturing Wages to Regional Differences in Per Capita
Income," p. 22). .

28 Omitting from the analysis industries with more than a specified percentage
of their activity (measured, for example, by man-hours) in a partiCUlar state or
region would reduce the proportion explained by standardization. The selection
of the critical percentage would have to be arbitrary, and often made when there
was no clear-cut evidence that location, rather than the technical requirements
of the industry, was the real detenninant of the earnings level. Moreover, the
amount of adjustment would depend upon whether the industrial earnings level
was above or below the average of all industries. Since individual judgment is
involved in selecting the industrial categories for omissions, it seems preferable
to include all industries and then, if need be, make some allowance for the
possible error in the final figure. Some notion of the effect of the possible error
from this source can be obtained from the 1947 data for North Carolina, the state
with the most unfavorable, and Michigan with the most favorable, composition
of manufacturing industry. If the amount explained by industrial composition
in North Carolina were reduced one-third, the state would still be among the
eight with the most unfavorable manufacturing industry composition, even in
the absence of an adjustment for any other state. If an adjustment of one-third
were made for Michigan alone, it would still have the most favorable industrial
composition of any of the states (ibid., Table 2)
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TABLE 2

Effect of Level of Occupational Classification on Rate-eonstant
State Earnings, 1949

--

Level

Reported earnings
Rate-coDStaDt earnings for:

Detailed occupation and sex
Detailed occupation, sex omitted
Major occupational group and sex
Major occupational group, sex omitted
Sex
White collar and blue collar groups, sex

omitted C

Coefficient
Number of of Deter- Coefficient
Categories mination. of Variation"

16.0

844 0.81 S.l
422 0.80 S.l

24 0.77 3.4 '
12 0.69 3.0
2 0.08 1.4

2 0.02 1.4

... not applicable.
Note: Earnings are average annual earnings per worker.
• The ratio of the total variation of the reported earnings to the variation ex­

plained by standardizing earnings.
b The standard deviation expressed as a percentage of the average state earnings.

The average state earnings is the unweighted average of the forty-eight states (the
District of Columbia is omitted).

C The first five major groups-professional, technical, and kindred workers; man­
agers and officials; clerical and kindred workers; and sales workers-form the white
collar category. All other groups are included in the blue collar category.

Source: Census of Population, 1950, Bureau of the Census. For methods of
computation, see notes 17 and 18 in the text

major occupational group (sex omitted) is 0.69; for detailed occu­
pations (sex omitted), 0.80. Thus, the use of major occupational
groups leaves unexplained the part of the interstate variation attribut­
able to within-major-occupation variation among detailed occu­
pations. Or this may indicate that the use of detailed occupations
explains 35 per cent of the portion unexplained by major occupa­
tional groUps.24 When the occupational categories are telescoped to
the point that only two categories remain, very little of the interstate
differences are explained; most of the variation is within the two
categories.

Coefficient of Variation. Some studies use the difference in the
coefficients of variation as a measure of the effects of standardization.
The coefficients are computed independently for the reported and

24 Major occupational groups explain 69 per cent of the interstate dispersion and
leave unexplained 31 per cent. Detailed occupations explain an additional 11
~r cent, which is 35 per cent of the 31 per cent left unexplained by major occupa­
tional groups.
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standardized series and do not take into account the interrelation­
ships between them.25 The difference in the coefficients should be
used as a measure only when there is reason to exclude or ignore
these interrelationships. Table 2 shows clearly that a reduction in
the number of categories used in standardizing earnings is sufficient
to reduce the coefficient of variation. This effect is to be expected
from the simple fact that there is less room for variation. For ex­
ample, when rate-constant state earnings are computed for sex and
collar-color, the coefficients of variation are about 9 per cent of
those for the reported series. When the interrelationships between
the series are taken into account by computing a coefficient of de­
termination, however, the differences in the sex composition of state
labor forces explains about 8 per cent of the reported differences
in earnings, and the differences in collar-color composition, about
2 per cent. Here the interrelations between the series make for wide
differences in the explained variation. On the other hand, in a com­
parison between the interstate dispersion of per capita incomes based
on the total population and one based on the population fifteen
years and older, the interrelationships between the two series is un­
important.

When widely differing levels of classificatory detail are used in
the standardization processes, a warning must be sounded against
basing too much confidence in comparisons of the coefficients of
variation. For it cannot be known how much of the reported differ­
ence is due to the variable not held constant and how much to the
variation in the number of classificatory categories. The coefficient
of determination provides more consistent results in such cases.

Comparison with Regression Analysis. The mechanical effects
of the computational manipulations involved in standardizing state
earnings can best be understood in terms of the more familiar logic
of multivariate regression analysis, to which they are analogous.

Standardization is sometimes described in terms of the effect of
some shift of factors, for example, the effect of shifting rates until
every person in an occupation has the same annual earnings. Stand-

211 The coefficient of variation and the coefficient of determination are related.
When the reponed and the standardized series have identical means, the difference
in the coefficients of variation (V. - V,)/V" where the subscript 1 relates to the
reported series and 2 to the standardized series, is related to the coeffi­
cient of correlation by the constant b.. (the slope of the regression line),
since r = b.. (V,/V.) and the coefficient of determination is r2• Also, the square
of the ratio of the coefficients (V,1V,)2 is equal to the portion of the variance
attn"buted to the independent effect of bolding rates constant (cf. Borts' com­
ment). The condition that the means of the two series be the same is met only
approximately when each of the states is treated as a single pair of observations.
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ardization has been criticized because such a shift is held unrealistic
and likely to produce unpredictable side-effects.

To describe the method in these terms is both unnecessary and
misleading. Though less precise than multivariate regressio~, stand­
ardization procedures are simply another attempt to take IOto ac­
count the effects of specific sources of variation so as to d~cribe

existing phenomena more accurately. It is the effect of a vanable,
and not the variable itself, which is held constant. In multivariate
analysis about the only set of assumptions involved are those con­
cerned with the linearity of the relationships among the variables;
in standardization these relationships are assumed unimportant.
Both methods are essentially descriptive of numerical relationships
in specific sets of data, and both are silent on the existence or iden­
tification of chains of causation.

FURTHER OBSERVATIONS ON OCCUPATIONAL DATA

In many respects, the occupational distributions provided by the
1950 census of population are ideal for explaining state variation
in incomes through standardization procedures; they also have im­
portant limitations. On the positive side, the ability to classify all
recipients by their occupational characteristics is an advantage.26

Available data, however, limit the present analysis to wage and
salary income. Census information was obtained on self-employ­
ment income, but existing tabulations do not include state distribu­
tions of this type of income. Another alternative, the classification
of total income from all sources by the occupational characteristics
of the recipient, is precluded by the absence of distributions by in­
come size for categories more detailed than the intermediate occu­
pational group.27 With proper handling at the processing level and
the provision of categories for noneamers, the use of occupational
characteristics to classify all recipients by their total income looks
promising.

Although occupation cannot be interpreted unambiguously in
economic terms, it seems clear that it reflects economic factors pri­
marily. Differences in occupational earnings may be based on the
relative scarcity of basic skills, but there is no assurance that the

28!t w,?uld be necessary to ~dd several categories, such as investor, to the usual
classification of earners for thiS statement to be strictly accurate.

21 There is some doubt whether present census classification rules, which are
directed toward the occupational classification of persons by the source of their
eQ!ned. income, are appropriate for !his use. To the extent.that there are persons
pnmanly dependent upon property mcomes who also receive wages and salaries
Or seH-employment income in minor amounts from occupational activities uncon­
nected with the sources of their property incomes, the within-OC:C:UpatioD disper_
sion would be increased.
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relationship is very exact at any time or place or that appropriate
adjustments are made as demand changes over the business cycle.28

Consequently, observations taken for a single year may reflect more
the distribution of opportunities for gainful employment than that
of basic skills. In either case, occupation relates to an economic
activity giving rise to income, rather than to the size of the income
resulting from economic acti'iity.29 Furthermore, since occupation
is a characteristic of individuals, it is easily cross-classified by other
individual characteristics, such as sex or color, which may explain
part of the within-occupation dispersion. This preoccupation with
economic factors is, of course, a matter of choice in the present
study. Other students may find demographic or sociological factors
of more interest than those based on economic criteria.

There is some question whether sex is intended to be, or should be,
treated as a criterion for distinguishing occupations, for example,
whether male bookkeepers and female bookkeepers are one or two
occupations. In combining the detail occupations into an interme­
diate occupational classification, the Census Bureau maintains the
sex distinction, and different numbers of intermediate occupations
are provided for each sex. At this time and the major group level,
sex is probably a valuable distinguishing criterion.30

Fortunately, the occupational data are in sufficient detail to per­
mit standardizing state earnings both using and omitting the sex
distinction. Thus, interpretation can be left to the user of the re­
sults. The need for interpretation remains, however. If state differ­
ences are to be explained in economic terms only, then one must
decide whether the sex criterion in occupational classification rep­
resents differences in the work performed. If sex cannot be judged
an economic criterion for classifying occupation, then only the 422
detailed occupational categories should be used in standardizing
state earnings; the additional variation in state earnings that is ex­
plained by the addition of the sex criterion and the use of the 844
occupational-sex categories then provides a measure of the within­
occupation dispersion explained by sex.31 This makes the occupa­
tion series one of the few that are sufficiently cross-classified to per-

28 Edwin Mansfield, "Wage Differentials in the Cotton Textile Industry, 1933­
1952," Review of Economics and Statistics, February 1955, pp. 77-f!>2, and the
literature there cited.

n Classifications based on size of income received would lead to a tautology in
a standardization framework.

so In this study no use is made of the intermediate occupations and only limited
reference is made to major groups.

31 Only 5 per cent of the interstate dispersion not explained by the 422 detailed
occupations is explained by using sex as a classificatory criterion (see Table 2).
In part this is due to a lower correlation between rate-(:()nstant male and female
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mit any measurement of a noneconomic source of the effect of
within-category dispersion on state differences.

There seems to be no lower common unit in which occupation
can be defined. The varying occupational composition among firms
within an industry, on the other hand, builds into an industrial
series some within-industry dispersion that can be described in oc­
cupational terms.

Occupational income data are available in sufficient detail to
permit their use for standardizing state earnings only for one year,
1949.32 Although 1949 was in part a year of minor recession, it was
also a year of relatively high employment. But without data for a
series of years spanning periods of full employment and recessions,
it is not possible to do more than gauge the general direction of the
bias involved in taking a single reading of cyclically sensitive phe­
nomena. With a high level of economic activity, the within-occupa­
tion dispersion that comes from short workweeks or periods of
unemployment is at a minimum. This tendency is reinforced if the
level of employment is stabilized and there is minimal frictio~J1

employment.

CHANGES. 1919-1949

State per capita income estimates are available for 1919-1921
and 1929-1953.38 This sets a maximum on the number of years
that can be analyzed. Although explanatory series are not available
for all of the years, the state per capita income estimates provide an
opportunity to describe the differential behavior of the several states
for an extensive period.34

earnings (,2 =0.62) than between reported male and female earnings (r = 0.91).
The rate-eonstant earnings of women in the three southern divisions appear to
be about SIOO lower than would be expected on the basis of a regression line
fitted to male and female rate-eonstant earnings in other states. Apparently, this
is partly due to the larger than average percentages of women in private house­
hold work in the southern states. In part it is due to a combination of low female
participation in the labor force, the prevalence of rural residences, and the lack
of opportunities for female employment in the mOre remunerative occupations
in the southern states.

82 State frequency distributions of the employed experienced labor force by
occupation are based on the census week, usually a week in April 1950. The
occupation of the unemployed experienced labor force is based on the last job
held.

88 See note I.
•, A draft report, "Changes in State Per Capita Incomes. 1919-21 and 1929­

49," was prepared in 1952. This report contains many of the tables and charts
only referred to in this presentation. Data for 1950-1953, and revisions of earlier
estimates, which have become available since the analyses included here were

'3°
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The mean state per capita income varies from a low of $321 in
1933 to $1,576 in 1953 (Table 3).35 The absolute dispersion
around these means, as measured by the standard deviation, tends
to rise and fall with the means. However, the relative dispersion, as
measured by the coefficient of variation, tends to move inversely to
the movement of the means. Although the period is too short for
tested conclusions, there is some evidence of a downward trend in
the coefficients of variation~vidence that the states became more

TABLE 3

Averages, Standard Deviations, and Coefficients of Variation of State Per Capita
Incomes, 1919-1921 and 1929-1953, by Year

Standard Coefficient
Year Average- Deviation of Variation

(percent)

1929 $ 592 $209 35.2
1930 518 197 38.0
1931 434 176 40.5
1932 328 136 41.4
1933 321 124 38.5
1934 370 132 35.7
1935 411 139 33.8
1936 475 158 33.3
1937 500 167 33.3
1938 456 147 32.1
1939 486 161 33.1

1940 520 176 33.9
1941 631 200 31.6
1942 834 247 29.6
1943 992 267 27.0
1944 1,078 255 23.7
1945 1,108 243 21.9
1946 1,130 257 22.8
1947 1,222 274 22.4
1948 1,307 276 21.1
1949 1,235 264 21.4

1950 1,343 305 22.7
(continued OD next page)

first undertaken, are sometimes, though not always, included in the tables. There
are apparent inconsistencies between the tables taken from the several studies
which, because of insufficent time, could not be removed or reconciled. In pre­
paring a final report on the study, I shall recompute many of the measures to take
advantage of the 1929-1954 state series on personal income published in Survey
of C,ment Business, Dept. of Commerce, September 1955.

1$ The mean state per capita income is an unweighted average of the per capita
incomes for the forty-eight states. The District of Columbia, being entirely urban
and having extreme income differentials, is omitted from most parts of this study.
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TABLE 3 (continued)

Standard Coefficient
Year Average· Deviation of Variation

(percent)

1951 1,486 329 22.2
1952 1,534 333 21.7
1953 1,576 355 22.5

1919 584 155 26.5
1920 608 193 31.7
1921 500 175 35.1

• The unweighted average of the forty-eight state per capita incomes (the District
of Columbia is omitted).

Source: 1929-1943: Computed from Survey of Current Business, Dept. of Com­
merce, August 1951, Table 8, p. 18. 1944-1953: Computed from ibid., August 1954,
Table 4, p. 15.19/9-1921: Computed from Maurice Leven, Incom.e in tile Variolls
States: Its Sources and Distribution, 1919, 1920, and 1921, Nallonal Bureau of
Economic Research, 1925, Tables 46-48, pp. 260-265.

tightly grouped around the mean state per capita income than would
be expected from the rising level of income.36 While the King­
Leven estimates for 1919-1921 are well within the range of the
Department of Commerce estimates for 1929-1949, the coefficients
of variation do not follow this behavior and suggest that, if there
is a trend toward declining coefficients, its onset was after 1921.

The coefficients of variation go far toward describing the behavior
of the states as a group but tell little about the behavior of indi­
vidual states. Gauging the behavior of individual states is largely
the problem of choosing a model that provides a theoretically justi­
fiable set of expectations. It may be informative to say that a state's
income has changed by a given percentage, but it is more informa­
tive if one can add that the given percentage change is more or less
than could be expected on the basis of relevant relationships.

A state's per capita income is often said to have increased (de­
creased) by a larger (smaller) percentage than did the national
per capita income. Implicit in such statements is the notion that
the forces making for a change in national per capita income would
produce the same relative effects in each state. Since the national
per capita income is a weighte.d average of the per capita incomes

311 When the 1~29-1949 percentage changes in the mean state per capita income
are compared wuh the percentage changes in the coefficient of variation, the
coefficient of determination is 0.91. When time is added as an independent variable
and multiple correlation used, a coefficient of multiple determination of 0.95 is
obtained. This is a significant improvement over the coefficient of simple deter­
mination. More conclusive evidence is presented in the next section.
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of the forty-eight states and the District of Columbia, the changes
in each of the states is taken into account, although on an undiffer­
entiated basis.

Some differentiation is provided if a regression line is fitted to
the state per capita incomes for the two years compared. The re­
gression line treats the changes in the states as a linear function of
the size of the state's income at the beginning of the period. It recog­
nizes that a state that has previously achieved a high per capita in­
come may have great difficulty in achieving a further increase of
the same percentage size as a low-income state, particularly when
the larger absolute increases in the high-income states may be
smaller percentage increases. It seems reasonable to suppose that
states with their resources already highly developed, as indicated by
a high income level, may have more difficulty expanding them
than would states with large banks of unused resources. The very
notion of the allocation of scarce resources should lead us to expect
a comprehensive measure, such as per capita income, to regress
toward the mean.ST Thus a regression line, if it adequately describes
the pattern of change among the states, provides a better set of ex­
pectations against which to gauge the behavior of a particular state
than does the percentage change in national per capita income.

The regression lines used in this study were fitted by means of
least squares to the absolute amounts of state per capita incomes.38

There are reasons to prefer the relative changes implied by a regres­
sion line fitted to the logarithms of the state per capita incomes. But
the differences between the regressions fitted to the absolute amounts
and to logarithms tend to be small and often insignificant.38 Al­
though the correlation coefficients tend to be uniformly high and
the standard errors small, several other tests were made of the
linearity of the regression lines.40 Each test cast some doubt on the
linearity of the regressions, though inconclusively. Some pairs of

aT Harold Hotelling. "Review of Horace Secrist's The Triumph 01 Mediocrity
in Business,n Journal 01 the American Statistical Association, December 1933,
pp. 463-465.

38 Since there is no one "standard" year, regression lines were fitted to each pair
of years, 1929-1949. This required some 210 regression lines. These were supple­
mented by fifteen regression lines based on 1919-1921, consisting of the com­
binations ot 1919-1921 among themselves and each of these three years with
1929, 1933, 1939, and 1949.

IP Regression lines were fitted to the logarithms of state per capita income for
some forty-five pairs of years. These pairs of years were chosen largely on the
basis of a visual inspection of the scatter diagrams for evidence that a curvilinear
regression might provide a better fit. In ooly eighteen cases did the logarithmic
regression provide a fit which was significantly superior at the 0.05 prObability level.

to In one test, the departures of group averages from the regression lines were
examined to see if there were patterns that would suggest nonlinearity. The groups
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ye-ars that appear linear by one test do not appear so by another. For
42 of the 210 regressions there is no evidence that the regression is
not adequately described by a straight line. Experiments in fitting
parabolas were not promising.

The results of still another test of linearity, in which the departures
of each of the states from the linear regression lines were tabulated,
are given in Table 4. The test is based on the hypothesis that, if
the linear regression adequately describes the changes, and if any

TABLE 4

Relation of Commerce Department Estimates to Linear Regression Estimates of
State Per Capita Incomes, 1929-1949

SJGN OF COMMERCE DEPARTMENT

AVEIlAGE ESTIMATE MINUS LINEAR

1929-1950 REGRESSION ESTIMATE b IlANE
PER CAPITA Frequency (from most plus

STATE a INCOME PIllS Equal Minus to most minus)

New York $1,156 46 13 151 34
Connecticut 1.075 105 31 74 19
Nevada 1,060 158 16 36 5
California 1,051 122 29 59 16
Delaware 1,048 96 23 91 25
New Jersey 1,036 32 28 150 33
IUinois 986 142 16 52 11
Massachusetts 977 26 12 172 46
Rhode Island 960 31 12 167 43
Washington 914 155 20 35 7
Maryland 893 109 28 73 18
Ohio 890 145 26 39 9
Michigan 885 138 18 54 13
Pennsylvania 867 30 50 130 31
Oregon 842 165 18 27 2
Montana 828 174 15 21 1
Wyoming 828 100 31 79 21
New Hampshire 177 34 16 160 40
Wisconsin 173 140 35 35 12
Colorado 170 101 35 74 20
Indiana 170 164 18 28 3
Missouri 743 57 32 121 29
Iowa 730 145 18 47 10
Nebraska 729 131 16 63 14
Minnesota 726 89 34 87 23
Kansas 716 123 26 61 IS

(continued on next page)

used were $100 income classes in the year treated as independent. In another,
nIns of five or more states on one side of the reoression lines were counted and
their position noted. In 36 of the 210 regressio~ the three or more terminal
$100 classes lay on one side of the line, and there were rnns of five or more states
on one side of the line in 131 of the 210 regressions.
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TABLE 4 (continued)

SIGN OF COMMERce DEPARTMEN1'

AVERAGE ESTIMATE MINUS LINEAR

192!>-1950 Jtl!GRESSION ESTIMATE b RANE
PER CAPITA Fuquency (from most plus

STATE- INCOME Plus Equal Minus to most minus)

Maine 711 26 15 16!> 45
Vermont 708 23 2S 162 42
Utah 701 111 46 53 17
Idaho 696 146 25 39 8
Arizona 663 59 28 123 30
North Dakota 662 158 25 27 4
South Dakota 662 157 15 38 6
Florida 651 81 42 87 24
Texas 634 90 57 63 22
Virginia 616 73 30 107 26
West Virginia 584 37 21 152 35
Oklahoma 571 51 41 118 28
New Mexico 544 49 49 112 27
Louisiana 539 28 28 154 37
Tennessee 498 33 36 141 32
Georgia 488 24 26 160 41
Kentucky 481 11 25 174 47
North Carolina 481 36 19 15S 38
Alabama 434 23 29 158 39
South Carolina 431 36 21 153 36
Arkansas 425 17 25 168 44
Mississippi 358 11 17 182 48

- In order of 1929-1950 per capita income.
II The signs were ascertained by an inspection of scatter diagrams on which the

later of the pair of years was plotted on the y-axis, the earlier of the pair on the
z-alis, and the regression line was shown. Because of the size of points and the
scales used, a state per capita income might depart from the regression line as much
as $10 and still be counted as being on the line (that is, as the Commerce Depart.
ment estimate being equal to the regression estimate).

Source: SUTlltry of Cu"ent Business, Dept. of Commerce, August 1951 (see note
38 for the method of computation).

departure from a regression line is due solely to extreme circum­
stances peculiar to a particular year, there will be a random pattern
in the direction of the departures for a particular state.U When the

41 Were each of the 210 regressions independent and the departure due to chance
forces. the expected mean number of departures above (or below) or on the re­
gression line would be lOS, with a standard deviation of 7.25, and as many as 124
departures in one direction could be expected to occur only once in 100 times. The
independence and randomness criteria are not net. Since the earlier of a pair of
years was treated as the independent variable, a year such as 1929 was thus the in·
dependent variable for twenty of the regressions; its peculiarities affected some
twenty regressions. A year such as 1939 was treated as the dependent variable for
the ten years 1929-1938. and as the independent variable for the ten years 1940­
1949.
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states departing with high frequency from the regressi~n l~nes are
distributed by size of their 1929-1950 av~rag~ per capita Income,
the states most frequently below the regressIOn lInes are c~ncentra~ed
in the lowest quartile, and those most frequently above, m the thud

quartile.42

The pattern of departure of the states from the !inear regression
lines given in Table 4, together with a visu~l inspectIOn ~f the.scatter
diagrams on which the results of the vanous tc:sts ~f lInearIty had
been noted, led to the conclusion that a regressIon lme that started
somewhat below the linear regression line at the lower end of the
distribution, rose somewhat more rapidly to somewhere within the
third quartile, and leveled off to about the same or a slightly lower
position than the linear regression line at the uppe~ end of ~e d.is­
tribution would reduce the number of states departmg from It With
excessive frequency in one direction. Such a line, though its exact
position is unknown, describes the 1929-1949 average pattern of
observed year-to-year changes somewhat better than does a straight
line. As compared with linear regression, a regression line curved
downward slightly at its ends suggests that states with incomes so
high as to indicate an approach to full resource use, and those with
incomes so low as to indicate many unused resources, found it diffi­
cult to expand production as rapidly as the states in the central
income quartiles during the period of a generally expanding econ­
omy covered by the analysis.

While the position of a "best" regression line is left ambiguous,
it is clear that such a line lies fairly close to the linear regression
line. With the exception of a few pairs of contiguous years, when
both the income level and coefficients of variation changed mod­
erately, the difference between a curvilinear and linear regression
would be much less than the difference between a curvilinear re­
~ession and a line ~~ proporti?nal change (that is, a line pass­
~ng through the.ongm a~d either the unweighted mean state
mc?~e or the weighted national per capita income). Thus, in de­
scnbmg. the. beha~i~r of ~n indiv!dual state, less error is likely in
c.ompanng Its .posltlon With the lInear regression line than with a
l~e of proportional change. AI~ough th~ linear regression line pro­
Vides an unperfect measure, It recogmzes that economic forces

• 42 Of the 18 states with .124 or more departures below the regression lines, 10 are
In the lowest 1929-1950 lDcome quartile; 7 of the 14 states with similar numbers
of departure~ above the regressi~~ line are in the third quartile. The coefficient of
rank correlal1on between the POSition of the state with respect to the regression lines
ranked from the most frequently above to the one most frequently below the lin~
(last column ~f Table 4), and the state's 1929-1950 average per capita income
ranked from highest, is 0.4 I. '
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make for differential changes among the states. Comparisons with
the linear regression lines have been summarized in Table 4. About
the most that a similar summary of comparisons with the line of
proportionality would show is that there was some regression, that
is, that the states below the mean were above, and those above the
mean below, the line of proportionality.

CYCLICAL AND SECULAR CHANGES 43

The comparisons of the state distributions in one year with those
of other years in the preceding section did not try to identify the
forces responsible for the observed changes. In this section attention
is focused on two groups of such forces: the changes in the state
distributions associated with the level of the national income and
those that appear to have a persistent and differential influence on
the development of a state's income.

As a measure of the state changes associated with a change in
the level of the national income, crude sensitivity indexes were com­
puted by ordinary regression methods for each state for the period
1929-1950.H The crude sensitivity index states the percentage
change in the state's per capita income associated with a 1 per cent
change in the per capita income of the United States. The differ­
ences between the Commerce Department per capita incomes and
those computed from the crude sensitivity indexes were tested to
see if they contained any significant time order.45 When the differ­
ences between the two series were not time ordered, the crude sensi­
tivity index was accepted as an adequate description of the associa­
tion between the relative changes in the state's and the nation's per
capita incomes. When the time order of the differences proved sig-

43 The material in this section is treated more extensivelv in Frank A. Hanna,
"Cyclical and Secular Changes in State Per Capita Incomes: 1929-50," Review of
Economics and Statistics, August 1954, pp. 32~330.

44 If for a particular state we let Xl represent the state per capita income, and X.
represent the United States per capita income for each of the twenty-two years 1929­
19.50, and to the logarithms of Xl and X. we fit a least squares regression line of
the type log XII =log a + b log X., the coefficient b is the crude sensitivity index.
Since income is a comprehensive measure of the results of economic activity, both
on a national and state level, it is presumed that any economic force operating to
change the level of national income would also affect the several states. Conse­
quently, all of the years 1929-1950 were included in the analysis. This decision
treats the economic effects of deflation of the 1930's on a par with those of the
inflation of the 1940's, and the e<:onomic effects of the Great Depression on a par
with those of the war mobilization.
~ This was done by introducing a third variable, X" time (year minus 1940), and

computing the mUltiple regression log XI •OS = log a' + b.... log X. + x. log b13.2.

Analym of variance was then used to test the significance of the additional variance
accounted for by the addition of the third variable. The 0.0.5 probability level was
used.
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nificant, the coefficient computed net of the i~ftuence of time Was
accepted as the sensitivity. index and the net tune-factor index Was
retained for further analytical use (Table 5) .

TABLE 5

Sensitivity and Time·Factor Indexes, by State, 1929-1950

Time-factor Index. =
Average

Average 1929- Sensitivity (per cent change Errorb
State 1950 Income Index per year) (percen,)

New England:
Maine $ 711 0.936 3.5
New Hampshire 777 0.844 3.0
Vermont 708 0.909 2.3
Massachusetts 977 0.808 -0.4 1.9Rhode Island 960 0.791 2.6Connecticut 1,075 0.863 3.1Middle Atlantic:
New York 1,1S6 0.909 -1.1 2.5New Jersey 1,036 0.914 -0.6 1.7Pennsylvania 867 0.989 -0.4 1.1East North Central:
Ohio 890 1.019 2.7Indiana 770 1.068 0.9 3.0Illinois 986 1.087 -0.7 2.9Michigan 885 1.039 4.8Wisconsin 773 1.126 1.4West North Central:
Minnesota 726 0.989 0.6 3.0Iowa 730 1.292 6.1Missouri 743 1.043 2.5North Dakota 662 1.383 1.7 5.6South Dakota 662 l.S60 7.5Nebraska 729 1.400 -0.9 4.5Kansas 716 1.276 4.1South Atlantic:
Delaware 1,048 0.876 4.5Maryland 893 0.825 0.7 3.0District of Columbia 1,225 0.452 6.2Virginia 616 0.849 1.9 3.2West Virginia 584 0.936 0.7 3.9North Carolina 481 0.858 2.7 4.9South Carolina
Georgia

431 0.898 3.2 5.3
Florida

488 0.986 1.8 4.2
East South Central:

651 0.962 1.0 3.1
Kentucky 481 1.062 0.7 3.3Tennessee
Alabama

498 1.068 1.4 4.3
Mississippi

434 1.141 1.4 4.9
West South Central:

358 1.339 5.3
Arkansas 425 1.118Louisiana 1.7 5.3
Oklahoma

539 1.020 0.8 3.0
Texas 571 1.243 3.6634 1.047 1.3 2.8

(continued on next page)
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TABLE 5 (continued)

Time-factor Indez a Average
Average 1929- Sensitivity (per cent change Error b

1950 Income Index per year) (percent)

Mountain:
Montana
Idaho
Wyoming
Colorado
New Mexico
Ariwna
Utah
Nevada

Pacific:
Washington
Oregon
California

828 1.054
696 1.269
828 1.016
770 1.071
544 1.078
663 1.078
701 1.156

1,060 1.001

914 1.112
842 1.127

1,051 0.953

1.4

1.5

-0.5

4.6
4.2
4.2
3.0
3.1
3.4
4.2
5.5

5.4
4.5
2.5

a Time-factor indexes are shown only when they are significant (see note 4S, in
the text).

b The difference between the observed and the per capita incomes computed
from the sensitivity and time-factor indexes for each year, expressed as a percentage
of the observed figures. and averaged over the twenty-two-year period. The averages
are of the absolute figures.

Source: For methods of computing indexes, see notes 44 and 45.

The state per capita incomes computed from the national per
capita income and these sensitivity and time-factor indexes differ
from the Commerce Department estimates by an average of 3.7 per
cent (these differences are called "errors" in Table 5). The errors
tend to be smaller during the years of gradual recovery (1936-1939)
and larger during the war years (1941-1944); the largest errors
are found in 1942, the first year in which the full effects of mobiliza­
tion were felt. The use of a time-factor index apparently accounted
for most of the time-associated differences, and there does not seem
to be any pattern by years of the remaining errors for individual
states. Consequently, these data do not support the hypothesis that
either the Great Depression of the 1930's or the war mobilization
of the 1940's left a permanent impact in the form of differential
changes among the states. Rather, the errors appear to stem from
short-lived irregular and nonrepetitive forces, such as major con­
struction work, the timing of major war contracts, and vagaries of
the weather.48

..One possible source of error, the intercensal population estimates. is difficult
to evaluate. Some of the revisions incorporated in successive estimates are sub­
stantial and could account for relatively large differences between the per capita in­
comes computed from the indexes and those estimated by the Department of Com­
men:c, and may even affect the size of these indexes. The state per capita incomes

'39



ANALYSIS OF INTERSTATE DIFFERENTIALS

The tendency for the coefficie~t of variatio~ fo~ state per capita
incomes to move inversely to natIonal per capIta lDc~me has often
been observed. fT Some understanding ,?f the mecha.D1sm by which
this accordion effect operates can be gamed ~Y. ~lak~g use of state
per capita incomes computed from the s~nslt1V1ty lDde~es for the
states and the per capita incom~ of the natIon. Such a senes of com·
puted state per capita incomes IS e~~ted to reflect only the effects
of changes in the nation's per capIta mcome payments and the re­
sponses of the states to these changes. The coefficients of variation
for such a computed series, 1929-1950, shows a more prono.unced
accordion effect than does the Commerce Department estImates
(Table 6) .•8 The coefficients based on the computed series start
somewhat lower, rise with every decrease in the national income,
and decrease with every increase. Table 5 shows some tendency for
the states with lower incomes to be more sensitive to changes in
the level of income. As the national income increases, the more sensi­
tive states near the lower end of the distribution would increase
relatively more, and the less sensitive states near the upper end of

used in this analysis are from the Survey of Current Business for August 1951, and
reflect the revised intercensal population estimates of March 195 I (cf. Current
Population Reports, P-2S, No. 47, March 1951). For example, these revisions for
1944 ranged from 5.3 per cent downward to 3.8 per cent upward, averaging 1.2
per cent. Similar figures for 1947 show a range of -10.5 to 8.2, with a 2.8 per cent
average. Subsequent revision of the 1940-1949 population estimates (Current Popu­
lation Reports. P-25, No. 72, May 1953), which have not been incorporated in
these figures, is almost as large as the earlier revisions, although they often relate
to different statcs, and (for 1944 and 1947) more than half of the changes are in a
different direction. The net effects of these revisions in the population estimates on
~e state per capita incomes may be seen from the following coefficients of varia­
tIon:

1944 1947
August 1950 Commerce estimates 24.1'10 22.90/0
August 1951 Commerce estimates 23.4 22.3
Based on May 1953 population estimates 23.9 22.4

It is possible that none of the Jl.Op.ulation estim~tes forf~rticular states for particular
years adequately reflects the timlDg and magrutude 0 IDterstate migration. For ex­
a.mple, the problem of defin~g and. reporting the employment and payrolls, par­
ticular~y for large constructIOn projects, such as are found in armed service in­
stallatl~ns ,?r the Savannah River project, is much easier than accounting for the
short-lived IOterstate population shifts which accompany them.

41 Sharles F. Schwartz and. Robert E. Graham Jr., "State Income Payments in
1949,,, Sun·ey of Currf'~t BUSiness, Dept. of Commerce, August 1950; John L. Ful­
mer,. Factors InftuenclDg State Per Capita Income Differentials," Southern Eco­
~omlc lou~nal, J~uary 1950, p: 273; and ~gar M. Hoover and Joseph L. Fisher,
Resea":~ I~ ReglOnal Econo~lc Growth" ID "Problems in the Study of Economic

G~wt.h, mimeographed, NatIonal Bureau of Economic Research, 1949, p. 201.
SlDce the. same num~r. of observations (states) is used in the computatioo

of the. coe~clents of vanatlon for each income variant and for each year, the
coeffiCIents ID Ta~le 6 may be compared without being subject to the limit lions
noted above (partIcularly the discussion of Table 2). a



TABLB 6

Coefficients of Variation for Observed and Computed State Per Capita
Incomes, 1929-1950

•
COEFFICIENT OF VAlUATION BASED

ON STATE PER CAPITA INCOMR
NATIONAL Estimated by Computed from Sensitivity Index b

PER CAPITA Commerce Plus Time
YIlAIIl INCOME a Department Alone Index

(per cent)

1929 $ 680 35.2 30.4 36.4

1930 596 38.0 31.S 36.8
1931 500 40.5 33.1 37.7
1932 380 41.4 35.7 39.7
1933 368 38.5 36.1 395
1934 420 35.7 34.7 37.6

1935 460 33.8 33.8 36.3
1936 531 33.3 32.5 34.4
1937 561 33.3 32.0 33.4
1938 509 32.1 32.9 33.7
1939 539 33.1 32.4 32.7

1940 575 33.9 31.8 31.S
1941 693 31.7 30.2 29.4
1942 876 29.6 28.6 27.2
1943 1,059 27.0 27.5 25.5
1944 1,160 23.4 27.1 24.6

1945 1,191 21.8 27.0 23.9
1946 1,211 22.4 26.9 23.3
1947 1,293 22.3 26.7 22.6
1948 1,383 21.1 26.6 21.9
1949 1,325 21.4 26.7 21.S

1950 1,439 22.4 26.5 20.9
1951 1,581 22.2 26.4 20.3
1952 1,644 21.7 26.4 19.9
1953 1,709 22.5 26.4 19.5

a 1929-1950: Survey of Current Business. Dept. of Commerce, August 1951.
1951-1953: Survey of Current Business, August 1954. The District of Columbia is
omitted.

b The sensitivity and time indexes are based on 1929-1950 data only (see notes
44 and 45). The enlries for 1951-1953, thus, are beyond the range of years from
which the indexes were computed, and are presented only as memoranda.

the distribution would increase relatively less, than the national in­
come. Thus, an increase in the national per capita income would
result in both extremes being nearer the mean state per capita in­
come. Conversely, with a decrease in the national income, the more
sensitive states would go down relatively more, and the less sensitive
states relatively less, resulting in relatively larger interstate differ­
ences. Although not all the low-income states have high sensitivity
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indexes and the high-income states low sensitivi.ty indexes,49 this
tendency is pronounced in the two extreme quart~es. In the lowest

uartile (based on mean 1929-1950 in~mes), elg~t of the twe~ve
~ates have sensitivity indexes ~bove umty. In the highest quartil~,
the situation is reversed, and elght of the twelve ~tates have sensi­
tivity indexes below unity. It is the e~tr~m~~uartiles that have the
most effect on the coefficient of vanatlon.

Although the sensitivity ind~xes appear ~o ~ccount for the direc­
tion of change in the coeffiCients of vanatIon, the changes are
smaller than those based on the Department of Commerce series.
'Ibis might be expected, since no account is taken of the differential
changes among the states reflected in. the time-factor in~ex.~l Simi­
lar coefficients of variation of the senes of state per capIta mcomes
estimated from both the sensitivity and time-factor indexes behave
very much like those for the series computed from the sensitivity
indexes alone, but their size is closer to those computed from the

49 The coefficient of rank correlation is 0.33.
10 The differential behavior of the two ends of the distribution also helps to ac·

count for the positive intercept .of reg~ion lines fitted to ye~rs in wh.i~h in~!D:e
increased, as noted in the prevIous sectIon. The area of po5SIble curvilineanty IS

largely confined to the central quartiles.
III The time-factor index cannot be interpreted as a measure of secular trend,

although it probably contains a large element of ditferential trend. (1) The tedt·
Diques used to compute the sensitivity and time·factor indelles are inadequate 10
distinguish on economic grounds between persistent changes that arise from cycli·
cally connected forces, such as inflation with its differential price increases and
consequent changes in demand schedules, and those that arise from secular forces,
such as an influx of higher productivity industries. (2) In the absence of differential
changes in the national income, the sensitivity indexes would reflect both trend
and cyclical changes and would not be reversible. During the period 1929-1950
there were fifteen instances of increases and only six instances of decreases from
the previous year. Although a different distribution of increases and decreases would
affect the results. the actual distribution appears to be such that the method may be
applied validly. (3) The period for which data are available provides only twenty·
two pairs of values, so the time order of the differences between the computed and
o~served per capita incomes must be pronounced before a time index will be sig­
nificant at the 0.05 probability level. (4) The time-factor index assumes a constant
pe~~ta~e ~h~ge annu~lly, .whicb n~ed not be the shape of a secular trend line.
:nus limitatIon I~ n~t senous If the penod covered can be selected so that all cyclical
infiuences are eliminated (cf. Schwartz and Graham, op. cit., in which an attempt
is made to eliminate cyclical influences by the use of selected years thought to be
cyclical peaks).

Basically, ~e se~sitivity in~e)[es are one species of standardization procedure. U
the. changes m the mco~e p81d out by each industry in the United States could be
welght~ by~ apfropnate number of recipients in 8 state, and the results summed
for all mdusmes m th~ state, approximately the same volume of income would
~ expected as that e$timated by the sensitivity indexes. In effect, the sensitivity
mdex. approach. ~an~les ~ industries simultaneously, and since each state·s in­
dustrial ~~poSltion IS contlDuously c~~ging, the index may be expected to reftca
~e sensluVJty of the average composItIon over the period studied. The time-factor
mdex then may be expected to reflect significant changes in industrial compositioo.
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t Commerce Department series-the largest difterence is about 10
per cent.

A rough measure of the relative contribution of the sensitivity and
time factors to the observed reduction in the coefficient of variation
can be obtained from a comparison of the several series in Table 6
and from a similar series based on the time-factor index alone.li2 To
overcome the difierences in timing, the average size ot the coeffIcients
for the two four-year periods (1930-1933 and 1947-1950) are
used to measure the reduction in the coefficients of variation over
the period. The percentage reductions are 45.2 per cent for the
Commerce Department estimates, 43.5 per cent for the estimates
based on both sensitivity and time-factor indexes, 22.0 per cent for
the estimates computed from sensitivity alone, and 24.0 per cent for
the estimates computed from the time-factor index alone. Thus,
the increases in the national per capita incomes and the forces asso­
ciated with the differential time-factor indexes appear to have con­
tributed approximately one-half each to the total reduction in the
coefficient of variation. Although such measures are subject to
wide error, they tend to substantiate the existence of a persistent
decline in the relative differences in state per capita incomes during
the period 1929-1950, after account is taken of the effects of
changes in the national per capita incomes.n

COMPONENTS, 1919-1951 114

For 1929, 1933, and annually since 1939, the Department of
Commerce has prepared state distributions of the four principal
components of income: wages and salaries, proprietors' income,
property income, and "other" income (mainly transfer payments).
The King-Leven study for 1919 to 1921 llll combines transfer pay­
ments with wages and salaries, publishing only the total of the two
items. Transfer payments were small during 1919 to 1921, and the
combination probably could be treated as wages and salaries with­
out serious bias; however, they have been treated as a combination
of two components in this study. Property income and proprietors'
income for 1919 to 1921 appear conceptually consistent with these

62 In com'puting state incomes from the time-factor index, the level of each state',
per capita mcome was taken at approximately the geometric mean of its 1929­
1950 annual incomes.

61 Since 1950, per capita incomes have continued to rise, although the coefficient
of variation has remained almost constant. Since the sensitivity and time·factor
indexes are descriptive rather than predictive, they would have to be recomputed
to take into account these additional data.

6' The report of the results of the analysis on which this summary is based will
be found in the Review of Economics D1Id Statutics, November 1956.

I10p. cit.
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items for the later period. Two series of adjustments were made:
( 1) the data were reduced to a per capita basis to adjust for popu­
lation differences and population growth, and (2 ~ each of the com­
ponents were expressed as a percentage of !otal Income payments,
which renders them independent of f><?pulatl?n change..Thes~ data
help to explain the observed decrease 10 the mterstate dISpersIOn of
per capita incomes. . .

State per capita property incomes had the greatest dIspersIon for
the 1939-1951 period as a whole of any of the four compo~ents
(Table 7). Per capita proprietors' income had almost as much mter­
state dispersion as property incom~. These two com~ne~ts and
wages and salaries were all more disperse than per capIta IDcome
payments. Per capita transfer payments, the smal~est component,
was the least disperse of the components and less dlspers~ than.per
capita income. With few exceptions, this pattern has persIsted smce
1919. The interstate dispersion of per capita proprietors' income
for 1920-1921, 1929, 1933, and 1939-1940 was somewhat less
than that for per capita income. The interstate dispersion of per
capita transfer payments in 1929 was greater than either proprietors'
income or wages and salaries. Because transfer payments were com­
bined with wages and salaries for 1919-1921, precise information
is not available for this period.

State per capita wages and salaries, property income. and trans­
fer payments, like state per capita incomes, have shown a tendency
to become less disperse over the period. State per capita proprietors'
income, on the other hand, has tended to become increasingly
disperse over much of the period. The reduction in relative interstate
dispersion of per capita wages and salaries was more the result of
selective wage-equalizing shifts among industries within states than
of the industrial composition of the states becoming more alike.

State per capita incomes, the sum of the four components, were
less disperse than all combinations of two or three components,
except that of wages and salaries with proprietors' income and of
these two ~ith tr~fer payments fo.r the period 1939-1951. With
few exceptio~, this pattern has persISted during the years for which
d~ta :rre availabl.e. ~ong the noteworthy exceptions is the com­
bmatlon of propnetors and property incomes for 1919-1921 1929
and. 19~0-1941, when this combination was less disperse than pe;
capIta mcome.

Since state per capita property incomes were both more disperse
than other components and tended to be larger in the states with
larger wa~es and s~aries and transfer payments, combinations of
property mcome WIth these components usually show more inter-
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TABLE 7

Coefficients of Variation of State Per Capita Income Components and Combinations of Components, 1919-1951
(per cent)

WAGES AND SAJ.AJI.1ES AND
PllOP- Prop- PllOPlllI!-

TOTAL WAGES TRANS- EllTY erty TORS"
PER AND FEll PllOPRI- PllOP- WAGES AND SALAllIES AND PllOPRIETOllS' AND AND Proprietors' and and PllOPEP.TY,

CAPITA SAL- PAY- ETORS' EllTY Proprie- Prop- Trans- Prop- Trans- TRANS- Prop- Trans- Trans- AND
YEAll INCOME AllIES MENTS INCOME INCOME tors' erty fers erty fers FEllS erty fers fers TRANSFERS

1929 35.2 39.9 44.0 27.6 71.9 30.5 44.3 39.7 34.4 26.3 68.0 35.3 30.5 44.0 34.0
1933 38.5 38.7 30.8 19.8 79.4 32.3 45.7 37.4 41.5 17.7 64.9 39.2 31.7 44.2 40.8
1939 33.1 37.7 30.4 26.7 70.0 29.6 42.0 36.1 33.7 22.6 52.3 34.1 29.1 40.1 30.7
1940 33.9 39.4 29.0 29.8 64.7 31.0 42.9 37.5 32.6 25.3 49.3 34.9 30.2 40.9 30.1
1941 31.6 39.7 28.4 37.4 60.1 29.4 42.0 37.7 30.5 31.9 46.6 32.4 28.6 40.2 28.4
1942 29.6 38.9 26.9 47.6 51.3 28.7 39.3 37.6 34.9 42.0 41.7 29.8 28.2 38.2 32.5
1943 27.0 36.4 15.1 45.0 47.7 26.5 36.7 34.7 33.5 37.7 35.2 27.6 25.7 35.2 29.8
1944 23.7 34.4 11.7 43.5 43.7 24.4 34.5 31.6 31.7 33.0 27.2 25.4 22.8 32.0 26.0
1945 21.9 32.1 11.0 40.2 41.6 22.6 32.5 28.7 30.0 27.9 23.8 23.8 20.7 29.4 23.0
1946 22.8 32.2 16.3 39.7 40.2 22.9 32.6 29.6 30.2 29.4 26.5 24.0 21.5 30.2 24.6
1947 22.4 31.1 19.2 50.S 39.9 22.5 31.6 29.0 36.4 38.5 28.0 23.5 21.3 29.7 30.1
1948 21.1 29.1 20.0 52.2 38.2 21.2 29.5 27.4 36.9 41.2 28.2 22.0 20.2 28.1 31.3
1949 21.4 28.2 20.0 37.1 38.5 21.2 28.9 26.3 26.5 27.3 27.8 22.4 20.1 27.2 22.2
1950 22.7 29.6 18.7 43.3 41.4 22.1 30.5 27.4 30.8 31.2 28.6 23.8 21.1 28.6 25.2
1951 22.2 29.1 17.4 43.8 40.7 21.7 30.0 27.3 30.8 32.9 28.9 23.0 20.5 28.3 25.6
1939-
1951 23.7 32.1 16.1 41.8 44.7 23.2 33.1 30.0 30.0 32.0 31.3 24.7 22.1 31.2 25.4

1919 26.7 .. . ., . 35.3 52.9 ... .. . 38.5 26.5 . .. ... " . 24.5 39.7
1920 32.1 .. . .. . 26.4 55.3 .. . ., . 40.3 25.9 ... . .. . .. 29.9 41.7
1921 35.8 .. . . .. 29.8 59.0 .. . ., . 38.3 35.3 .. . ... . .. 32.5 41.6

... = not available. Stales.' Its Sources and Distribution, 1919, 1920, and 1921, Na-
Source: 1929, 1933, and 1939-1941: Survey of Current Busi- tional Bureau of Economic Research, 1925. The 1919-1921 per

ness, Dept. of Commerce, August 1945. 1942-1947: Ibid., Au- capita incomes are the sum of the items for which data are shown
gust 1950. 1948-1949: Ibid .• August 1952. 1950-1951: Ibid., and exclude certain in-kind and imputed items (sec Leven, op.
August 1953. 1919-1921: Maurice Leven,lncome in the Various cit., 236n). The District of Columbia is omitted.
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state dispersion than the component or components with which prop­
erty income is com~ined. Except fo.r 1921, 1?29, 193.3, an~.1939­
1940, the combinatIOn of property Income WIth propnetors InCome
or with proprietors' income and transfer payments shows less inter­
state dispersion than proprietors' income alone.

The percentage distribution among the four components (or
composition of a state's income), although not adjusted for popula­
tion size, is independent of it. The widest departure from the average
state composition is found in the proprietors' incomes, the least in
wages and salaries, with property income and transfer payments
occupying intermediate positions (Table 8). The most marked

TABLE 8

Coefficients of Variation of State Income Components as Percentages of Total
State Income. by Specified Years. 1919-1951

(percent)

Wages and Transfer Proprietor1 Property
Year Salaries Payments Income Income

1929 10.7 27.1 41.3 38.8

1933 7.7 27.7 35.8 40.8

1939 9.8 22.2 38.6 38.8

1940 10.8 22.1 39.1 33.0
1941 14.2 27.1 44.5 31.5
1942 16.7 21.3 47.3 28.8
1943 15.7 24.7 45.5 27.5
1944 15.9 27.3 44.5 25.9
1945 15.2 25.3 40.4 24.3
1946 15.2 23.3 37.8 22.1
1947 16.0 24.4 43.8 22.8
1948 16.0 24.5 45.6 23.9
1949 11.6 24.8 38.8 22.3
1950 12.8 24.0 42.2 22.7
1951 12.8 25.4 43.1 22.7

1939-1951 14.3 22.5 42.7 25.1
1919 -19.7- 38.1 31.7
1920 -12.9- 35.0 29.8
1921 -9.0- 30.7 28.7

Source: Same as Table 7.

c~an~e in the c~mJX?sition of state income payments is the reduc­
tion In the relatIve Inlportance of property incomes. For selected
years 1919-.1933, property inc?mes accounted for 16 to 19 per
cent of state lDcome payments; sInce 1939, they have averaged only
11 per cent. The decreasing importance of average state property
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incomes was accompanied by a decrease in its interstate dispersion.
Wages and salaries as a percentage of state income payments has

varied within the range of from 61 to 68 per cent since 1929. Wages
and salaries and transfer payments combined increased in relative
importance from 55 to 61 per cent in 1919 to 1921 to 70 per cent
or more in every year after 1942 except 1946. Wages and salaries
tend to be a larger percentage component in the states having the
higher per capita incomes. When wages and salaries and proprietors'
incomes are combined and treated as a single component, the com­
bination accounts for 76 to 86 per cent of the income payments in
every state, and the interstate variation seems to be accounted for
chiefly by variations in proprietors' income, which tends to be a
smaller percentage component in states with higher per capita in­
comes. The combination is unrelated to the size of a state's per
capita income.

Howard G. Schaller's intensive study of transfer payments 118 has
extended these findings. Much of the observed decrease in the inter­
state dispersion of transfer payments, 1929-1951, resulted from
payments made to veterans, although the amount of social security
transfer payments increased more rapidly during the period. The
public assistance portion of social security transfers tended to be
slightly higher in the higher per capita income states in 1939, but
was not related to state per capita incomes in 1949, and unemploy­
ment compensation and old-age and survivors' benefits both tended
to be higher in the higher per capita income states. Transfer pay­
ments to veterans, although administered on a national basis under
a uniform set of regulations, apparently have been more attractive
to residents of the lower income states. In 1949 they constituted 7
per cent or more of the income in four southeastern states. The inter­
state dispersion of social security transfer payments was larger than
that for veterans' transfer payments. Because of their distributions
by state, the two types of payments combined during recent years
in such a way that transfer payments had a lower relative interstate
dispersion than the wages, proprietors', and property components
reduced the relative interstate dispersion of these components in any
combination. Since veterans' transfer payments are a temporary

58 Howard G. Schaller, The EDects of Transfer Payments on Differences in State
Per Capita Incomes, 1929, 1939, and 1949, a Ph.D. dissertation on file in the Duke
University Library. is a monographic report of these investigations. A part of his
findings are published in "Veterans Transfer Payments and State Per Capita In­
comes, 1929, 1939, and 1949," November 1953, pp. 325-332, and "Social Security
Transfer Payments and Differences in State Per Capita Incomes, 1929, 1939, and
1949," February 1955, pp. 83-89. both in Review of Economics and SWinics.
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and declining portion of income, the observed ~ffects of th~se pay­
ments on state per capita incomes in 1949 are hkely to dechne.1i7

DEMOGRAPHIC FACTORS

Studies have been conducted of three sets of demographic factors:
state differences in the age composition of the population, state dif­
ferences in labor force participation, and the relation of city size
to income. IiS

Age Composition. In dividing total income by total population to
obtain per capita income, it is implicitly assume~ that. the total
population does not vary from one state to another w any unportant
way. In this study, persons fifteen years or older, twenty years or
older, or twenty to sixty-four years of age were substituted for the
total population in the denominator of the per capita income cal­
culation. It is at these ages that persons contribute, or contribute
most effectively, to income production. The study relates to the
three most recent decennial census years, when both age and income
distributions by state are available.

Substitution of the population in the potentially productive ages
for total population in the per capita adjustment reduces the inter­
state dispersion by one-ninth to one-fifth (Table 9). Moreover, since
1930 the age compositions of the states have become more alike.
This reduction in the dispersion of the denominator, coupled with
the reduction in the interstate dispersion of per capita incomes noted
above, has had a multiplicative effect on the reduction of the in­
terstate coefficient of variation. This follows from the fact that larger
percentages of the total population are in the less productive ages
in the lower income states, which have experienced larger per­
centage increases in income during the period.

Labor Force Participation. Two labor force variants of the popu­
lation-employed labor force and total labor force--also were
substituted for total population in making the per capita adju')tment.
Each variant provides direct data on the numbers in state popula­
tions who contributed directly to income payments. Since the census
measures unemployment as of a single week, the employed labor

57 The results of Schaller's investigations of the income effects of federal grants­
in-aid relate more to disposable income than to state income payments before
taxes. In these investigations, Schaller compares the income effects of the federal
and local tax systems ~n financing the public works supported by the grants-in-aid
system. Although the lDcome effects are not great, they are in the direction of re­
ducing the after-tax differences in state per capita incomes.

68.This section summarizes Frank A. Hanna, "Age. Labor Force. and State Per
Capita Incomes, 1930. 1940. and 1950," Review 0/ Economics and Statistics Feb­
ruary 1955. pp. 63-69. In this volume. Mansfield provides an extensive discussion of
the income effects of city size.
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TABLE 9

Coefficients of Variation of State Per Capita Incomes Computed from
Population Variants, 1930, 1940, and 1950

(per cent)

POPULATION

VARIANT

COEPFICIENT OF

VARIATION
1930 1940 1950

PERCENTA6E DJPPERENC£ PROM

TOTAL POPULATION VAJUANT

1930 1940 1950

Total population
15 years and older
20 years and older
20 to 64 years old

Total labor force
Employed labor force

40.7 36.3
35.9 31.4
33.9 29.6
33.9 29.5

33.8· 28.1
28.3

22.9
19.4
17.9
17.9

17.0
17.6

n.a.
11.7
16.7
16.6

17.0

n.a.
13.5
18.5
18.6

22.5
21.9

n.a.
15.1
21.7
21.9

25.5
23.2

n.a. =not applicable.
...=not available.
• Based on gainful workers.
Source: Income payments: Survey of Current Business, Dept. of Commerce, Au­

gust 1951. Population and labor force: decennial censuses of population.

force variant contains an erratic element by state. These variants
are highly correlated with the population variants based on age.
The use of the total labor force, rather than the total population as
the denominator in the per capita calculation, reduces relative inter­
state dispersion by 17 to 25 per cent (Table 9).119

INDUSTIlY

A series of four studies based on industry have been undertaken
for the light they throw on interstate differences in wages and sal­
aries.60 Three of these examine the interstate differences of detailed
industries within a major industry segment. One, based on the 1950
census of population, covers all industries, although the amount of
industrial detail is limited. Unfortunately, suitable data for manu­
facturing are available only for 1947, for wholesale trade only for
1948, for government only for 1952, 1939, and to a lesser extent
for 1929, and the census income data only for 1949.

III In these studies, it is the variation in composition rather than in income which
has been removed. Apparently, the same number of categories has been employed
for each variant, and certainly for a single variant for the three years studied, so that
sensitivity of the coefficient of variation to the number of categories used in the
standardization is the same for each measure.

60 See Frank A. Hanna, "Contribution of Manufacturing Wages to Regional
Differences in Per Capita Income"; and "State Wholesale Trade Earnings, 1948,"
SoU/hem EconomiclourfIQl, October 1955, p. 212, and "State Earnings by Industry,
1949" (unpublished preliminary results). Schaller is now conducting a study of the
effects of government payrolls on differences in state per capita incomes for 1952,
1939, and 1929, for which a few preliminary results are available.
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All Industries, 1949. The most comprehensive data are those
available for 1949 from the population census. For each state, data
are provided on the number of pers~ns.att~chedto, or employed in,
each of 146 industries and on the dlStnbutlon of the earnmgs of all
wage and salary workers during 1949. Thc:se data,. together with a
special tabulation of wage and salary earnmgs by mdustry, permit
the computation of state rate-constant average annual mdustrial
earnings (Table 10).81

TABLE 10

Reported and Rate-Constant Industrial Eamings, by State, 1949

(dollars)

State

Rate­
Reported Constant State

Rate­
Reported Constant

2,176
2,104
2,308
2,311
2,249
2,252
2,425
2,308

1,940
2,234
2,275
2,301

2,127
2,140
2,079
1,800

2,382
2,011
1,972
2,066
2,199

2,461
2,300
2,557
2,412
2,364
2,397
2,610
2,839

1,594
2,114
2,238
2.277

2,024
1,956
1,832
1,408

2,412
1,841
1,740
1,801
2,064

New England: South Atlantic:
Maine 2,065 2,258 West Virginia
New Hampshire 2,193 2,301 North Carolina
Vermont 1,997 2.203 South Carolina
Massachusetts 2,610 2,486 Georgia
Rhode Island 2,359 2,467 Florida
Connecticut 2,795 2,557 East South Central:

Middle Atlantic: Kentucky
New York 2,921 2,481 Tennessee
New Jersey 2,959 2,557 Alabama
Pennsylvania 2,630 2,502 Mississippi

East North Central: West South Central:
Ohio 2,797 2,531 Arkansas
Indiana 2,652 2,453 Louisiana
Illinois 2,936 2,503 Oklahoma
Michigan 2,974 2,587 Texas
Wisconsin 2,586 2,300 Mountain:

West North Central: Montana
Minnesota 2,472 2,226 Idaho
Iowa 2,312 2,126 Wyoming
Missouri 2,422 2,273 Colorado
North Dakota 2,007 1,892 New Mexico
South Dakota 2,028 1,928 Arizona
Nebraska 2,262 2,106 Utah
Kansas 2,372 2,249 Nevada

South Atlantic: Pacific:
Delaware 2,752 2,439 W h· gt 277 364as in on , 4 2,

VMll.a2'~~ad 2,652 2,461 Oregon 2,668 2,241
c- 2,277 2,265 California 2,870 2,431

Note: Earnings arc average annual earnings per worker.
Source: For somces and method of computation, see notc 61 in the text.

II The unpublish~tab~tion, identified u 1).9, is based on a 3.3 per cent sample
of returns and proVides a distribution of the wage and salary income of class 1 and
2 (wage !'Jld salary) workers from which average annual earnings can be computed
:b:C~ indllStrJ.. ~e me~ods used for estimating industrial earnings from the D-9

liOD are ulentieal WIth those used in estimating occupational earnings (see
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When industrial earnings are held constant, variations in indus­
trial composition (in terms of the 146 population census industries)
explain about 76 per cent of observed differences in state earnings
of wage and salary workers.62 The unexplained 24 per cent is at­
tributable to the portion of the forces giving rise to dispersion of
earnings within each industry that is not associated with state eam­
ings rates. One of these factors apparently is difterential occupa­
tional composition, which accounted for 80 per cent of the inter­
state differences in wage and salary earnings. If it is correct to assume
that occupation is the basic determinant of differential earnings and
that industry earnings are but a reflection of a particular occupational
composition, these figures show that in 1949 about one-sixth of the
interstate dispersion unexplained by industry composition was ac­
counted for by differences among states in the composition of skills
employed by specific industries.63

The use of fairly broad industry categories in the census leads
to some dispersion within the industries. The 1950 census of popu­
lation classifies manufacturing employees into 59 categories and
wholesale trade into 10 categories. These may be compared with
some 430 categories used in the 1947 census of manufactures, and
with the 244 wholesale trade categories used in the 1948 census
of business. Attention is now directed toward these more detailed
bodies of data.

Manufacturing, 1947. The hourly earnings data by industry and
by state, made available in the 1947 census of manufactures, pro­
vide the basis for computing the state hOUrly earnings of manufac­
turing production workers on the assumption that earnings rates
were constant and only industry composition varied.64 When the

Dote 16). The experienced labor force attached to each industry, as given in the
census (State Tables 79), was used to weight the industrial earnings in computing
state average earnings standardized for industrial earnings by methods similar to
those outlined in note 18.

The inclusion of the large numbers of self-employed and unpaid workers in 01,
farming, in the computation of the rate-constant earnings yields a national average
of $2,357, about $200 lower than the observed average earnings of $2,556 estimated
by the census (State Tables 94).

12 This measure is based on the coefficient of determination (r2 = 0.76) between
state average earnings reported and standardized for industry composition. In line
with Barts' comment, this 76 per cent may be partitioned as follows: 25 per cent to
the independent influence of variation in industrial composition and 51 per cent
to the joint influence of the simultaneous variation of rates and composition. A
weighted regression yields a coefficient of determination of 0.84, with 21 per cent
attributable to the "independent" effects.

ta Of the 24 per cent unexplained by industrial composition, 4 per cent or about
one-sixth is explained by occupational composition.

"Average hourly earnings for an entire industry were weighted by the reported
produaion worker man-hours in a state to obtain the state rate-constant hourly
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effects of industry earnings are held consta~t, the interstate variation
in industry composition is found to explam 54 per cent of the reo
ported interstate differences in hourly earnings.

611

The use of hourly, rather than annual, earnings as t~e basis ?f ~e
investigation tends to limit the sources of unexplamed varIatIon
among states, for example, by excluding interstate diffe~ences in
the length of the work year. It still reflects th~ e~ect of th.e dl~erences
in the composition of skills among firms WIthin a. specIfic I~dustry;
these differences, in tum, may be reflected as differences 10 state
earnings. The unexplained state differences appe.ar to stem chiefly
from differences in pay rates for similar .skills. Elgh~ of t~e Moun­
tain and Pacific states (Oregon, WashIngton, Cahforma, Idaho,
Arizona, Montana, Nevada, and Wyoming) and New York, New
Jersey, Illinois, and Michigan report higher hourly earnings than
would be indicated by their industrial composition. Most of the
southern states, on the other hand, report even lower earnings than
would be indicated by their low-hourly-earning industrial com­
positions.

Wholesale Trade, 1948. When the differences in annual earn·
ings by kind of business are taken into account, variations in the
kind-of-business composition explain about 50 per cent of the re­
ported interstate differences in the average annual earnings of whole­
sale trade employees in 1948.66 The interstate differences in rate·
constant wholesale trade earnings are not great. Except for Idaho

earnings. The computations were made mechanically by the Bureau of the Census
as a special tabulation. State data for all 430 industries were used in these computa­
tions; however, to avoid disclosing the operations of individual concerns, the results
were made available only at the major group level.

65 Based on the coefficient of determination (,2 = 0.54) between reported and
rate-eonstant state average hourly earnings. According to Borts' comment, the 54
per cent consists of 28 per cent attributable to the independent effect of variations
in industry composition and 26 per cent attributable to the joint effect of simultane­
ous changes in composition and rates. A weighted regression yields an ,2 = 0.72,
with 32 per cent attributable to the "independent" effects, and 40 per cent to cor­
related effects.

86 Frank A. Hanna, "State Wholesale Trade Earnings, 1948." This measure is
bas~ on the coefficient of dete~ination (,2 = 0.50) betwee~ reported and stand­
ardized.state average 3;Dnual eammgs. Of this 50 per cent explained, 28 per cent may
be attnbuted t~ the IDdependent effects of kind-of-business composition and 22
per cent !o the sImultaneous changes in composition and rates. Manufacturers' sales
~ces ~Ithout st~ks and agents and brokers are omitted. Since data for every de­
taIled kind of buslDess could not be published for every state the actual computa­
ti.ons of the.standar~d earnin~s were ma~e by the Bureau of the Census as a spe­
CIal tabulation. While all 244 kmds of busmess were used in the computations the
re:sults we.re m~de available.on!y. in the form of group totals that can be pUbli~hed
Wlth?ut dlsclos~g data for mdivld~al establishments. A weighted regression yields
an ,- = 0.13, With 21 per cent attributable to "independent" effects and 46 per cent
to correlated effects.
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($2,711) and New York ($3,764), the range is about $650, from
$2,972 to $3,625. More interstate dispersion is found in reported
earnings, which range from $2,602 to $3,651, except for Mississippi
($2,456) and New York ($4,076). After the differences in kind­
of-business composition are taken into account, about half of the
interstate differences remain unexplained.

Consistency of Results. Are the results obtained for 1949 for all
industries consistent with those for 1947 manufacturing and 1948
wholesale trade industries? Should not the state composition of
manufacturing industries be expected to explain as much or more
of the interstate differences in manufacturing wages as the less de­
tailed classification of all industries does of all annual wage and
salary earnings? Indeed, the use of hourly rather than annual earn­
ings and of detailed classifications make this seem likely.

But several factors curtail the explanatory effect of standardiza­
tion here. First, much of the interstate difference in composition
is accounted for by differences in the major groups rather than in the
individual industries composing them, so the added detail is of little
help. Also, all the industries within a state tend to have either higher
or lower than average hourly earnings. Secondly, the contribution
to co-variation of three states (Oregon, Washington, and Idaho)
which have low-pay industries and higher-than-average earnings,
is great enough to account for the difference between the two sets of
data.67 If all industries rather than manufacturing industries alone
are used, these states show neither their extremely unfavorable in­
dustrial composition nor the extreme departure from the average
compensation for the industries they have. This comparison illus­
trates the difficulty of trying to combine different bodies of data.

One advantage in the use of hOUrly earnings, the exclusion of un­
employment as a source of within-industry variation, is offset by
the exclusion of the income-leveling effects of the movement of
workers during a year from one industry or industrial segment to an­
other. The latter can be important, since there is less geographic
concentration in the major industrial segments than in the detailed
industries.68 Were it not for the fact that the content of these major

67 When these three states are excluded. the coefficient of determination for the
remaining forty-five states is 0.80. The ranks of these states, ranked from the lowest
rate-eonstant hourly earnings, are: Idaho, 6; Oregon, 8; and Washington, 19. From
the highest reported earnings, the state's ranks are: Idaho, 17; Oregon, 3; and
Washington, 2.

68 Among the 430 manufacturing industries, there were 108 in which more than
50 per cent of the man-hours were expended in one census division, Census of
Manufactures. 1947, Bureau of the Census; among the 51 merchant wholesaler
kinds of business, there were 8 similarly concentrated. all in the Middle Atlantic
division, CenslU of Wholesale Trade. 1948. Bureau of the Census. Among the 14
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t changes from one area to another, the apparent similarity
segmen s . . f h t d d' . .of the major segment composition 0 t e s ~tes an IVlSlons would
lend support to the hypothesis t~at the national economy coul~ be
viewed as a series of overlappmg and more-or-Iess self-sufficient

• 09regional economies. .,
The tendency noted for a state With a high (low) leve~ ~f ea~gs

to pay higher (lower) than average rates c~eates. difficultIes in
analysis, but is reasonable enough. In an area I~ wh~ch l?w-paying
industries are concentrated, there are few opemngs m high-paying
industries so a worker is likely to accept a job that pays less thaD
it would ;lsewhere but more than he is currently making. Likewise,
in an area in which high-paying industries are concentrated, low­
paying industries may be forced to offer above-average rates to at­
tract a labor force; especially during periods of full employment. To
the extent that this phenomenon exists, it may affect comparisons be­
tween measures based on different levels of classificatory detail.
With finer detail, the tendency toward geographic concentration
may be accompanied by some substitution of location for skill as the
basic determinant of average earnings for the industry. The net
result of geographic concentration presumably would be in the di­
rection of explaining more of the observed state differences through
standardization. Conversely, the average earnings of broad cate­
gories will be a compound of the averages associated with their com­
ponent (detailed) industries, some of which are determined by l().
cation and some by the basic skills required. This makes possible two
types of departure from the broad category average: (1) a state may
have a different composition of detailed industries within the broad
category, or (2) a state's compensation rates for particular detailed
industries may differ from the national average. In either case, these
departures should be included among the unexplained differences.
But they may offset one another, yielding a state average close to
the national average and thus be counted as an explained differ­
ence.TO

The fact that each of the three bodies of data relate to different
years also add elements of noncomparability. The data presented
above, particularly in Tables 3 and 6, indicate that interstate dis·

major indwtrial segments, no such geographic concentration is found, Statistical
Abstract, 195~, Table 241. .

89 Cf. Vining papers cited in note 3.
70 A pl~ed analysis of the census of population income dala for the fifty-nine

manufactunng and ten wh~lesale trade groups, in which these industrial segments
are treated as sePB!'ate entities, will provide some additional information for 1949
on the extent to which these two types of departures are offsetting or are cumulative.
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persion is sensitive to cyclical changes. Although the differences in
levels of income and its relative interstate dispersion for 1947 to
1949 were small, the income increase from 1947 to 1948 gave way
to a mild decrease from 1948 to 1949. It is possible that the effects
of this change of direction were more pronounced in one industrial
segment than another.

The Use of States for Economic Analysis

CROSS SECTIONS AND TIME SERIES

The changes associated with time have long plagued empirical
efforts to ascertain from time series the relationships between eco­
nomic variables, e.g. demand functions. The effects of changes in
taste, of the introduction of new and substitute products, of changes
in the quality or serviceability of existing products, and of cyclical
and secular changes in the relative price of specific goods are difficult
to remove. Often, neither the adjustment of the original series to
remove cyclical and secular components nor the introduction of a
time factor in a multiple regression system is wholly satisfactory.
Moreover, these changes often limit severely the period for which
comparable data are available and thus reduce the degrees of free­
dom available for a specific analysis.

Since cross-sectional data refer to a point in time or a short period,
they are relatively free from many of these difficulties. Of great im­
portance is the opportunity offered by cross-sectional techniques
to obtain data with sufficient degrees of freedom to pennit analysis
without having to wait until such data can be accumulated over a
span of years. It is the hope of making many existing bodies of data
tractable for use in cross-sectional analyses that makes worthwhile
an investigation of state boundaries as a cross-sectioning device.

Cross sections provide better analytical tools when the relation­
ships under study are stable. Only to the extent that the relationship
between, for example, butter purchases and income is stable, do
budget studies designed to ascertain this relationship prove of lasting
significance; otherwise, the relationship itself becomes dated and a
datum in a time series. Many of the time-associated changes lead
to some instability of relationships derived from cross sections. The
introduction and widespread use of television undoubtedly affected
pretelevision relationships in which radios were a variable. Too,
many relationships are cyclically sensitive, and it is necessary to re­
peat cross-sectional analyses for various phases of the cycle, if these
differences are to be taken into account. These arguments point
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either to the need for time-series data covering much longer time
periods than are ordinarily available, or to the .fact that .us~ful rela­
tionships are short-lived and should be reestablIshed perIodIcally.

Cross-sectional data typically are the product of special purpose
surveys and are expensive to obtain. Budget studies, for example,
are specifically designed to find the relationships between family in­
comes and expenditures, although the need for suitable weights for
consumer-price studies may have helped obtain financial support.
The expensiveness of the data together with the sustained effort
required to see a special purpose survey carried through from the
planning stage to completion has limited their availability.

When two variables, e.g. income and expenditures, whose rela­
tionship is the subject of study are collected on a single report, it
is possible to take advantage of the opportunity to stratify the re­
turns by income, by expenditure, or by both characteristics. For
each stratum the mean values of each variable can be computed.
Since they can be chosen deliberately, the dispersion of the strata
means can be statistically controlled. This provides an opportunity
to devise a highly efficient design for the estimation of regression
parameters. Such a design ahnost certainly will be superior to one
based on time periods in which the differences between means de­
pend upon a combination of cyclical, secular, and transient forces
subject to only limited statistical control.

STATE BOUlII"DARIES AND CROSS SECTIONS

The use of interstate comparisons in economic analysis is not
new. Many studies initially conducted for a single state have been
extended to several states. Often the purpose of this extension is
to obtain comparative data with which to validate the findings on
the original state, just as international comparisons are used to help
substantiate findings essentially national in their orientation. But
can the states be used systematically to produce analytical series
superior to time series and with many of the advantages of cross
sections for the study of national economic problems? If data for
the variables, whether collected in the same surveyor in different
ones, are distributed by state, the nature of the expected state dis­
tribution of the means is the issue. Two questions are relevant:
How closely do the interstate di1ferences approximate a useful strati­
fication of the data? Are the strata relatively stable and free from
bias?

Stratification. To the extent that the effects of the geographic
distt:ibution of inco?1e-genera~ingforces have a pattern whose major
outlines can be delmeated, thIS pattern can be viewed as defining a
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set of strata. Thus, if the incomes of state A are wholly from farm­
ing and those of state B wholly from manufacturing, state incomes
will reflect these farming-manufacturing strata. Observed data do
not provide such clean-cut classifications. But the behavior of state
differences suggests that the existing industrial composition of the
states changes slowly and is as much affected by cyclical as by secular
forces. While both low-income and high-income industries are found
in every state, there is enough variety among state industrial com­
positions to provide a sufficient range of state incomes to permit
cross-sectional analyses. The difference between the extreme state
per capita incomes in 1953 (Mississippi, $834, and Delaware,
$2,304) exceeds by more than $100 the difference between the
lowest and highest annual per capita incomes for the nation observed
since 1919 (1933, $368, and 1953, $1,709).

If all of the observed differences were accounted for by differ­
ences in occupational composition, it could be said that cross­
sectional data by state provided a good stratification by occupational
composition. The differences between strata would be smaller than
those found between detailed occupations, since a wide range of
occupations enters into each state's composition. Also, the associa­
tion of other types of income with occupational earnings is not exact
and would probably operate to decrease state differences. l1 But the
remaining stratification apparently would provide more dispersion
for use in detennining relationships between variables than would
time series.

There are classificatory systems other than occupation, e.g. indus­
try, that also can explain part of the observed interstate differences.
The systems are, of course, interrelated. The presence of an in­
dustry determines to some extent the occupational opportunities
available, and the existence of a labor force with a given range of
skills and aptitudes affects industrial plant location. This interrela­
tionship limits the confidence with which the observed differences
can be interpreted as reflecting a given set of strata. However, as
time-series analyses have shown, interpretation of the sources of
stratification is not essential to the use of observed dispersion in
regression analysis.

Stability. The observed differences in per capita income and its
components tended to become smaller during the period 1929-1953.

71 See Table 8, above. When 1949 occupational earnings are put on a per capita,
rather than a per worker, basis and regressed on per capita income from all sources,
,2 = 0.74, indicating that occupational composition is less effective in explaining
total income differences than in explaining wage and salary differences. This is only
an approximate measure, since there are state differences betweeD the 1949 De­
partment of Commerce wage and salary estimates and those reported in the census.
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I art this decrease was associated with the increasing level of
n~t~nai income; in part, with a secuI~r trend. The ~hange disturbed
the rank position of the states only slIghtly; the baSIC sources of the
observed differences between sta~es. thus .appear t? be firmly estab­
lished geographically and to persIst In th.elr operatIons. In thIs sense,
at least, the state distributions can be said to be stable.

While the investigations so far conducte~ leave.muc~ to be de·
sired, they indicate, on balance, t~at. expen~e~tatJon Wlt~ the .use
of state boundaries as a cross-sectlonmg deVIce IS w~rthwhi1e. Fmal
judgment will depend on the usefulness of the resultmg analyses.

AN EXPERIMENT

Only one study in which the state boundaries were used to cross·
section data has been undertaken, and the results are incomplete
and preliminary.72 I~s problem is the relationshi~ between vario.us
categories of expendItures on personal transportatIon by automobile
and between these categories and per capita incomes.

A first glance at the data is enough to reveal marked differences
between highly populated states with mass transportation systems
and other states in the relationship of automobile expenditure to
per capita income. New York, probably because of the dominance
of New York City, appears to be a class by itself. Massachusetts,
Pennsylvania, Illinois, Connecticut, Rhode Island, New Jersey, Dela­
ware, Maryland, and the District of Columbia form a group apart
from the remaining thirty-nine states and usually show a distinct
pattern among themselves. Each one either has a large central
metropolitan area or borders on such a metropolitan area. Missouri,
Michigan, Ohio, and California, the other states with metropolitan
areas of more than one million persons, however, do not display
characteristics sufficiently different to be treated as a separate group
and are treated in the group of thirty-nine states.73 Other differences
in behavior are also present, although their effects are not so pro­
nounced. States with low population density appear to make more
intensive use of automotive transportation than do the more densely
populated states.

12 ~obert A. Bandeen is. n~w stUdying the relationship of state automobile ex­
pen~ltures to state per capita IDcomes for 1930, 1940, and 1950. His results, when
available, should do much to dispel the indefiniteness of this section.

~3 Some notion C?f t~e magnitUde of the differences may be gained from the coer·
~clents of detemu~atloD between total automotive expenditures and per capita
mcomes ~or the vanous groups of states. New Yort has been excluded from these
computatlC?ns: The coefficients of determination for 1950 are: based on 47 states
and the Distnct of Columbia~ 0.S4; for .the 39-state group, 0.82; and for the 9:state
group, ~.96. The corresponding coeffiCIents for 1940 are: 47 states and Distnct of
Columbia, 0.65; for the 39 states, 0.90; and for the 9-state group, 0.95.
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A type of difficulty that is likely to be encountered frequently in
state data is illustrated by motor fuel. State fuel consumption shows
little relationship to per capita income or to the number of automo­
biles in a state. State boundaries may not pair the variables ade­
quately. Although automobiles are used chiefly in the states in
which they are registered, they are often used for interstate trips with
fuel purchases being made along the highways traveled. To some
extent this will cancel out, since cars registered in state A will be
fueled in state B, while state B cars will be fueled in state A, but
apparently the offsetting is not complete.

These difficulties do not appear insurmountable, although tested
solutions are not yet available.

When per capita income is dropped as one of the variables and
the analysis is confined to variables based entirely upon the auto­
motive series, some of the difficulties noted above tend to disappear.
For example, when one calculates the regression of the 1950 per
capita depreciation of former-year models on the per capita depre­
ciation of current year models, the state observations appear ade­
quately described by a straight line with a positive intercept.a A
similar regression for 1940 appears to be better described by a
curve which is somewhat lower at each end.

Many questions need further investigation. For example, with
changes in the level and dispersion of state incomes over the period,
under what circumstances should similar regression coefficients be
expected? Which of the many relationships subject to investigation
should be treated as logarithmic? To what extent are differences
from one year to another explained by differences in income sensi­
tivity of the various categories of automotive expenditures? 71i And
how consistent are these results with the findings of other investi­
gators? It is only after these and similar questions have been an­
swered that an appraisal can be made of the state automotive data
or that a reasonably reliable outline can be formulated of the
conditions to be met if the use of the states for cross-sectioning is to
be valuable.

a The regression formula is XII = 4 + O.65X.. where X IS is depreciation on
former year models computed from X., the per capita depreciation on current year
models. Were the intercept 0, the national averages would provide an adequate
description of the relationship. In these preliminary calculations; population rather
than car registrations was used to adjust for differences in the size of states. Whether
this introduces some bias due to state differences in number of cars per capita has
not yet been ascertained.

n Mabel A. Smith and Clement Winston, "Income Sensitivity of Consumption
Expenditures" (SlIrvey of Current Business. Dept. of Commerce, January 1950),
give the coefficients of the sensitivity to changes in 1929-1940 disposable income
of many of the expenditure categories included in Table 30, SUTVt!)· of Current
Business, Dept. of Commerce, National Income Supplement, 1954.
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Some Unanswered Questions

Some attention has been accorded problems of measurement and
interpretation. It has been mentioned that data are not readily avail­
able for a series of years covering all phases of the cycle; that the
data on manufacturing are for a different yea! from t~ose covering
wholesale trade, and that neither of these detailed bodIes of data are
for 1949, which is covered by the census of population; and that in­
dependent data capable of tes~ng the tre~d in dispersion.f~und .in
the state income payments serIes are lackmg. Only a statiStI~al m­
terpretation of the empirical results has been possible. In thIS sec­
tion, a more general problem of interpretation is raised.

The fact that in 1949 industrial and occupational composition
accounts for a large part of the observed differences in wage and
salary earnings is impressive, but it does not indicate whether the
unexplained differences are associated with persistent geographic
factors. To what extent are demographic factors basically of geo­
graphic, rather than of economic, origin? What about the observed
association between the prevalence in a given area of low-pay occu­
pations and lower-than-average pay for these occupations?

If these and other factors taken together are capable of explaining
all of the dffierences among state per capita incomes, we are left with
two sets of questions. The first set has to do with the technical problem
of simultaneously taking account of several classificatory systems.
How does one proceed to integrate the results of independent in­
vestigations of the occupational composition, the age composition of
the population, the resource distribution, and the city-size composi­
tion of the various states? This would require more than measuring
the secondary, tertiary, and the more remote effects of a particular
classificatory system. Answers apparently are to be found in the de­
tailed relationships of the determinants of population composition to
industrial structure and to the process of urbanization, of the rela­
tionship of industrial structure to urbanization and to wage determi­
nation, and the effect on these relationships of population and indus­
trial growth, increasing urbanization, and cyclical influences.

The second set of questions relates more to the identification of
factors ~nnected in some causal sense with location or geographic
bound~es. In many res~ts, answering this set of questions is
more difficult than answermg the first set. Consider the extreme
(an~ u~ely) possibility that all of the differences in state per
caPI~ mcomes could be accounted for by some combination of
classificatory systems, say occupation and urbanization. Observed
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differences among states would be "explained" in a statistical sense,
but one still could not say that the spatial distribution of either occu­
pations or cities was not affected in some fundamental sense by the
existence of the state boundaries. In such a case, however, state
differences could be transformed into occupational and city-size
differences without serious biases being introduced into analyses
based on state data. More vexing questions arise when some part of
the observed differences among states remain unexplained. Are the
unexplained differences to be attributed to some set of geographic
differences among the states? The fact that occupational or industrial
composition does not explain all of the observed differences in
earnings indicates that they are something more than mere reBec­
tions of varying industrial or occupational compositions. To what
extent are we justified in bringing to bear additional classifications?
Certainly, if enough classification systems were used and the cate­
gories were fine enough, practically all state differences could be
explained statistically.76 If, however, state data are to be used to
study national or general economic problems, how should residual
state differences be treated·? Does the existence of state (geographic)
differences bias the results of such economic investigations? Inves­
tigations now under way may provide partial answers.

COMMENT

EDWARD F. DENISON, Department of Commerce

Frank A. Hanna's paper encompasses (1) the expression of a
point of view on the significance of interstate income differentials
and an examination of their potential use in general economic
analysis, and (2) a number of sections which together comprise
a progress report on the statistical investigations conducted in the
"Study of Differences in State per Capita Incomes," which he heads.
Though the work underlying each of these sections is so large as
to merit our careful consideration, I must confine my remarks to
a few points that seem to me of central importance and with which
I find myself in at least partial disagreement.

The General Hypothesis

A summary statement of Hanna's point of view (perhaps it should
be called a hypothesis) might be somewhat as follows.

16 The extreme case would be one in which there were as many categories as
there were individuals in the United Slates.



ANALYSIS OF INTERSTATE DIFFERENTIALS

The United States is, geograp~ica~ly ~peaking, a sin~l~ economy,
operating within a single set of mstItutIons, and c~nsIstmg of 165
million Americans of different ages, sexes. races, SkIlls, and propen­
sities to work, many of them engaged in a variety of ~cupations and
industries. From an economic standpoint, the forty-eIght states mak­
ing up the nation have no signi~cance in and of th~rn~e!ves, b?t
merely represent different group1Ogs of the types of 10dIVIduals m
the total population and of resources. Fortunat~ly from the stand­
point of making state data usef~l as an an.alytIcal tool, the com­
position of their populations vanes rather wIdely among the states,
and as a result there are substantial interstate differences in in­
co~e per capita'. Incomes. of persons wit,h the sa~e attribu~es do
not differ among the states 10 any systematIc way. Smce the resIdents
of each state can be viewed as a sample of all the residents of the
United States, distributions of state averages can be used to develop
relationships between economic variables that are valid for the
measurement of income elasticities or other economic relationships
for the country as a whole. Left open is the question whether such
demand and similar relationships may not be useful even though
differences in the per capita incomes of the states are not wholly
ascribable to differences in the composition of other popula­
tions.

My summary omits such qualifications as Hanna makes; it is
in my words, not his; and I would stress again that even with these
qualifications it is a hypothesis, and he does not say that its accuracy
is fully established. However, the reader of the paper is likely to
come away with the impression that Hanna believes not only that
it is substantially correct but also that his statistical investigations
support his view that the bulk of the interstate differences in per
capita income arise solely from differences among the states in the
composition of their populations.

I find pUzzling the connection between the question of whether
interstate income differentials are due to differences in population
composition or to "genuine" regional differences and the question
of whether state data can be used for demand analysis. Indeed, I am
not even sure that, if there is a connection, it is in the direction
Hanna. suggests. Suppose that. in direct contrast to Hanna's hy­
pothesIS, each of the states were an exact miniature of the nation
with respect to its industrial, occupational, racial, age, etc., com­
position, but average earnings within each of these groups, and
therefore per capita incomes, differed among the states because of
immobility, variations in efficiency, or other reasons. It would
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seem that the relationship among the states between per capita ex­
penditures for a product and per capita income would be more likely
to indicate the effect upon national expenditures for the commodity
of a change in national per capita income under these circumstances
than if interstate differences in per capita incomes reflected varia­
tions in the proportions of farmers, white collar and industrial work­
ers, and other groups in the population~ach of which may have
its own buying pattern.

Also, regional differences in consumption patterns arising from
differences in tastes or in requirements imposed by climate, popu­
lation density, or other geographical factors may more seriously re­
strict such uses of state data than do the sources of income differ­
entials, whatever they may be. Hanna does not, of course, fail to
stress these and notes that when indicated one may use data only for
states believed to be similar-just as one can use only selected years
in time series analysis.

Before turning to the evidence Hanna adduces to support the
position that interstate income differentials are due to differences in
characteristics of the population, one distinction must be made. To
test whether similar workers receive the same income in different
parts of the country, the economist must be clear how he intends
to treat differentials in productivity (arising either from differences
in skill or in the amount of nonlabor resources with which labor in­
put is combined). Hanna's thought on this, in the context of his sta­
tistical investigations, is not clear to me.

If equal productivity (or skill alone) is one of the criteria of
similarity, the position that incomes of like individuals are similar
throughout the country cannot be tested in any rigid sense from
information of the type used by Hanna, or by any other infonnation
likely to become available on other than a case-study basis. Compe­
tition and mobility in labor markets may be sufficient to ensure that
earnings for the same work are the same throughout the country, so
that all regional differences in earnings of otherwise similar workers
are due to differences in their marginal value product arising from
differences in skill. In the absence of direct data on relative mar­
ginal value products, this cannot be determined from statistical evi­
dence.

The most that one can hope in principle to establish by standard­
ization procedures, upon which Hanna mainly relies, is the extent
to which regional income variations reflect differences in the in­
comes of persons of a given age, race, and sex (and whatever other
observable characteristics one may wish to specify), working in
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a stated occupation and in a p~rticular indus.try,1 ~nd ~he extent
to which they reflect differences 10 the p?pulatIon ~IX wIth respect
to the characteristics specified. Whether mterstate dIfferences in the
earnings of persons s~ilar with ~~pect to !he specified character­
istics reflect differences 10 productIvIty rernams unknown.

li, however, nearly all of th~ obs~rved intersta~e differences in
average earnings can be explamed In tenns of dIfferences in the
composition of the pop~lation with respect to readily. ~bse~able
characteristics, the questIon of whether the small remalmng diJIer­
ences are due to differences in the productivity of nominally compa­
rable persons or to true regional differentials may not be crueial,2
Hanna's discussion may readily lead the reader to suppose that this
is what the data indicate, for Hanna finds, for example, that "varia­
tion in occupational composition explains 80 per cent of the varia­
tion in reported state earnings."

Standardization and Use of the Coefficient of Determination

My own conclusion from Hanna's data, however, is that the pro­
portion of interstate differentials in average earnings due to occu­
pational composition is probably less than one-third, while more
than two-thirds is due to differences in the earnings of persons in
the same occupations. The calculations are simple, but it is worth­
while to show them in detail in view of the need for precision in
interpretation. The necessary information is given in Table 1. For
a comparison of a state with tbe nation in order to isolate sources
of earnings differentials, four averages are relevant:

N = actual United States average earnings (national average
earnings in each occupation weighted by the national oc­
cupational composition; given by Hanna as $2,556)

S = actual average earnings in the state (state's average earn­
ings in each occupation weigbted by the state's occupa­
tional composition; for Maine, $2,065)

R = "rate-constant" average earnings (national average earn­
ings in each occupation weighted by the state's occupa­
tional composition; for Maine, $2,346)

o = "Occupational-composition-constant" average earnings
(state's average earnings in each occupation weighted by

1 Given the actual data, one cannot hold all these characteristics constant simul­
ta~usJy. The best Hanna has been able to do is to deal simultaneously with occu­
pation and sex and treat industry, age, and certain other variables separately.

2 Su~h a result suggests that skill differentials among the states are small for
otherwISe comparable penons, which would be in itself an interesting conclusion.
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the national occupational composition; for Maine, esti­
mated at $2,251)

Hanna omits the last figure because data are not available for
average earnings in each occupation in each state. I do not think the
analysis can proceed satisfactorily, by any approach, without such
data, however. In order to illustrate the methodology which seems
to me correct when actual data are available--and to secure results
for the present problem which are at least consistent with the avail­
able facts and likely to approximate those which would be obtained
if all requisite information were at hand-I have used estimates for
O. These estimates, which Hanna has provided me, were obtained
by the formula 0 = NS/R, which is the same formula that Hanna,
using different symbols, describes in his note 18.3

One can compute the amount by which Maine average earnings
would differ from United States average earnings if both had the
same average earnings in each occupation (so that only occupational
composition varied), either as S - 0 (-$186) if state weights are
used for average occupational earnings, or as R - N (-$210) if
national weights are used.

Since, in general, there is no apparent reason to prefer one set of
weights to the other, it seems appropriate to average the results and
i..:" take -$198 as the amount by which Maine average earnings
would differ from the national average earnings if only their occu­
pational composition varied. Similar results are given for all states in
column 6 of Table 1.

One can similarly compute the amount by which Maine average
earnings would differ from national average earnings if they had the
same occupational composition (so that only earnings within oc­
cupations varied geographically), either as S - R (-$281) if state
weights are used for occupational composition, or as 0 - N
(-$305) if national weights are used. The difference due to weight­
ing, $24, is necessarily the same as in the measurement of the differ­
ence due to occupational composition.· Again, there is no reason

3 It can be shown that this approximation approaches the desired nationally
weighted figure when differences between state and national eamings in each oc­
cupation tend to proportionality. and is exact when percentage differences between
state and national average earDIngs are the same in all occupations.

It is of interest to note that published census of manufactures data would permit
the direct calculation of the figures corresponding to 0 for Hanna's analysis of
1947 hourly earnings in manufacturing. Calculation of such standardized data would
introduce greater precision in that analysis. and also be suggestive of the extent of
any error likely to be introduced by the type of approximation used here.

4 In principle. i.e. if 0 is directly measured rather than approximated as was
necessary here. it is also the amount sometimes referred to as the 'interaction" fac.
tor-tbe amount by which the sum of the differences ascribed to occupational
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to prefer one set of weights to the oth~r. An .average of the ~o
results gives -$293 as the amount by WhlC~ Ma~ne a~erage ea~lDgs
would differ from the national average earnmgs If their occupational
composition were the same (the results for ali the states are given
in column 7).

Thus, of the actual amount of $491 (~lumn 5) by which average
earnings in Maine fall s~ort of the n~~lonal average, $198 would
disappear if their ~upat~onal.composltlon we~e the same and $293
would disappear If earnmgs lD each occupation were ~he same.!'
For thirty-seven states the two factors operate. as they do In the case
ofMaine, to create differences from the national average in the same
direction, and there is no difficulty in cumulating the amounts of
the deviations of the state averages from the national average which
may be ascribed to each of the two factors.

In nine states, however, the influence of occupational composi­
tion is toward pushing the state's average earnings away from the na­
tional average in the direction opposite to that in which the actual
deviation exists. For example, average earnings in Pennsylvania are
$74 above the national average, but this is the result of an unfavor­
able influence of occupational composition, computed at $15, and a
favorable in1luence of average earnings in individual occupations,
computed at $89. Differences in occupational composition obviously
do not provide a partial explanation of the reason that Pennsylvania
average earnings are above the nation's, but instead add to the
amount to be explained by occupational earnings differences. Hence,
in cumulating for all the states the amount of the actual deviation
that is explained by differences in occupational composition, in the
case of Pennsylvania $15 should be deducted; while in cumulating
the amount explained by dillerences in occupational earnings $89
should be counted.

There are also two states in which differences in occupational
earnings are in the wrong direction to explain the actual difference
in state and national earnings, and in which the opposite procedure is
indicated.

By following the procedures described, it appears that, of the sum

~mposition and to occupational earnings differences will fail to equal the actual
difference .between state and nation if only national (or state) weighting is used.
How~ver, 1D the present case t~e error involved in estimating 0, even if it is small
relative to the amount of the difference between state and national earnings may be
significant relative to the amount of the "interaction." '

II The. rarts ~ecessarily add to the total, since the amount ascribed to industrial
composition differences, * [(S - 0) + (R - N) J, plus the amount ascribed to
occupationa.l composition differences, % [(S - R) + (0 - N)J, reduces to S - N,
the actual difference.
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TABLE 1

Analysis of Sources of Variation in Average Annual Earnings in 1949, by State
(dollars)

AVERAGE EARNINGS" DIFFERENCE BETWEEN STATE AND

OccupatiofUll- NATIONAL AVERAOB EAllNINOS

U.S State Rate Composition- Due to ditJerences in:
STATE Actual Actual Constant Constant b OccupatiofUll OccupatiofUll

(N) (S) (R) (0) Total e Composition d Earnings e

New England: (1) (2) (3 ) (4) (5) (6) (7)
Maine 2,556 2,065 2,346 2,251 - 491 -198 -293
New Hampshire 2,556 2,193 2,392 2,344 - 363 -157.5 -205.5
Vermont 2,556 1,997 2,363 2,161 - 559 -178.5 -380.5
Massachusetts 2,556 2,610 2,570 2,596 + 54 + 14 + 40
Rhode Island 2,556 2,359 2,508 2,404 - 197 - 46.5 -150.5
Connecticut 2,556 2,795 2,636 2,710 + 239 + 82.5 +156.5

Middle Atlantic:
New York 2,556 2,921 2,588 2,885 + 365 + 34 +331
New Jersey 2,556 2,959 2,646 2,858 + 403 + 95.5 +307.5
Pennsylvania 2,556 2,630 2,542 2,646 + 74 - 15 + 89

East North Central:
Ohio 2,556 2,797 2,644 2,704 + 241 + 90.5 +150.5
Indiana 2,556 2,652 2,586 2,621 + 96 + 30.5 + 65.5
Illinois 2,556 2,936 2,629 2,854 + 380 + 77.5 +302.5
Michigan 2,556 2,974 2,660 2,858 + 418 +110 +308
Wisconsin 2,556 2,586 2,562 2,580 + 30 + 6 + 24

West North Central:
Minnesota 2,556 2,472 2,546 2,482 - 84 - 10 - 74
Iowa 2,556 2,312 2,482 2,381 - 244 -71.5 -172.5
Missouri 2,556 2,422 2,512 2,466 - 134 -44 -90

(continued on next page)



TABLE J (contiDued)
(dollim)

-
AVERAGE UII.NINOS· DlPPE1lBNCE BBTWI!I!N STAnt ANO

Occupatio,",'- NATIONAL AVEIlAGI! EAII.NINClS

U.S State Rate Composition- Due tu diOt'renct'i in:
STATE Actual Actual Consttlnl COMtant b Occupatiorsol Occ'upatiomJl

(N) (S) (R) (0) Total' CompOlition d £"rn;nRS' ..-West North Central: (I) (2) (3) (4) (5) (6) (7)
North Dakota 2,556 2,007 2,400 2,137 - 549 -143 --406
South Dakota 2,556 2,028 2,397 2,162 - 528 -146.5 -38U
Nebraska 2,556 2,262 2,490 2,323 - 294 - 63.5 --230.5
Kansas 2,556 2,372 2,564 2,365 - 184 + 7.5 -191.5

South Atlantic:
Delaware 2,556 2,752 2,554 2,755 + 196 - 2.5 +198.5
Maryland 2,556 2,652 2,552 2,657 + 96 - 4.5 +100.5
Virginia 2,556 2,277 2,401 2,425 - 279 -151.5 --127.5
West Virginia 2,556 2,412 2,490 2,477 - 144 - 65.S -. 78.5
North Carolina 2,556 1,841 2,235 2,106 - 715 -293 -·422
South Carolina 2,556 1,740 2,169 2,050 - 816 -348.5 -.467.5
Georgia 2,556 1,801 2,241 2,055 - 755 -284.5 -·470.5
Florida 2,556 2,064 2,303 2,291 - 492 -240 -252

East South Central;
Kentucky 2,556 2,024 2,399 2,156 - 532 -144.5 -387.5
Tennessee 2.556 1,956 2,369 2,111 - 600 -171 -429
Alabama 2,556 1,832 2,292 2,043 - 724 -237.5 -486.5
Mississippi 2,556 1,408 2,180 1.650 -1,148 -309 -839

West South Central:
Arkansas 2,556 1,594 2,244 1,816 - 962 -267 -li95
Louisiana 2,556 2,114 2,383 2,268 - 442 - 163.5 -~7H.5

Oklahoma 2,556 2,238 2,527 2,263 - 318 - 27 -291 I

Texas 2,556 2,277 2.445 2,379 - 279 -106.5 -172.5 .,J(continued on next page)



TABLE 1 (continued)
(dolllZ,,)

AVERAGE EARNINGS •

OccupatioMl-
U.S. State Rate Composition-

STAn Actual Actual Constant Constant b
(N) (S) (R) (0)

Mountain: (1) (2) (3) (4)
Montana 2.556 2,461 2,443 2.574
Idaho 2,556 2.300 2,397 2.452
Wyoming 2,556 2,557 2,498 2.616
Colorado 2.556 2,412 2,526 2.441
New Mexico 2.556 2,364 2,422 2,494
Arizona 2.556 2,397 2.382 2,572
Utah 2.556 2,610 2.594 2.572
Nevada 2.556 2,839 2.420 2,998

Pacific:
Washington 2,556 2,774 2,526 2.807
Oregon 2,556 2.668 2.430 2,807
California 2,556 2,870 2,551 2,876

• Actual national average earnings (N) equals $2,556.
b Estimated from approximate formula, 0 =NS/R.
eEquals N-S.
Source: Hanna's Table 1 and his notes 17 and 18.

DIPFE1U!NCB BETWEEN STATE AND

NATIONAL AVERAGE EARNINGS

Due to differences in:
Occupational OccupatioMI

Total e Composition cl Earnings.

(5) (6) (7)
95 -113 + 18

256 -155.5 -100.5
+ 1 - 58.5 + 59.5

144 - 29.5 -114.5
192 -132 - 60
159 -174.5 + 15.5

+ 54 + 38 + 16
+ 283 -147.5 +430.5

+ 218 - 31.5 +249.5
+ 112 -132.5 +244.5
+ 314 - 5.5 +319.5

cl Equals ¥.! [(S - 0) + (R - N)].
• Equals * [(S - R) + (0 - N)] .
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of the actual differences (sign disregarded) between average earn·
ings in the individual states and the nation of $16,253, the amount
due to differences in occupational composition is $4,646; and the
amount due to differences in earnings in individual occupations is
$11,607. Hence, it seems appropriate to ascribe only 29 per cent of
interstate variation in average earnings to differences in occupational
composition and 71 per cent to differences in occupational earn·
ings.'

Moreover, the amount of the difference in earnings between the
national average and the state average ascribable to occupational
earnings differences exceeds that ascribable to occupational compo­
sition in forty-two of the individual states; and, as noted, in nine of
the eleven states where the two factors work in opposite dire-etions,
the actual deviation from the national average is in the direction
indicated by earnings differentials.

Given the occupational classification Hanna uses, differences in
earnings in particular occupations are clearly the main factor mak­
ing for interstate income differentials.

Hanna has used procedures roughly similar to this (though with­
out the averaging of weights and described treatment of deviation
in the ''wrong'' direction) on other occasions, and Mansfield ap­
parently does so in his present paper on city size. The results seem
to me clearly preferable to those obtainable by use of the coefficient
of variation or of correlation techniques. both of which are more
difficult to interpret, and also involve squaring deviations from the
national average and thus give undue emphasis to the few states
that deviate from it mostly widely. The coefficient of variation has
also the unhappy characteristic (for this purpose) that it treats devi­
ations in the standardized data alike whether they are in the same
direction as, or the opposite direction from, deviations in the actual
data. (In the series under consideration, the latter are not large, how­
ever.) Nevertheless, in the present problem conclusions that may be
drawn from the slope of a regression line or from U$e of the coefficient
of variation are not very different from those already obtained..

That only the smaller portion of the difference between state earn­
ings and national earnings is eliminated by adjusting for differences
~ ~up~tional co~position is indicated by the slope of the regres­
sIon line 10 Hanna s Chart 1. The slope reflects the relative disper-

II I have followed Hanna in not weighting the state results. A strong case can be
made for weighting by employment.

It may be repeated that the exact figures given above are conditioned by the
accuracy to be ascribed to the estimates of column 4 in Table 1. It is difficult to sup­
pose, ~owever, that if actual data were available, they would be changed by any
applCClable amount.

'7°
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sions of the actual and rate-constant standardized variables. On the
average, according to the line plotted, actual earnings rise $100 with
each $37 rise in figures standardized to reflect only differences in
occupational composition, suggesting that on the average around 37
per cent of the actual variation is ascribable to di1Ierences in occupa­
tional composition.T

Use of the coefficient of variation gives a result quite similar to
mine. Hanna gives the coefficient of variation for the actual data as
16 per cent. For the rate-constant standardized data (which reflect
only differences in occupational composition), it is 5.1 per cent.
For occupational-composition-eonstant standardized data (which
reflect only differences in earnings in the same occupation), the
coefficient of variation is estimated at 12.0 per cent.8 The sum of these
two-17.1 per cent-slightly exceeds the actual figure of 16 per
cent, partly because, in some states, standardization one way or the
other moves the state figure away from, rather than toward, the
national average. If the coefficients of variation are compared to see
how much of the actual difference in earnings is due to occupational
structure and how much to occupational earnings differences, the
answer resulting is that 30 per cent (5.1 -:- 17.1) is due to di1Ier­
ences in occupational structure and 70 per cent to interstate earn­
ings differences within occupations.

It thus appears from any of the three methods that on the basis
of the occupational classification used by Hanna, roughly one-third
or less of observed interstate earnings differentials results from dif­
ferences in occupational composition and two-thirds or more from
differences in earnings in the same occupation. When Hanna says
that 80 per cent of the interstate variation is explained by occupa­
tional composition, he relies upon the coefficient of determination,
r2, between the actual state earnings and his state series of earnings
standardized to reflect only occupational composition differences.
As such, it is simply a measure of the goodness of fit of the regression
line shown on his Chart 1.

Now if that is the only use to which it is to be put, it is, of course,
unobjectionable. And Hanna states that this is the case, and that
it is in this statistical sense only that the words "explained" and
"accounted for" are used throughout the paper. But if this is all he
means when he says that 80 per cent of interstate differences in eam-

T The line does not pass exactly through the point at which the national figure
would be plotted, which raises some question of precise interpretation here and
prevents any exact use of the 37 per cent figure. but the departure is small enough
not to affect the main point.

8 This figure was provided by Hanna; it is computed from the estimated data
shown in column 4 of Table 1 of this comment.
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ings are accounted for by occup~tio~al co.mposition, the finding is
not very enlightening, nor does his dlscu.sslon seem at all complete.
In particular, it must be stressed that ~t l~nds no. support to the
general hypothesis discussed at the begmnmg of hIS paper and of
this comment.

Particularly is this ~o when one fin~s---:as is to be expected
from the earlier conclUSion as to the relative lDlportance of the two
determinants-that the coefficient of determination between actual
earnings and occupational~ompo~ition-const~t. earnings,. which
measure only interstate eammgs differences Within occupations, is
still higher-96 per cent.9 That both correlations are fairly high
is, of course, a result of the fact that thirty-seven of the states with
favorable (unfavorable) occupational compositions have also high
(low) earnings in individual occupations. Hence, the two stand­
ardized series are highly intercorrelated.

To give the 80 per cent figure a more substantive meaning would
require a demonstration that interstate differences in occupational
composition are the cause of interstate differences in earnings in
comparable occupations and hence should be credited in a causal
economic sense with being the source of all the intercorrelation be­
tween the two standardized series. This position would need a great
deal of demonstration, the basis for which is not evident. (In addi­
tion, a comparable demonstration would be required for each of the
other types of data to which the coefficient of determination is ap­
plied.)

Hanna does not attempt such a demonstration, except perhaps
on page 154, where he suggests that limited employment oppor­
tunities in more skilled jobs in places where occupational composi­
tion is unfavorable may hold earnings in such occupations below
rates elsewhere. But it would be necessary to show a differential
among states in the difference between the distribution of job op­
portunities and the occupational distribution of the labor supply to
make this case.

In the revision of his paper, Hanna has accepted (in note 21, and
similar notes in other sections) the interpretation Borts places upon
his calculations. According to this interpretation, 11 per cent of
the variation in observed state average earnings may be attributed
to the "independent" influence of occupational composition, 69 per
cent to the "joint influence of occupation mix and earnings levels
changing simultaneously," 10 and the remaining 20 per cent, rather

• Not in the paper; provided by Hanna on the basis of calc:uIations from the
estimates shown in column 4 of my Table 1.
... 10 Thi~ ..t?~t in1Iu~ce" has nothing to do ~ith what bas usually been called
mteraction m allocation problems, and to which I refer in nOIe 4, above.
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ambiguously, "to that portion of earnings levels which are inde­
pendent of both state income and occupation mix." This 20 per cent
is simply the difference between 100 per cent and Hanna's original
80 per cent coefficient of determination. Borts' only addition to
Hanna's breakdown, then, is to provide a measure of the "joint in­
fluence" so as to subdivide Hanna's 80 per cent. Borts' results, like
the others examined, give no support to the thesis that interstate
income differences arise largely from interstate differences in occu­
pational composition.

However, the procedure is not acceptable. Basically, the difficulty
stems from the fact that the allocation problem is not amenable to
solution by correlation techniques, at least as applied by Hanna and
Borts. The most obvious defect in the procedure is that it does not
give the same result in a correlation of actual with rate-constant
standardized. data as in a correlation of actual with occupational­
composition-constant standardized data. The results can differ radi­
cally and, in fact, do so in the present case.

I have already noted that the coefficient of determination between
the actual and occupational-composition-constant standardized data
is 96 per cent. Applying Borts' technique gives the following fuller
breakdown: independent influence of occupational earnings, 61 per
cent (instead of 20 per cent arrived at from the rate-eonstant data
as "independent of both state income and occupation mix"); "joint
influence of occupation mix and earnings levels changing simul­
taneously," 35 per cent (instead of 69 per cent); and the portion
independent of both state income and occupational earnings, 4 per
cent (instead of 11 per cent as the "independent influence of occu­
pation mix").

Since there is no theoretical reason, in general, to prefer one set
of results to the other, any acceptable procedure must be independ­
ent of the standardized series used. 11 The differences here are so
great that I do not see how the results can be utilized. Borts' refer­
ence to their use for prediction is irrelevant, since no prediction
problem is involved.

Before leaving the discussion of standardization procedures, I
should make two points very clear. First, Hanna has perfonned a
distinct service by computing the standardized earnings and other
standardized. income figures upon which he reports in this paper.
Much of this material cannot be duplicated from published sources.
My disagreement with Hanna over interpretation does not concern

11 The occupational-eomposition-eonstant data I have used are, as noted above,
estimates, but they are possible estimates consistent with the known facts. In gen­
eral, there is no reason for Borts' technique to give even roughly consistent results,
as can easily be verified from examplee where all the DCCCIIU)' data III JiveD.

173



ANALYSIS OF INTERSTATE DIFFERENTIALS

the value of the standardized data themselves. Moreover, much of
the textual discussion of standardization procedures is excellent and
I believe would make a valuable contribution if it were not related
to the use of the coefficient of determination. Second, my question­
ing of his statistical results in no way constitutes a denial of his
theoretical position that if one could simultaneously standardize for
a large number of population characteristics, a high proportion of
observed interstate income differences would in fact be explained.
For lack of data this cannot be done by cross classification. The
major problem to be resolved before much more progress can be
achieved in testing this hypothesis is how the results of separate
standardization computations for individual characteristics, such
as city size and occupation, can be combined. Hanna discusses this
problem briefly. Perhaps he will find some method for coping with
it comprehensively before the study that he heads is completed.

Use of Intertemporal Regression Lines

I shall comment less extensively on two aspects of Hanna's time
series analysis of the state per capita income data. Let us consider
first the section starting on page 130, which reports on a rather
formidable statistical undertaking. For each possible pair of years
for which state data are available, there was constructed a scatter
diagram of the states that related per capita income for the later
year, taken as the dependent variable, to per capita income in the
earlier year, taken as the independent variable, and a linear regres­
sion line was computed. For each scatter, this line, of course, re­
flects any systematic tendency for per capita income in low income
states to rise more or less than in high income states. As is well
known, and as Hanna confirms, over the period covered per capita
income has generally risen more percentagewise in the low income
than in the high income states, and presumably this is reflected in
t?e slope of a majority, though not all, of the 210 separate regres­
SIOns.

What substantive meaning, though, is to be attached to the fact
that a particular state falls above or below the linear regression line
on a particular diagram? Evidently, if a state is above the line, it
could mean that, in the period covered by that diagram, its per capita
income increased relatively more than the average, not of all states,
but of states with a similar level of income.12 But this interpretation

U This is, of course, an idealized statement. It assumes that at each income
point, the ~umbcr of states is large and it would be literally tru~ only if, at each
mcomc pomt, the mean of the states feU on the regression line.
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would require that the relationship be truly linear. Otherwise, most
or even all of the low-income states, for example, might fall below
the regression line, but obviously per capita mcome in all the low­
income states cannot rise less than the average for low-income states.

Hanna clearly recognizes the crucial character of the existence
or nonexistence of linearity and has undertaken extensive tests for
it. These tests he finds inconclusive, though considerable doubt is
cast upon the existence of linearity and in general it appears that a
curvilinear line would better describe the data.

From the 210 charts covering the 1929-1949 period, Hanna
has tabulated the number of times each state lies above, on, and be­
low the regression line. The results seem to me pretty much to de­
stroy any hope of deriving meaningful results from this part of the
study. For he reports that "the states most frequently below the re­
gression lines are concentrated in the lowest quartile, and those most
frequently above, in the third quartile." Indeed, all of the last thirteen
states in the ranking by per capita income level (which are also
the southern states) are in the lower half of the ranking from Hanna's
Table 4. Hence, it is obvious that (presumably, as Hanna himself
notes, because the regressions are not linear) a position above or
below the regression line does not mean that a state has advanced
more or less than other states at a similar income levei. Hanna tells
us that the regression line '·provides a better set of expectations
against which to gauge the behavior of a particular state than does
the percentage change in national per capita income." But is a set
of expectations that exceed the performance of all the low-income
states, despite the fact that they bettered the national average per­
centage change, reasonable or meaningful? 13 Under the circum­
stances described, position above or below the regression line has,
insofar as I can see, no substantive meaning.

However regrettable this may be in view of the effort incurred, I
think that this portion of the study ought to be written off as having
failed to produce significant results.If One may also ask why such

1$ Because of the positive intercept, the percentage increase in income required
for a state to reach the regression hne approaches infinity as the income level ap­
proaches zero. It is understandable, therefore, that Mississippi, with an income level
well below the range of the other states, was rarely able to achieve the required in­
crease and ranks last by this criterion in the listing in Hanna's Table 4. It is also
true, however, that since 1929 per capita income has risen less, percentagewise, in
Mississippi than in other very-low-income states.

16 The heterogeneity of the period covered and the absence of a distinction be­
tween large and small deviations from the regression line would raise serious doubts
about the procedure followed even if the regressions were linear. I shall surmise
that failure to quantify the deviations is part of the reason why South Carolina,
which has had by far the largest percentage increase in per capita income since 1929
of any state, is ranked thirty-sixth in Hanna's Table 4.
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an elaborate structure was necessary. Why not simply compare
directly percentage changes in Ft:r capita inco~e from the beginning
to the end of the period, provIded that cyclIcally they represent
roughly similar years, and relate these changes to level of per capita
income?

Cyclical and Secular Changes

In the section on cyclical and secular changes, which starts on
page 137, Hanna computes for each state a logarithmic regression
between United States per capita income and (where it proves sta·
tistically significant) time, taken as the independent variables, and
the per capita income of the state. The purpose is to focus attention
on "two groups of ... forces: the changes in the state distributions
associated with the level of national income [payments] and those
that appear to have a persistent and differential influence on the
development of a state's income."

But can one deal with the level of income nationally as a single
determinate? Will there be a similar change in the state distribu­
tion if per capita income nationally changes because of a cyclical
movement, a temporary or a durable change in the general price
level, a war mobilization, or a long-tenn increase in the level of
real income? I do not think so. Since Hanna's results combine the
influence of all these forces, it seems to me that the results cannot
be interpreted in any very usable fashion. If his sensitivity index
shows that a 10 per cent increase or decrease in national per capita
income was associated with a 13 per cent increase or decrease in
the per capita income of Idaho, I would want to know what kind of
a change in national per capita income he has in mind before I would
find the statement very helpful. Since it is based on such a hetero­
geneous period, I doubt that this is the best description of the effect
of any of these types of change upon Idaho income.

This doubt could in large degree be set at rest if it could be shown
that for each state a single sensitivity index satisfactorily describes
changes in the state's per capita income (relative to the United
States per capita income) in the prewar, war, and postwar periods
separately. This would imply the same reaction in each state to any
type of change in national per capita income-which would be
most surprising and has not been established.

It is interesting to observe, however, that the greater the degree
to which the sensitivity indexes actually do describe the relationship
between a state's a~d the United States per capita income through­
out the whole penod, the less is it possible to interpret the time­
factor indexes as in any sense measures of trend.
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These indexes have a peculiarity illustrated by the following ex­
ample: Suppose that over a long period of years per capita income
rose 2 per cent a year in the United States and 4 per cent a year in
a particular state. I presume that one would want to say that this
state had a strong upward trend relative to the nation. But, since
the national and state series would be perfectly correlated, Hanna's
formula for the state would necessarily show a sensitivity index of
2 and a time-factor index of O. If, in addition, the period covered
a business cycle in which the state's income went down and up twice
as much as the nation's, the result would remain the same-a sensi­
tivity index of 2 and a time-factor index of O.

Now there was a general upswing of income over the period cov­
ered by the author's computations, and there was also a strong tend­
ency for per capita income systematically to increase relatively
more over the period in the low-income states than in the high­
income states. Apparently, this tendency must be reflected pre­
dominantly in the sensitivity index-tending to result in a high
sensitivity index for states with an upward trend (relative to the
nation) in per capita income (and hence in general in the low­
income-level states) and a low index in the states with a downward
relative trend in per capita income (generally high-income-Ievel
states)-rather than in the time factor index, which to a large extent
abstracts from it.

Is this the reason that Rhode Island and the District of Columbia
appear in Table 5 with no significant time-factor index, although
they are among the three jurisdictions with the smallest percentage
increase in per capita income from 1929 to 1953? The suspicion
is strengthened by the fact that both have very low sensitivity in­
dexes, although the absence of farm income is an additional ex­
planation of this.

In the case of Rhode Island (like most other New England states)
it appears that per capita income truly has low cyclical sensitivity
and also has a downward trend relative to the nation. Both forces
lead, for most years of the period, to a rise in Rhode Island income
less than proportional to that in United States income and hence
may yield a good fit between the two series throughout the period.
Under these circumstances, a simple regression between the two
series may describe the observed relationship throughout the period,
but to classify it as exclusively a cyclical relationship would be in­
correct; it would be both cyclical and trend.

Much of what needs to be said in the way of qualification to this
section is, in fact, summarized by Hanna in his note 51 and to some
extent in his comparison of the merits of cross-sectional and time
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series analysis on pages 155-156. ~he difficulty is th~t, with the nec­
essary qualifications, not much of mterest can be saId about the re­
sults. Trend and cyclical (and other) factors are too mixed up in the
calculations as they stand for either the formulas taken as a whole
or the sensitivity and time-factor indexes taken separately to be
very instructive.

I believe these difficulties can be lessened by careful selection of
periods, designed to separa!e trend, c~clical, .and other move~ents.
In addition, a thoroughgomg analysIs requIres some attentIon to
components. In view of the way agricultural income dominates short­
tenn changes in the state income distribution, at least a farm­
nonfarm income breakdown appears essential in order to derive val­
uable analytical results on the relation of state income to national
data. More fruitful results can be achieved by dealing with total
income and population rather than with per capita income alone.

The doubts raised about the value of the sensitivity and time­
factor indexes do not, of course, impugn all of the analysis in this
section. The coefficients of variation shown in the third column of
Table 6, for example, confirm the reduction in the geographic in­
come spread from 1929 to 1941, and again from 1941 to the post­
war years-to deal only with periods as nearly representative of
peacetime prosperity as are available-which have been arrived
at by other methods. The absence of a trend in the dispersion of per
capita incomes within the postwar period suggests that the continu­
ation in this period of differential regional trends in total income
is associated with similar population trends.

Taken as a whole, my comments on Hanna's paper may appear
rather negative. But they are qUalifications rather than funda­
mental criticisms of the project as a whole. The basic conception
of the United States as a unified economy I believe to be essentially
correct; national economic developments are the most important
influences affecting changes in income in the various states. Hanna
mayor not be-I rather think he is-somewhat overenthusiastic in
the extent to which he pushes the concept in relation to cross­
sectional analysis. Use of standardization techniques and of de­
tailed analyses of components, which I have not discussed, has con­
tributed and will contribute increasingly to an understanding of
state differentials. The use in that connection of the coefficient of
determination ~ust be settled, however, and some way must be
found to consolidate results of separate standardization studies, and
of analyses of components of total income. The analysis of state
~come m~~ements in r~lation to those of the country as a whole
IS a promJSmg field for Investigation. I hope that members of the
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"Study of Differences in State per Capita Incomes," as well as other
investigators, will continue to work on these and related problems,
because they are both interesting and important.

ROBERT M. WILLIAMS, School of Business Administration,
University of California, Los Angeles

Frank A. Hanna's detailed study contributes much to our knowl­
edge of the causes of interstate per capita income differentials.
Nevertheless, he concludes his paper by posing some questions. My
comments will deal mainly with two problems: (1) the suitability
of the state unit, unweighted by population, for regional income
analysis, and (2) the meaning of standardized earnings and the
extent to which interstate earnings differentials are explained by
occupational composition. I shall also suggest a simple method of
explaining earnings differentials by industrial composition, wage
levels, and the number of hours worked.

Hanna discusses the theoretical and practical advantages and
disadvantages of basing regional income analysis on the forty-eight
states-frequently, the District of Columbia is added. He suggests
they can be viewed as a randomly selected set of subareas, with the
advantage that "such a conception provides us with a framework
for analyzing any observed changes in terms of economic factors
other than location" (page 118). Hanna also considers the United
States a single economy, since, although state per capita incomes
are not distributed normally, the observed differences among states
can be explained by differences in industrial composition, birth
rates, age composition, educational achievements, racial composi­
tion, participation of women in the labor force, and a host of other
income-connected factors (page 119). I agree that the differences
cannot be attributed to chance forces. But once the existence of
regional differences in income-connected factors are recognized,
their systematic analysis would seem to require that the subareas to
be compared be logically, not randomly, selected.

Because of the complex nature of the factors determining in­
come, no single set of subareas is completely satisfactory for the
analysis of regional income differentials. Ideally, a different set of
subareas would be required to study the relationship between per
capita income and each determining factor. Since, as a practical
matter, one set must be used, what can be said for the practice of
using the forty-eight states as national subdivisions?

State land areas vary widely, of course, from 61 square miles for
the District of Columbia and 1,058 for Rhode Island to 263,644 for
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Texas. Consequently, size differences mus~ be taken into account
in some aspects of regional ~c?me analysIS. However, area alone
is a poor criterion of economic unpo.rtance.

State populations also vary. rangIDg from 160,083 for Nevada
to 14,830,192 for New York in 1950. Thirty-four states-more
than two-thirds-had a population below the mean value of 3.08
million. Table 1 shows the distributions of states and state popula.

TABLE I

Effect of Population Weights on Distribution of States and the District of Columbia
by Per Capita Income, 1950

1950 ptr Capita Income Number Population Ptrcentage of Total: Differtnct
(dollors) of Statts (millions) Statts Population in Perctntages

650- 849 4 9.3 8.2 6.2 +2.0
850-1049 4 13.7 8.2 9.1 - .9

1050-1249 9 15.7 18.4 10.4 +8.0
1250-1449 12 27.0 24.4 17.9 +6.5
1450-1649 12 42.8 24.4 28.4 -4.0
1650-1849 4 26.1 8.2 17.3 -9.1
1850-2049 4 16.1 8.2 10.7 -2.5

Total 49 150.7 100.0 100.0

Source: Bureau of the Census and Survey of Current Busini'I.t, Dept of Qnn..
meree, August 1954.

tions, classified by per capita income. The distribution of popula­
tion by state per capita income is more symmetrical than the state
distribution and has a higher mean value (equal to United States
per capita income) because many larger (smaller) states have
above (below) average per capita income, as reft.ected in the last
column.

Hanna does not ignore the question. but his reasons for giving
each state one "vote" regardless of the number of "constituents" are
not entirely convincing. One illustration will demonstrate the in­
fluence of population size in state income analysis. In his Table 3,
Hanna presents three measures of the distribution of states by per
capita incomes for each year from 1919 to 1921 and 1929 to 1953:
mean, standard deviation, and coefficient of variation. My Table 2
compares Hanna's unweighted measures with those obtained using
popUlation weights for the three census years 1930, 1940, and
1950.

While his standardization process is an ingenious and invalua­
ble method of isolating the contribution of occupational differ­
ences to state earnings differentials. the correlation technique em­
ployed ~~ not PJ:Oper~y measure the extent to which occupational
composition explains (m the statistical sense) earnings differences.
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Although the observed and standardized earnings are highly cor­
related, with a coefficient of determination (r2) of 0.80 (using the
detailed occupational breakdown), this coefficient reflects only the
scatter of points about the regression line (see Hanna's Chart 1).

The regression equation obtained can be used to predict ob­
served from standardized earnings with great precision, but this is
not "explanation." For example, points for Georgia and Michi-

TABLE 2

Effect of Population Weights on Measures of State Per Capita
Income Distributions, 1930, 1940, and 1950

Measure a 1910 1940 1950

Mean (dollars)
Unweighted 518 520 1343
Weighted 596 575 1439

Standard deviation
Unweighted 197 176 30S
Weighted 242 203 321

Pen:entage coefficient of variation (percent)
Unweighted 38.0 33.9 22.7
Weighted 40.6 35.3 22.3

a The unweighted measures exclude the District of Columbia.
Soun:e: Bureau of the Census, and Hanna's Tables 1 and 2.

gao lie on or very close to the regression linet but, for Georgiat the
observed value is some $450 or 20 per cent below the standardized
value and, for Michigan, the observed value exceeds the stand­
ardized value by $320 or 12 per cent. These differences are caused
largely by state deviations from the national wage levels used in
computing standardized earnings,

The degree to which occupational differences alone explain earn­
ings differentials can be illustrated by comparing the deviations of
olY..erved from standardized earnings with the deviations of ob­
f'.erved earnings from their mean. In terms of the data on Chart 1,
the total variation to be explained is the scatter of the items in the
vertical direction. The explained variation is not properly repre­
sented by the regression line shown but rather by a straight line with
a slope of unity, drawn from the $2,000 value on the y axis and
passing through the mean values of both variables (approximately
$2,500), The variation in observed state earnings not explained by
occupational differences is, then, the scatter of points about this
line of unit slope.

Although the amount of total variation explained by standard­
ization can be represented in a measure analogous to the coefficient
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of determination, inspection of Chart 1 suggests that occupa!io~al
differences explain somewhat ~e.lt.l; th~n h~I~.of total varIation
in state earnings. If the above IS a v~ld cnucls~ of th~ correla­
tion technique in this type of analysIs, occupational differences
between states are apparently much less important than Hanna
thinks in accounting for interstate differentials. Of more concern,
however, is the apparent difficulty of measuring directly the con-
tribution of occupational or industrial c?mposition.. .

I suggest a simple method to ~xplam. the relau~~shlp between
average state earnings and (1) mdustnal compositIon, and (2)
wage levels and average number of hours worked. 1 An illustration
of this approach is presented in my Table 3, based on the reported
and standardized earnings data shown in Table 10 of Hanna's pa­
per.2 The ratio of reported state earnings per worker to the un­
weighted mean for forty-eight states (column 3) will be shown to
be the product of two factors: one reflecting differences in indus­
trial composition (column 1) and the other the combined differ­
ences in wage levels and hours worked per year (column 2). These
can be represented as follows:
(col. 1) Standardized earnings/mean earnings =1(WIIE.)/1(W,.EII)
(col. 2) Reported earnings/standardized earnings

= 1(W.E.)/I(W,.E.)
(col. 3) Reported earnings/mean earnings = 1 (W.E.)/:I(W,.EII)

Where, for each industry,

W, = state average wage-hour production
WII = national average wage-hour product
E, = state employment
E" = national employment

Because wages are held constant, the industrial factor measures
~e cont~bution of industrial composition to interstate earnings
~ere~tIals. It ranges from 1.10 for Michigan, where high-wage
mdus~es are concentrated, to 0.78 for Mississippi, which has few
such mdustries. The wage-hour factor is an index of state wages and

1 This meth~ is similar to tbat used by Frank A. Hanna in his "Contribution
of Manufactunng Wages to Regional Differences in Per Capita Income" Review
0/ Economics and Statistics, February 1951. '

2The data in his Table !O are based on 146 census of population industries,
whereas the data shown on hIS Ch~rt I are based on 442 occupations. It is interesting
to note that the degree of correlation between reported and standardized earnings is
n~r1y the same for ~e two sets of data (the coefficient of detennination is 0.80
uSlDg the finer occupat~onal breakdown, and 0.76 for the 146-industry breakdown).
However, the standardized values. based on .the !46:industry breakdown appear to
be ~ucb closer to reported earnmgs.The lDlplications of this difference are not
entirely clear.



TABLE 3

Ratio of Reported to Mean Earnings Explained in Terms of

Industrial and Wage-Hour Differentials, 1949

Ratio oj Ratio of
Indus- Wage- Reported Indus- Wage- Reported
trial HO/lr to Mean trial HO/lr to Mean

State Factor a Factor b Earnings State Factor· Factor b Earning'

(I) (2) (3) (I) (2) (3)
Maine 0.96 0.91 0.87 W. Virginia 1.01 1.01 1.02
New Hampshire 0.98 0.95 0.93 N. Carolina 0.8S 0.92 0.78
Vermont 0.92 0.91 0.84 S.Carolina 0.84 0.88 0.74
Massachusetts 1.05 1.05 1.10 Georgia 0.87 0.87 0.76
Rhode Island 1.04 0.96 1.00 Florida 0.93 0.94 0.87
Connecticut 1.08 1.09 1.18 Kentucky 0.91 0.95 0.86
New York 1.04 1.18 1.23 Tennessee 0.91 0.91 0.83
New Jersey 1.08 1.16 1.25 Alabama 0.88 0.88 0.77
Pennsylvania 1.06 1.05 1.11 Mississippi 0.77 0.78 0.60
Ohio 1.07 1.10 1.18 Arkansas 0.82 0.82 0.67
Indiana 1.04 1.08 1.12 Louisiana 0.94 0.95 0.89
Dlinois 1.06 1.17 1.24 Oklahoma 0.97 0.98 0.95
Michigan 1.10 1.15 1.26 Texas 0.97 0.99 0.96
Wisconsin 0.97 1.12 1.09 Montana 0.92 1.13 1.04
Minnesota 0.94 1.11 1.04 Idaho 0.89 1.09 0.97
Iowa 0.90 1.09 0.98 Wyoming 0.97 1.11 1.08
Missouri 0.95 1.07 1.02 Colorado 0.98 1.04 1.02
North Dakota 0.80 1.06 0.85 New Mexico 0.95 1.05 1.00
South Dakota 0.82 1.05 0.86 Arizona 0.95 1.06 1.01
Nebrau. 0.90 1.07 0.96 Utah 1.02 1.08 1.10
Kansas 0.95 1.05 1.00 Nevada 0.98 1.23 1.20
Delaware 1.03 1.13 1.16 Washington 1.00 1.17 1.17
Maryland 1.04 1.08 1.12 Oregon 0.95 1.19 1.13
Virginia 0.95 1.01 0.96 California 1.03 1.18 1.21

• An estimate of the effect of differences between state and nation in industrial composition
computed by dividing standardized state earnings by mean earnings for forty-eight states.

II Ratio of reported to standardized state earnings.
Source: Based on reported and standardized earnings in Table 10 of Hanna's paper.

hours (the base is the national average) weighted by state employ­
ment by industry, it ranges from 1.23 for Nevada to 0.78 for Missis­
sippi.

Although the data shown in Table 3 are imperfect (due in part to
substituting the unweighted mean of reported state earnings for
national average earnings), they can be used to compute a rough
measure of the relative contribution of industrial composition
and the wage-hour factor to interstate earnings differentials. The
values in columns 1 and 2 were converted into percentage devia­
tions from mean and standardized earnings, respectively, by sub­
tracting 100 from the product of each ratio times 100. The mean
of the absolute deviations was 7.2 per cent for the industrial
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factor and 9.6 per cent for the wage-hour factor, indicating the
greater importance of the. wage~ho~r fact~r in eX~laining i.nterstate
earnings differentials. This findmg IS consistent with the visual im·
pression obtained from Hanna's Chart I:

The standardization procedure provides a method for measur.
ing the effect of occupational compositi~n on earnings differentials.
Occupation, however, appears t~ contnbut~ much l~s than the 80
per cent assigned to it. Perhaps mterstate differences m wage levels,
seasonal unemployment, and other factors affecting total hours
worked annually are of major importance: The. g~arant~ annual
wage may increase average annual eammgs 10 mdustnes where
it is adopted. Because this is likely to occur first in high-wage, union­
ized industries, its effect may be to increase regional earnings dif­
ferentials.

Certainly, age composition explains much of the difference in
per capita income between rural and urban areas and, hence, be­
tween such states as Mississippi and New York. This appears to be
a persistent phenomenon, although a trend to greater equality in
rural and urban birth rates has been evident in recent years.

Why have regional income inequalities persisted in this country
despite the relative freedom of movement afforded labor and capital?
It seems obvious that barriers do exist that minimize effects of mo­
bility between regions and occupations. These barriers are reflected
in the median incomes in 1949 of persons shown in the 1950 census
of population by color, farm, and nonfarm, in dollars:

I

i
.JI

REGION

Northeast
North Central
South
West

WHITE

Urban and
Rural nonfarm Rural farm

$2,273 $1,528
2,242 1,553
1,866 958
2,162 1,594

NONWHITE

Urban and
Rural nonfarm Rural farm

$1,626 $1,057
1,681 573

862 433
1,523 833

These broad regional classifications reveal few income differ­
ences between areas outside the South, and even in the South, median
income of urban and rural nonfarm whites was only some 15 per
cent ~Iow that for other regions. Median incomes of southern
nonwhites, however, were much lower than for nonwhites else­
where, and less than half that of southern whites. Obviously, a
compl~te explanation of interstate income differentials requires
analysIS of th~ s~ po~sessed ~y and the earnings opportunities
offered nonwhites 10 VarIOUS regions of the nation.
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Hanna asks whether the state is the best unit for regional in­
come analysis, since city size is a major factor in per capita income
differentials. Cities of approximately the same size are usually
more homogeneous with respect to factors determining income
than are the states in which the cities are located. A detailed study
of per capita incomes in Kansas City and six other metropolitan
areas (Atlanta, Chicago, Dallas-Fort Worth, Los Angeles, Minne­
apolis-St. Paul, and St. Louis) revealed surprisingly few differences
in many important characteristics, such as percentages of popula­
tion 15 to 64 years of age, total population in the labor force,
labor force employed, and labor force employed thirty-five hours
per week.3

The differences between these seven metropolitan areas in 1950
per capita income (which ranged from $1,994 in Chicago to $1,505
in Atlanta) could be explained largely by differences in wage rates
and industrial composition (Chicago had more employment in
high-wage manufacturing industries, while in Atlanta more workers
were engaged in low-wage manufacturing and personal service in­
dustries). These income-determining characteristics of metropolitan
areas suggest that regions other than states may be better for some
regional income analyses. However, income estimation for counties
or groups of counties is a costly and laborious process, so the state
will continue to serve as the basic unit for much regional analysis.

Explanations of income behavior should take account of all
available data on demographic, social, and economic factors that
are related to income. This probably means that explanations of
interstate income differentials that go much beyond our present
understanding of the subject will require more description and less
statistical analysis. The biggest obstacle to further analysis of re­
gional income differentials continues to be the lack of data on wage
levels by occupation and industry, on man-hours, and, especially,
on the composition of transfer payments and entrepreneurial and
property income.

GEORGE H. BORTS, Brown University

A number of important points are left unsettled by Frank A.
Hanna and Edward F. Denison. In my opinion, both of them over­
estimate the independent influence of occupation mix on state in­
come differentials. Hanna claims that 80 per cent of state income

• Philip Neff and Robert M. Williams, The Industrial Development of Kansas
City, Federal ReserYe Bank of Kansas City, 1954. Per capita income was computed
for cad1 of the seven metropolitan areas for 1929, 1933, 1939, 1948, and 1950.
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variation is due to occupation mix. Denison claims that only 37 per
cent is due to occupation mix. I shall indicate below a method of
estimating precisely the proportion of variance attributable to dif­
ferent factors. With the information provided by Hanna it appears
that:

1. 11 per cent of state income variation is due to the independent
influence of occupation mix.

2. 69 per cent is due to the joint influence of occupation mix and
earnings levels changing simultaneously.

3. The remaining 20 per cent is due to that portion of earnings
levels which are independent of both state income and occupation
mix.1

My method of partitioning the variance of state per capita in­
come is given in the last section of this note. A number of prefatory
remarks are in order which can best be illustrated by reproducing
the chart from page 123 and some of the computations underlying
Hanna's paper.

y

-~
c
: y
g $2,366

:!o
&co:
o..
I..•....
o

~-L-_--_-L_-~.-k~ ,x

1 When Hanna uses weighted regressions. the proportions are 10.2 per cent.
76.5 per cent and 13.3 per cent, respectively.

186



ANALYSIS OF INTERSTATE DIFFERENTIALS

On the vertical axis appears the observed annual per capita earn­
ings for forty-eight states in 1949. On the horizontal axis appears
the per capita earnings which each state would have if each of
422 occupations yielded earnings rates equal to the national av­
erage for each category. This figure is called the standardized
earning rate. The 45° line on the chart indicates a set of points for
which the actual and standardized earnings are equal. The fitted
regression line crosses the 45° line at $2,513. The mean actual
earnings are $2,366; mean standardized earnings are $2,459. The
slope of the line is +2.71 actual dollars per standardized dollar.

The positive. slope of the regression line indicates that high­
income states tend to concentrate on high-income occupations and
therefore have high standardized earnings. The slope greater than
unity indicates that high-income states tend to have higher than
average earning rates in the occupations in which they concentrate.
That is, the regression reveals a positive correlation (called joint
influence by Hanna), between occupation mix and earnings rates.

It is clear that a negative correlation between occupation mix
and earnings rates would produce a slope of the regression line less
than unity; and zero correlation between occupation mix and earn­
ings rates would produce a slope equal to unity, with the regression
line coinciding with the 45° line (not all states can depart from
average earnings rates in the same direction). However, if the re­
gression line has slope equal to unity, it does not necessarily follow
that alI income variation is explained by occupation mix. For that
to be true, there must also be perfect correlation between stand­
ardized and actual income. The absence of perfect correlation would
mean that earnings differences still exist, though they are not sys­
tematically related to occupation mix.

Suppose the regression has a slope of +2.71 (as it appears), and
suppose in addition there is perfect correlation between actual and
standardized income. We would say that every dollar difference
between actual and national average earnings is accompanied by
1/2.71 = $0.37 difference in standardized earnings, and that oc­
cupational mix by itself accounts for 37 per cent of observed state
income differences. At this point, Denison compares this 37 per
cent with Hanna's 80 per cent. However, it must be noted that the
two figures are not comparable. Hanna's percentage deals with
squared differences (variance), while Denison's does not. To be
comparable, the 37 per cent figure must be squared, indicating that,
with perfect correlation, 14 per cent of squared difierences would
be explained by occupation mix. However, the correlation is not
perfect; the regression line reduces the variance of state income by
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80 per cent. This literally reduces by 20 ~er ce~t tJ.te proportion of
squared differences explained by occupatIon miX, I.e. from 14 per
cent to 11 per cent.

At issue between Hanna and Denison is the definition of the
term "variation" as it applies to state per capita incomes. Denison
prefers the term to mean numerical ditIerenc~s .between state .and
national per capita incomes. He regards the vanatlon to be explamed
as the sum of the absolute values of these differences. Hanna uses
the variance as the measure of variation, and rightly so in this
context. The variance lends itself to formal partitioning according
to the influence of different factors. The major objection to Deni­
son's technique is that it requires an arbitrary allocation of the
joint influence among the factors influencing state per capita in­
comes. The most reasonable treatment of this joint effect is to sepa­
rate it from the independent effects of known influences. At the
same time, it must be remembered that the joint effect will reinforce
the predictive power of either variate when used alone to estimate
state per capita incomes. One of the major contributions of Han­
na's paper is the evidence indicating the predictive power of occu­
pational mix in a regression equation.

These remarks will become clear below when it is seen how the
variance in state incomes can be partitioned. In the regression
analysis, the difference between state and national per capita earn­
ings is partitioned into:

a = differences between the regression line predictions and the
actual state incomes.

b = differences between regression line predictions and the na­
tional average. Under the least squares hypothesis, the two com­
ponents are independent. We know from Hanna that the variance
of the first term is 20 per cent and that of the second 80 per cent of
the variance of state per capita incomes.

In addition, the second term can be partitioned to indicate the
variance of state incomes explained by standardization. The second
term can be split into:

b' = differences between the regression line predictions and the
standardized incomes.

b" = differences between standardized incomes and the national
average.

When the mean of the standardized incomes is equal to the national
average,2 the variance of the second tenn is the variance of stand-

2.1bi~ C?ndition, which is ~ntial to the interpretation of variance analysis,
~)ldinarily IS fulfilled when the weighted average of the states (the national average)
IS taken as the standard. For this reason. weighted rather than UDweighted regres-

188



ANALYSIS OF INTERSTATE DIFFERENTIALS

ardized incomes. The variance of the first term plus the co-variance
factor between b' and b" is equal to the variance explained by re­
gression less that explained by standardization.3 It is clear that this
term reflects the joint influence of earnings levels and composition.
For if earnings levels and composition were uncorrelated, the vari­
ance of the regression line would equal the variance of standardized
incomes. These remarks may be summarized by the following vari­
ance table: note that a. refers to the regression coefficient of y
upon x.

(1)

(2)

(3)

Occupation mix acting independ­
ently (variance of standardized in­
comes)
Additional variation explained by
regression above that explained by
standardization (variance of regres­
sion line less variance of standard­
ized incomes)
Residual from regression

Variance
Term

002.

Per cent
of 002,

11

69

20

The Influence of Occupational Mix and Earnings Levels

From the preceding discussion it was clear that a large part of
the predictive power of occupation mix came from its correlation
with earnings levels. Indeed, if the two factors were independent,

sions should be used. The use of the total numbers in the experienced labor force,
rather than the numbers with wage and salary earnings in the experienced labor
force, to compute the state rate-constant earnings yields a 1.7 per cent discrepancy
in the weighted averages (see Hanna's note 17).

3 This can be proved quite simply. Let y indicate the state per capita income,
x the standardized value. Let y, be the predicted value from the regression, and
; be the national average. Then (using 111 to denote variance):

y -; = (y - y,) + (y, - x) + (x - ji)
and

a b' b"
1:(y - ;)2 = 1:(y - y,)Z + 1:(y, - x)Z + 1: (x - ;)2 + 2 1:(y, - x) (x - ;)

We know the variance in term a is 20 per cent of the variance of y. and that term
a is independent of the other terms. The variance in term b" is simply the variance
of standardized incomes, which is 11 per cent of the variance of y. The variance of
b' and covariance b'b" reduce as follows:

%(y, - X)2 = ~" + 112• - 211".

21:(y, - x){x -;) = 2[1:y,x - 1:xl - ;1:)', + j1:x] = 211,,' - 2111•

Cancelling. we have: 11%', - 112" and this is the variance explained by the regression
less that explained by standardization.
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occupation mix would have explained only 11 per cent of the vari­
ance of state per capita incOl~es. ~his is what is meant by the inde-
pendent influence of occupatIOn.mIX.. .

The concept of independent I~fluence IS ~se~ul as a gUl.de to the
statistical investigator. It tells hIm whether It IS worthwhIle to use
an additional independent variable in analyzing a particular prob­
lem. If the independent influence of a variate is not a significant por­
tion of the variance of the dependent variate, it is not worthwhile
introducing it into the analysis. In the case of occupational mix,
the number of degrees of freedom and the size of the variance indi­
cates that 11 per cent is a significant reduction in the variance of
state incomes.4

The exact relationship between earnings levels and occupational
mix becomes clear from the following definitions. Let Plj denote the
earnings level in the ith occupation and the jth state; qlj denote the
proportion of the jth state's labor force in the ith occupation. pia and
qlo will denote the same entities for the nation as a whole. From these
definitions, it is clear that IlqlJ = 1 for every state and Ilqio = 1.
The difference between the per capita earnings of a typical state and
those of the nation may be written as:

(1) I.ifJ'lJu - Il/'loqiO = "i.;PIo( q'J - qiO) + I.qlo(pij - Pia) +
Ii(pu - Pia) (qlj - qlo)

The first term is called by Hanna the rate constant particle, the
second term the composition constant particle, and the third tenn
the joint particle. Due to the nature of the data, it is not possible to
compute either the second or third tenn, since the state rates (Pu)
are not available. However, the second and third term may be com­
bined to yield a state weighted composition particle. The expression
is then written:

(1a) I.pilJiJ - I.p~w = I,Pio(q'J - qlo) + Ilqij(PiJ - PIo)

or
I.pilJiJ = IiPioqU + Iiqij(PU - Pia)

The first term on the right-hand side is the rate constant standardized
term computed by Hanna which was previously denoted as x, i.e.
state composition weighted by national earnings. The second term
on the right-hand side is a state composition weighted sum of differ-

4 The ~se of .. de~ee. of freedom to reduce the variance of state incomes by II
per cent IS certamly slgndicant at the 5 per cent level when tested against the residual
variance from the regression, which has 46 degrees of freedom.

F::= O.lla.2/l =25.3
O.20a.2/46
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ences between state and national earnings rates. It can be computed
by taking differences for each state between the state income y and
the standardized rate .t. The variance of this term may be com­
puted, and it gives some idea of the independent influence of earn­
ings levels. Without weighting the terms, the variance is 61 per cent
of the variance of state per capita income. When the state terms are
weighted by population, the variance is 51 per cent of the state in­
come variance. It is not surprising that the variance of rate constant
earnings and the variance of the composition weighted term do not
exhaust the variance of state incomes. The two teons are highly
correlated. As we indicated previously, this is responsible for the
high correlation between the observed state incomes and rate con­
stant earnings. When the state terms are unweighted, the correla­
tion between the rate-constant and composition-constant terms is
+0.74; when they are weighted, the correlation is +0.86.

RBPLY BY THB AUTHOR

A reply, presumably, should assist the reader in appraising di­
vergent views. My paper and Edward F. Denison's comment should
be sufficient to enable one to decide whether a regression line or a
line of proportional change is the more "meaningful" in describing
changes over time in state per capita incomes, and whether the
1919-1951 period is a suitable one for computing an index which
describes the changes in a state's per capita income in terms of the
changes in the national income level or for estimating trend factors
by any method. Edwin Mansfield's paper (in this volume) contains
information pertinent to the appraisal of Robert M. Williams' sug­
gestion that regional analyses should be based on cities rather than
on states.

The one question, raised by all discussants, which needs addi­
tional discussion concerns the appropriate way to measure the sta­
tistical effects of state variation in (occupational, industrial, etc.)
composition. I am in agreement with George H. Borts' comments.

The question to which my paper is addressed concerns the ex­
tent to which state variation in occupational composition accounts
for the variation in reported state earnings. As I view it, the question
relates to the distribution of all of the forty-eight states around their
weighted mean, reported national earnings. A meaningful answer
must be based on all of the measurable effects of occupational varia­
tion, not just the net, direct, and first-order effects reflected by the
isolated comparison of a single state's reported and rate-constant
earnings.

As shown by Borts' formula la, such a single state comparison

1'1



ANALYSIS OF INTERSTATE DIFFERENTIALS

ignores even the net joint effects o~ sta.te-nation c~mposition and rate
differences. When a common weIghtmg system IS used and several
states are compared s~ultaneo~ly, stil~ other joint terms ap~~r.l
These joint terms contam the net mterachons of rate on composItIon,
and of composition on rate changes. Unless we are prepared to say
that the rate-composition relationships in one state are independent
of those in another, these interstate joint terms should be taken
into consideration.

As Borts has clearly shown, the coefficient of determination, as a
measure of the extent to which variation in state reported earnings
is explained by the variation in state rate-constant earnings, reflects
not only the first-order effects of composition differences but also
all other factors which are associated with them. To the extent
that they are correlated, the measure will reflect the correlated effects
of rate differences. The joint particles both within and among states
arise from just such correlation.

The alternative measures suggested by Williams and Denison are
based on one or another average over the states of the relative size
of the rate-constant and composition-constant particles (the terms
on the right-hand side of Borts' formula 1a). To my mind this is a
misuse of standardized earnings (a misuse of which I was guilty in
my article on manufacturing wages, op. cit., note 20). Standardized
earnings, like constant weight index numbers, are valuable in that
they permit comparisons between states or between a state and na­
tion without the distorting influence of the variation in the factor
(rates or composition) held constant. But index numbers have
never provided economists with a satisfactory answer as to the rela­
tive importance of price and production changes on growth and
cyclical fluctuations.

One obvious basis for objecting to the use of relative importance
of the rate-constant and composition-constant particles as measures
of their explanatory value is (as mentioned previously) the ubiq­
uitous join! particles, which cannot be partitioned satisfactorily.
A more senous, though perhaps less obvious, objection is that much
of their influence is netted out and thus ignored. When our sole ob­
jec~ive i~ to obtain comparable figures, this netting is desirable and
entuely proper. But when we are trying to gauge the relative 00­
po~ce of ~e two particles as explanatory variables, it would seem
desuable to mclude all changes, whatever their direction, and with-

1 The difference in reported earnings between states 1 and 2 may be expressed,
using national weights, as follows:

%PlltIlI - %pulJea =%pu(qu - tIIZ) + %tI"(PII- pu) +1:(plI- pleHqll - tIll)
+ 1:(PII - "1) (tIll - tIll)

...
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out regard to whether opposing changes existed. Here, our concern
is with total variability, not just the comparableness of average
earnings for a pair of states.

For economic data, in which rate deviations are likely to be pre­
dominantly in one direction, the amount of netting will be larger in
the rate-constant particle. This effect can be seen most clearly when
relative composition is used. Since both Iql = 1 and Iq2 = 1, if
some (q. - q2) are positive, others must necessarily be negative,
and vice versa.2 Yet all (PI - P2) may have the same sign. Since
all p's and all q's entering the computations are positive, the sign
(for a particular occupation) of the rate-constant and composition­
constant particles will be determined by the sign of the parenthetical
differences. In summing, these signs are taken into account. Conse­
quently, the rate-constant particle necessarily will be a net figure
derived from summing algebraically some positive and some nega­
tive figures. The composition-constant particle, however, may be
cumulative in one (either positive or negative) direction. Although
I have no definitive answer to this problem, it may be suggested
that working directly with the variance between occupations (within
a state) overcomes the tendency to net out opposing influences. The
question may be formulated in terms of how much of the total vari­
ance in the difference between reported series is due to rates, how
much to composition, and how much to the two changing simultane­
ously. The problem apparently then would become one of interpret­
ing a P X q variance table.3

There is reason to think that the measurement of the relative im­
portance of rate- and composition-changes as explanatory variables
poses basically insoluble problems. Insistence on some symmetrical
framework that would require allocation of the joint terms would
strengthen these reasons. The methods suggested in my paper ap­
pear to provide a sufficient answer to the central problem without
having to deal with these knotty problems.

: It has been pointed out to me by Maurice Liebenberg that the rate-eonstant
particle may be derived as the sum of the products of positive figures. The method
is based on a scheme of "shifting" frequencies in the q. distribution, from occupa­
tions (denoted by the subscript j) where q.> q., to occupations (denoted by the
subscript i) where q. <q. until the q. distribution of frequencies among oc­
cupations is obtained. H the frequencies moved into the i'th occupation are desig­
nated by ~ql, and those same frequencies in the fth occupation, from which they
were removed, by AqJo it may be shown that Aql =-Aql. and that the rate-constant
particle may be derived as 1:(pl - PI)Aq•• This method implies that only the
"shifted" frequencies are of importance. Thus, the netting 1$ accomplished by
ignoring all of the frequencies that "stay put."

a Maurice G. Kendall. The Advanced Theory of Statistics, London, Charles
Gifteo and Co., 1948, Vol. n, Chap. 24.
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