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TWO

Data Errors
and Forecasting Accuracy

ROSANNE COLE

INTRODUCTION

A basic requirement for successful economic forecasting is accurate
data. Though it is widely recognized that most economic statistics con-
tain measurement errors, relatively little effort has been made to deter-
mine how much of the error in forecasts might be attributed to errors in
the underlying data. An analysis of the importance of this source of
forecast error, however, is indispensable for a proper evaluation of
forecasting accuracy. For example, conclusions about the quality of a
set of forecasts (and hence the model used to generate them) would
vary according to whether data errors were found to be a major or a
negligible component of forecast error. Moreover, an analysis of data
errors can provide an indication of the potential for improving fore-
casts by improving the accuracy of the underlying data.

The major difficulty confronting an empirical analysis of the effects
of data errors on forecasting accuracy is that very little is known about
the errors in many economic series. One type of information is avail-

NOTE: The reader who has traveled the preceding chapter will recognize throughout
this report my indebtedness to Jacob Mincer and Victor Zarnowitz. This is my oppor-
tunity to do so. I should also like to thank Phillip Cagan. John Kendrick. and Julius
Shiskin for their helpful comments on an earlier version of the paper.
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able, however, and it approximates the data problems of a forecasting
situation rather well. The data underlying many forecasts are pre-
liminary estimates. Revised estimates based on more complete infor-
mation are published at a later date. Since the revised estimates are
presumably more accurate, the consequences of using preliminary
rather than revised data can be viewed as an illustration of the effects
of data errors.1

Another difficulty arises from the fact that the majority of published
forecasts are not scientific: neither the forecasting models nor the data
they use are explicitly specified. Such forecasts are nevertheless of
considerable and practical interest to a broad class of business and
economic analysts. Since they cannot be replicated, the effect of data
errors on their accuracy cannot be assessed directly. However, by
relating their errors to errors in data available at the time the fore-
casts were made, it is possible to infer indirectly the element of fore-
cast error attributable to data errors. More specifically, forecasts
may be assumed to rely partly on extrapolations of recent levels of the
series to be predicted. Any shortcomings in these data would thus be
transferred to the forecasts and become a source of error.

This chapter shows the effect of using preliminary rather than re-
vised data on the accuracy of three types of short-term forecasts of
GNP and its major components: (1) forecasts which consist only of
extrapolations (naive models); (2) business forecasts which may rely
partly on extrapolations and partly on other information; and (3) an
analytical model of consumption in which the as yet unknown value
of an exogenous variable is obtained by extrapolation. The main em-
phasis is thus on errors in the data underlying the extrapolative com-
ponent of a forecast. The effects of errors in other data on which
business forecasts may rely are not explicitly considered.

The first section of this study contains an analysis of the ways in
which data errors would impair forecast accuracy and a brief review
of the characteristics of the errors (as indicated by subsequent re-
visions) in preliminary GNP data. These errors are shown to be a
potential source of forecast bias as well as inefficiency. Though the

'A recent study of this nature was made by Denton and Kuiper [2]. They constructed
a small econometric forecasting model based on the Canadian national accounts, gener-
ated forecasts, and observed directly the effects of using preliminary rather than re-
vised data on the parameters of the model and on the accuracy of the simulated forecasts.
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analysis is formulated in terms of errors in the data underlying the
extrapolative component of forecasts, it is general enough to apply to
errors in any data on which forecasts may draw.

In the empirical analysis that follows, estimates are made of the ex-
tent to which the use of preliminary rather than revised GNP data
reduced the over-all' accuracy of naive projections and business fore-
casts. The importance of data errors as a source of bias and ineffi-
ciency in business forecasts is then assessed. Finally, the effect of
such errors on the parameter estimates and predictive accuracy of a
quarterly consumption function is shown. The findings are summarized
in the last section.

I. THE DATA ERROR COMPONENT OF
FORECASTS, REALIZATIONS, AND

FORECAST ERRORS

An observed forecast error may contain data errors of two kinds: (1)
measurement errors in the data used to construct the forecast and
(2) measurement error in the realized value. Data errors of the first
kind will be a component of the true forecast error. Data errors of the
second kind will cause the observed forecast error to differ from the
true error. In order to illustrate their different effects, we shall first
assume that realizations are measured without error and consider only
the consequences of errors in the data underlying forecasts. This as-
sumption will then be relaxed and the effect of errors in realizations
shown.

ERRORS IN THE UNDERLYING DATA

Let A be the series forecast. A forecast made in period t — 1, of
the value of A in period t can be considered as consisting partly of a
projection of past values of the series as in
(1)

where A° denotes the series of estimates available to the forecaster
at the time the forecast is made; is the weight assigned to A,°_,, the
value of the series in period t — 1; and is an autonomous component
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summarizing all other information on which the forecast may draw.
The linear formulation is assumed for the sake of simplicity.

Most forecasters use the series of best available estimates. This
series (A°) consists of mixed data: The values for the most recent
periods are provisional estimates while those for periods further into
the past have been revised at least once. An estimate from this series
of the value of A in period t — I differs from the final series by the error
€. In symbols,

(2) = +
As a consequence of using preliminary (A°) rather than final data

(A), errors in A° are incorporated into the forecast. Using equation
(2), the forecast can be rewritten as the sum of P, the forecast that
could have been made if final data were available to the forecaster,
and an element of data error,

(1') Pt = + h1 + = i; +
where P = +

The forecast error (u) is defined

(3) = — A1 = (P — A1) + = U +

where u' is the error of the forecast (P') based on final data. Errors in
the preliminary data (A°) are thus a component of both the forecast
and its error.

Let us first consider the case in which the preliminary data are un-
biased [i.e., E(A°) = E(A), such that E(€) = 0, where E denotes expected
value]. How would such data errors affect forecasting accuracy? The
expected value of the forecast error,

(4) E(u) = E(P) — E(A) = E(u') +

is a measure of the bias. Forecasts are unbiased if E(P) E(A) and in
that case E(u) = 0. It is clear from (4) that if the preliminary data were
unbiased [E(€) = 0], their error would not be a source of bias in P.

Whether the preliminary data are biased or not, their errors are
likely to reduce forecasting efficiency. Provided the two components
of the forecast error in (3) are uncorrelated, the variance of the fore-
cast error is
(5) o2(u) = u2(u') +
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and must exceed cr°(u'). The observed forecast (P) is therefore
less efficient than the forecast (P') that could have been made with
final data.

A particular aspect of inefficiency is the presence of a "slope error."
This obtains if a linear correction of the forecast would reduce the
variance of its error.2 Such a correction is given by a least squares
regression of A on P:

(6)

The corrected forecast is a + and the variance of its error is the
residual variance, ff2(v) = (I — where denotes the
coefficient of determination. The variance of the forecast error can
then be expressed as the sum of a potentially reducible, or systematic,
component and the residual variance,

(7) o.2(u) = (1 — + (I —

It is clear that unless /3= 1, P would be inefficient because o-2(u) would
exceed (1 —

It can be readily shown that the forecast would be efficient (i.e.,
/3 = 1) only if it is uncorrelated with its error. The correction factor is,
by definition,

8
Cov(A,P)

o2(P)

It follows from the identity A P — u that

1—
Cov(u,P)

(7) /3
o-2(P)

and Coy (u,P) = 0 implies p,,, = 0.

We have seen, however, that P and ii share a common error
which creates a positive correlation between them. As a result, 1 — /3

would not equal zero even if P' and u' were uncorrelated, since, using
(1') and (3),

(9') 1 —
— Coy (u', P') +

/3 2(P)

2 Mincer and Victor Zarnowitz in Chapter 1 of this volume propose this com-
ponent of forecast (in)efficiency in their decomposition of mean square errors.
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Random data errors could therefore augment the slope component
of o-2(u). They would also increase the residual variance component.
If were uncorrelated with A and P', and if/3' denotes the regression
coefficient, and pb,, the coefficient of determination, in the regression
of A on P', the slope component would be3

(10) (1 — /3)2o2(P) = (1 — f3')20-2(P') + (1 —

and the residual variance would be4

(11) (1 — = (1 — +
The extent to which data errors increase the mean square error and

each of its three components can now be seen. The mean square error
of P' is defined as E(P' — A)2 and equals

(12) M' = [E(P' — A)]2 + (1 — f3')2o2(P') + (1 —

Because of data errors, the mean square error of the observed forecast
P would be

(13) M = [E(P' —A + + [(1 + (1

+ [(1 — +
Let P' be unbiased and efficient. Then E(P' — A) =0 and /3' = 1. The

first two components of M', the mean and slope components, would
then vanish and M' = (1 — However, the mean component
of M would be

the slope component would be

(1 —

and the residual component would be
(1 — +

f3 = /3' and 02(P) = o2(P') + (I — f3)2o2(P) cr2(P') +

cr2(P')
— 2f3'ff2(P') + f3'2o-2(P') Add and subtract /3'2ff2(P') and rearrange

terms to obtain equation (10).
'The proof is similar to that given in footnote 3.
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Thus, errors in the underlying data could convert an unbiased, efficient
forecast into a biased, inefficient one. The size of the bias would be

The variance of the forecast error would be augmented by
in such a way that a slope error of (1 — would

be created and the residual variance would be augmented by

On the assumption that P' is unbiased and efficient, M would reduce
to

(13') M = (1 — +
Let the relative magnitude of errors in the preliminary data be k2 =

E(€)2 The data error component of M can then be expressed

(14) =
provided that = E(€)2 for all i.

The relative mean square error, RM' = M/M', shows the extent to
which data errors increase the pure forecast error. Substituting (14)
into (13'),

15 RM' — (1 — ±
— +

— (1 — — 1 —

Thus, given the relative size of errors in the preliminary data (k2), the
increase in forecast error will be greater, the greater the weights as-
signed to these data and the better the forecast (i.e., the greater
pip').

ERRORS IN REALIZATIONS

Thus far it has been assumed that realizations are measured without
error, and we have seen only the effect of errors in the data underlying
forecasts. In practice, however, realizations are also likely to contain
measurement errors which obscure true forecast errors. In keeping
with the preceding example of measurement errors, let us now assume
that realizations consist of preliminary (A°) rather than revised (A)
data. The observed forecast error (u°) is then defined as P — A° and
equals

If the preliminary data are unbiased lie., E(e,_1) = 0 for alt i]. the size of the bias
would of course be zero.
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(16)
= — A? = (P + — + = — = U + —

With the aid of (16), three types of forecast error can be distin-
guished and their relation to each other shown: the observed forecast
error (u°); the true forecast error (u); and the pure forecast error (u').
If there were no data errors, the three forecast errors would be identi-
cal. Errors in the data used to construct forecasts augment
the pure forecast error (u') and become a component of the true fore-
case error (u). Errors in realizations data cause the observed error
(u°) to differ from the true error (u).

The observed error thus consists of a pure forecast error and two
components of data error. The expected value of u° is

(17) E(u°) = E(u — €) = E(u') + —

provided E(€) for all i; and the variance is

(18) o-2(u°) = cr2(u') + 02(Iyj€tj) + 02(€t) — 2 Coy

provided u' and are uncorrelated.
If the two sets of data errors are independent of each other; that is,

if is serially independent, the covariance term in (18) would vanish.
The variance of the forecast error would then be augmented by the
errors in the realizations data, as well as by errors in the data
underlying the forecast,

However, U2(€t) would not be distributed among the slope and resid-
ual components in the same way as If /3° and denote
the coefficients of regression and determination, respectively, the
observed mean square error (M°) equals

(19) M° = [E(P — A°)J2 + (1 — f3°)02(P) + (1 —

The mean component of M° would equal
[E(P — A°)]2 = [E(u — = [E(u') + — l)E(€)]2;

the slope component would be
(1 — = (I —

and the residual component would be
(1 — = (1 — + cr2(€),
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provided Coy and Coy (A,€) are zero. If P' is unbiased and
efficient, M° would become, using (10) and (11),

(19') M° = — 1)E(€)]2 + [(1 — + [(1 —

+ +

Data errors would thus affect observed forecasting accuracy in the
following ways: Given that errors in the data used to construct the
forecast are independent of errors in the realized values (i.e., is
serially independent), then, if the preliminary data are biased, the
bias in realizations data would tend to offset the bias induced by errors
in the data underlying the forecast. Indeed, in the special case in which

= I, the biases would be exactly offsetting. Both sets of data errors
would reduce forecasting efficiency. Errors in the underlying data
would increase the variance of the forecast error by They
would create a slope error of (1 — and increase the resid-
ual variance by Errors in realizations would have no effect
on slope error; they would reduce the forecast's efficiency by augment-
ing the residual variance by o.2(€,).

There would be a smaller reduction in forecasting efficiency if the
two data errors were related. If were serially correlated, the reduc-
tion in efficiency arising from errors in the underlying data would be
attenuated by errors in the realizations data. The extent to which the
two data errors are offsetting depends, as (18) shows, on the weights
assigned to the underlying data (ly,) and the strength of the serial
correlation in (pc). At the one extreme, in the special case in which

I for all i, errors in realizations would exactly
offset the reduction in efficiency caused by errors in the underlying
data. Then o-2(u°) = o2(u') < ff2(u), and the observed forecast error
would be an unbiased, efficient estimate of the pure forecast error. At
the other extreme, = 0 for all i, and, as we have seen, errors in
realizations would augment the reduction in efficiency and o-2(u°) >
cr2(u) > o2(u'). In practice, the effect of errors in the realizations data
is likely to fall somewhere in between.
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ERRORS IN PRELIMINARY GNP DATA

Table 2-1 shows summary statistics of the errors (as measured by
revisions) in preliminary estimates of GNP and its components. We
would expect the preliminary data to be unbiased and their errors to
be serially independent if they were generated by a probability sam-
pling process. This is not the case, however, for the national accounts
estimates. As Table 2-1 shows, and, as is well documented elsewhere,6
the preliminary product (or expenditures) data have a negative bias:
the preliminary estimates underestimate revised levels of GNP and
most of its components. These data could thus be a source of negative
bias in forecasts which rely on them. Since the biases in the detailed
variables do not offset one another, we could expect the bias induced
by data errors to be larger in forecasts of aggregates than in forecasts
of detailed variables.

Errors in aggregate variables, however, would be likely to increase
the mean square error (from M' to M) in forecasts of these variables
less than that of the detailed variables. This is suggested by the k-ratios
in column 4 of Table 2-1. The relative size of the data errors (k) tends
to be larger in details than in aggregates. Thus, other things being
constant (i.e., and data errors would be expected to cause
the greatest increase in the over-all error of forecasts of net exports,
expenditures on consumer and producer durables, new construc-
tion, and change in business inventories; they should have the smallest
effect on the accuracy of forecasts of GNP, personal consumption, and
government expenditures on goods and services.

Errors in the preliminary data for some GNP components show
strong, positive serial correlation (column 5). Therefore, the errors
would tend to be offsetting when these data are used as realizations as
well as inputs to forecasts. Indeed, the possibility for offsetting the
errors in the data underlying forecasts by the errors in realizations data
has led several investigators to choose preliminary rather than revised
GNP data as the set of realized values.7 In effect, they are using the
observed forecast error (u°) to approximate the pure forecast error
(u'). The accuracy of this approximation depends, as shown elsewhere,

See, for example, [7], [I], and Rosanne Cole, "Errors in Provisional Estimates of
Gross National Product," NBER, forthcoming.

See, for example, [5], [6], and Chapter I of this volume.
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TABLE 2-1. Errors in Preliminary Estimates of Annual Levels of Gross
National Product and Its Components, 1953—63 a (dollars in billions)

Root
Standard Mean Serial

- Mean Deviation Square k-Ratio Correlation

Variable
Error

(1)

of Error
S.

(2)

Error
V a-2(A)

(4)

Coefficient

r
(5)

Gross national product —11.0 4.5 12.8 .166 .570
Personal consumption expenditures —6.0 1.6 6.2 .125 .84l

Durables —2.9 1.6 3.2 .508 .976
Nondurables 1.8 1.9 2.5 .141 .948
Services —4.9 1.4 5.1 .198 457

Gross private domestic investment —4.2 2.7 4.9 .441 .429
Producers durable equipment —0.5 2.9 2.8 .642 .464
New construction —2.7 2.6 3.6 .764 .976
Change in business inventories —1.0 1.6 1.8 .625 .176

Gov't expend. on goods and services 1.0 1.7 1.9 .114 .574
Federal 0.6 1.6 1.6 .239 679
State and local 0.3 0.8 0.8 .072 .568

Net exports —1.8 0.7 1.9 .905 .958

a Errors are computed as e = A° — A, where A° denotes provisional estimates and A. the 1965
statistically revised estimates. Provisional estimates of the value of GNP and its components during
a given year are from the next year's February issue of the Survey of Current Business (SCB). The
1965 statistically revised estimates are from the August 1965 SCB. The figures published are the
result of both statistical and definitional revisions. The major definitional change was to exclude
interest paid by consumers from the estimates (see the report article "National Income and Product
Accounts," SCB, August 1965, Tables 2 and 3). This item was added to the published figures (ex-
penditures on consumer services, and hence to the aggregates, personal consumption expenditures
and gross national product), to obtain estimates of only the statistically revised data. This procedure
does not entirely eliminate the definitional changes, and the resulting series (A), therefore, includes
some minor definitional changes in federal government expenditures and net exports.

on the strength of the serial correlation in and on the importance of
the extrapolative component in the forecast.

In the following sections, estimates are made of the extent to which
errors in the preliminary data augmented the pure forecast error of
three types of forecasts of GNP and its components. Though u' (and
hence the effect of data errors) can be directly observed for two of
the three, it must be estimated indirectly for the third, business fore-
casts. Two estimates of u' are made for business forecasts. Regression
analysis is used to decompose u into its two components: ii' and

The results are then compared with those obtained when u° is
used as an estimate of u'.
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II. EFFECT OF DATA ERRORS ON THE ACCURACY
OF NAIVE PROJECTIONS

Naive models are a class of forecasts constructed from past values of
the target series. They are widely used not so often as forecasts per se
but as yardsticks for appraising the performance of more sophisticated
forecasts.

Table 2-2 shows the root mean square errors of naive projections of
annual levels in GNP and its components for the period 1953—63.
Errors of projections constructed with preliminary and with revised
(1965) data are compared for three types of naive projections, denoted
Ni, N2, and N3. The projections based on preliminary data, are
specified

Ni:
N2: = + —

N3: +

where n is the number of observations in the series. The projections
based on revised data, P, are the same except that A1_1 replaces
in each case.

These models are thus special cases of the forecast described in
equation (1) above, in which the autonomous component of the fore-
cast (he) is zero, and the weights ('yj) assigned to past values of the
series are set arbitrarily. In the case, of N 1, y1 equals unity and all
other y coefficients are zero. The model N2 projects the last known
level plus the last known change in the series (Yi = 2, Y2 = —1, and

0 for i > 2); N3 projects the last known level plus the average
change = (n + 1)/n, = —1/n, and y1 = 0 for 1 < i < n].

Table 2-2 shows that preliminary data errors increase the root mean
square error in naive projections of GNP by 12 to nearly 40 per cent
(line 1, columns 7—9). Of the four major sectors, errors in the early
estimates of government expenditures affect forecast accuracy the
least. The greatest reductions in accuracy are produced by errors in
the detailed components of personal consumption expenditures and of
gross private domestic investment data.
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The data errors do not always increase forecast error. For some
variables (line 4 or line 10, for example), the bias arising from the data
offsets the bias in projections.8 On the whole, however, Table 2-2
shows that data errors reduce the accuracy of the naive models,
particularly that of the simple trend projection, N3. The root mean
square errors of this projection were increased by an average of 55
per cent.

III. EFFECT OF DATA ERRORS ON THE ACCURACY
OF BUSINESS FORECASTS

FORECASTS OF ANNUAL LEVELS

Naive projections can be considered scientific forecasts in the sense
that the models generating the predictions are specified and the pro-
jections can be replicated. The exact weights (y,) that naive models
assign to past values of the series are known. It was, therefore, pos-
sible to compute directly the element of forecast error that can be
traced to data errors.

The effect of data errors on the accuracy of business forecasts, how-
ever, must be determined indirectly. The models underlying the fore-
casts in the Zarnowitz sample are not explicitly specified and it is
necessary to infer their dependence on preliminary GNP statistics.
Some of the forecasts may rely primarily on extrapolations; others may
use them hardly at all. Mincer and Zarnowitz found that the patterns
of observed forecast errors are consistent with a hypothesis that fore-
casters tend to be selective and use extrapolations when they provide
the greatest advantage: Forecasts of fairly smooth and strongly serially
correlated series rely more on extrapolations than do forecasts of
somewhat volatile series. For example, forecasts of consumption ex-
penditures tend to rely more on extrapolations than do investment
forecasts.

It might be tempting, therefore, to predict that errors in the pre-
liminary statistics would reduce the accuracy of consumption more
than that of investment forecasts. Other things being equal, this predic-
tion would be correct. But the "other things" are, according to (15),

8Note from equations (12) and (13) above that M > M if [E(u') + <
[E(u')]2, or, in other words, if E(u') and are of opposite sign.
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the relative magnitudes of the data errors (k2) and the efficiency of
the pure forecast Even though consumption forecasts may rely
more on preliminary statistics than do forecasts of more volatile GNP
components, the errors in the aggregate consumption data tend to be
smaller (as shown by the k-ratios in Table 2-1). The effect on the fore-
cast error depends not only on the importance of extrapolations to the
forecast but on the size of the data errors as well.

In order to determine the effect of data errors on the accuracy of
business forecasts, let us assume that these forecasts contain an extrap-
olative component and that it is a linear combination of past values
of the target series as expressed in equation (1) above. The forecast
error (u) would then consist of the pure forecast error (u') and the
error induced by errors in the preliminary data, as shown in
equation (3) above.

Provided u' and are uncorrelated, a least squares regression of
u into its two components:

(20) Ut Yi€t_i + Y2E1_2 + Y3Et_3 + + or

= + + + + +

where = Yo + If the forecast contains an extrapolative com-
ponent (i.e., if the weights y. are not zero), then data errors would be
a source of error in the forecast and they would account for part of
its variability. The regression intercept (Yo) provides an estimate of
the mean error, u', and the residual variance [o-2(w)], an estimate of
cr2(u'). Regression (20) can thus be used to determine whether or not
data errors are a component of business forecast errors. If they are,
they can be a source of bias and will reduce the forecast's efficiency.

Regressions of forecast errors on past data errors were computed
for sixteen forecasts from the Zarnowitz sample.9 Table 2-3 shows
error statistics for these forecasts and the corresponding regression

forecasts are from the eight different sets of business forecasts, denoted by
eight capital letters, A—H. They are a subset of the records of several hundred forecasts
which were assembled for the NBER study of short-term economic forecasting. The
particular variables predicted differ from one forecast set to another: however, all
eight sets include forecasts of GNP and two of them (B and F) include forecasts of the
major GNP components. For purposes of illustration, only the eight GNP forecasts
and eight GNP component forecasts are used here. Though a somewhat different sub-
set of forecasts is used by Mincer and Zarnowitz in Chapter 1 of this volume, we both
include the GNP forecasts of sets E, F, and G and the personal consumption forecasts
of set F.



T
A

B
LE

 2
-3

.
Es

tim
at

es
 o

f t
he

 E
ff

ec
t o

f D
at

a 
Er

ro
rs

 o
n 

th
e 

A
cc

ur
ac

y 
of

 F
or

ec
as

ts
 o

f A
nn

ua
l L

ev
el

s o
f G

ro
ss

 N
at

io
na

l P
ro

du
ct

N
ot

e:
 *

 d
en

ot
es

 s
ig

ni
fic

an
ce

 a
t t

he
 1

0 
pe

r 
ce

nt
 le

ve
l.

F
or

 a
 d

es
cr

ip
tio

n 
of

 th
e 

fo
re

ca
st

s,
 s

ee
 Z

ar
no

w
ilz

 [6
] a

nd
 fo

ot
no

te
 9

 a
bo

ve
.

E
rr

or
 s

ta
tis

tic
s 

ar
e 

fr
om

 r
eg

re
ss

io
n 

(2
0)

 in
 te

S
t:

=
 7

*
+

+
+

+
+

is
es

tim
at

ed
 a

s 
th

e 
re

gr
es

si
on

 in
te

rc
ep

t
S

,.,
 a

s 
th

e 
ad

ju
st

ed
 s

ta
nd

ar
d 

er
ro

ro
f e

st
im

at
e,

S
,: 

an
d

is
 c

om
pu

te
d 

as
+

 (
ii 

—
 1

)/
n

w
he

re
 ii

 is
 th

e 
nu

m
be

r 
of

 o
bs

er
va

tio
ns

.

A
 s

te
p-

w
is

e 
re

gr
es

si
on

 w
as

 u
se

d 
an

d 
th

e 
nu

m
be

r 
of

 la
gs

 (
up

 to
 4

) 
th

at
 p

ro
du

ce
d 

th
e

m
ax

im
um

 a
dj

us
te

d 
R

' w
as

 u
se

d.
 T

he
 s

ta
tis

tic
s 

fo
r:

 li
ne

s 
I. 

5.
 7

. 8
. 1

0,
 a

nd
 1

2 
ar

e 
ba

se
d 

on
4 

la
gs

; l
in

es
 2

—
4 

ar
e 

ba
se

d 
on

 3
 la

gs
; l

in
e 

II 
is

 b
as

ed
 o

n 
2 

la
gs

; a
nd

 li
ne

s 
6.

9,
 1

3—
16

 a
re

ba
se

d 
on

 I
la

g.

"T
he

 c
or

re
la

tio
n 

co
ef

fic
ie

nt
 T

p.
*.

 is
 e

st
im

at
ed

 a
s

w
he

re
 k

 is
 th

e 
nu

m
be

r 
of

la
gs

 u
se

d 
in

 th
e 

re
gr

es
si

on
s 

ab
ov

e.

an
d 

Its
 M

aj
or

 C
om

po
ne

nt
s, 

19
53

—
63

Li
ne

C
od

e 
of

 F
or

ec
as

t a
an

d
P

er
io

d 
C

ov
er

ed

Fo
re

ca
st

 E
rr

or
(b

ill
io

n 
do

lla
rs

)

R
eg

re
ss

io
n 

Es
tim

at
es

 o
f

Pu
re

F
or

ec
as

t E
rr

or
 b

p

(b
ill

io
n

do
lla

rs
)

t-t
es

t

Te
st

s
of

 B
ia

s a
nd

Ef
fic

ie
nc

y

fo
r

A
dj

us
te

d
u

vM
E

(u
)

=
0

E
(u

') 
=

 0
(I

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)
(8

)
(9

)
(1

0)
(I

I)
(1

2)

G
ro

ss
 N

at
io

na
l P

ro
du

ct

I
S

et
 A

, 1
95

4—
63

—
19

.1
11

.6
22

.1
—

23
.0

8.
8

24
.5

.9
02

5.
20

 *
2.

80
 *

•4
73

.4
17

.4
32

2
S

et
 B

, 1
95

3—
63

—
13

.8
11

.2
17

.5
—

7.
3

6.
5

9.
7

1.
80

4
4.

09
 *

1.
42

.0
61

—
.0

91
.6

59
 *

3
S

et
 C

, 1
95

8—
63

—
14

.5
11

.0
17

.7
14

.5
9.

5
16

.9
1.

04
7

3.
23

 *
0.

52
.1

79
.0

73
.2

60
4

S
et

 D
, 1

95
6—

63
—

18
.5

9.
9

20
.7

3.
5

6.
5

7.
0

2.
95

7
5.

27
 *

0.
19

—
.0

12
—

.3
05

.5
69

 *
5

Se
t E

, 1
95

3—
63

—
21

.8
13

.5
25

.3
—

13
.8

7.
7

15
.6

1.
62

2
5.

35
 *

2.
28

 *
.2

40
.2

10
.6

77
 *

6
S

et
 F

,
19

53
—

63
—

15
.8

8.
8

18
.0

—
6.

6
7.

6
9.

8
1.

83
7

5.
95

*
1.

00
.3

15
.2

57
.2

64
7

S
et

 G
, 1

95
3—

63
—

9.
2

7.
9

11
.0

—
8.

2
7.

4
10

.8
1.

01
8

3.
88

 *
1.

30
.6

84
 *

.7
78

.1
22

8
Se

t H
, 1

95
4—

63
—

19
.7

10
.5

22
.1

—
24

.6
6.

1
25

.3
.8

73
5.

95
 *

*
.4

32
.4

08
.6

68
 *

P
er

so
na

l C
o,

,s
um

pt
io

n
Ex

pe
nd

itu
re

s
9

S
et

 B
. 1

95
3—

63
—

7.
3

6.
4

9.
5

2.
1

4.
7

4.
9

1.
93

9
3.

82
 *

0:
62

.3
38

—
.0

45
.4

60
 *

10
S

et
 F

,
19

53
—

63
—

9.
1

5.
0

10
.2

4.
1

4.
5

5.
9

1.
72

9
6.

09
 *

0.
50

.5
50

 *
.5

82
 *

.1
81

G
ro

ss
 P

riv
at

e
D

o,
ne

st
ic

 In
 v

es
tm

en
t

II
Se

t B
, 1

95
3—

63
—

6.
9

6.
7

9.
4

—
8.

2
3.

6
8.

9
1.

05
6

3.
40

 *
3.

65
 *

.2
64

—
.2

88
.7

18
 *

12
Se

t F
, 1

95
3—

63
—

5.
5

5.
0

7.
3

—
10

.8
3.

6
11

.3
.6

46
3.

61
*

2.
70

 *
.3

72
.4

73
.4

94
 *

G
oV

t. 
E

xp
en

d.
 o

n 
G

oo
ds

 a
nd

Se
rv

ic
es

13
Se

t B
, 1

95
3—

63
2.

2
3.

2
3.

8
1.

4
3.

2
3.

3
1.

15
2

2.
35

 *
1.

13
.0

15
.2

03
—

.0
07

14
S

et
 F

, 1
95

3—
63

1.
2

2.
5

2.
7

1.
3

2.
6

2.
8

.9
64

1.
56

1.
27

—
.1

56
.1

71
—

.1
05

N
et

 E
xp

or
ts

15
Se

t B
, 1

95
3—

63
—

1.
9

2.
2

2.
9

—
0.

7
2.

2
2.

3
1.

26
1

2.
82

 *
0.

54
.4

97
.3

86
—

.0
01

16
Se

t F
, 1

95
3—

63
—

2.
5

1.
6

2.
9

—
1.

4
1.

7
2.

1
1.

38
1

5.
01

*
0.

70
—

.0
15

.Il
6

—
.0

70



DATA ERRORS AND FORECASTING ACCURACY 63

estimates of u', o-2(u'), and M'. In addition, the table gives the results
of tests for forecast bias and efficiency. The samples are small and
sampling variation alone could produce a relation between forecast
errors and data errors, as well as nonzero mean errors or nonzero
correlations between forecasts and their errors. Tests of significance
are therefore indicated.

There is some relation between forecast errors and data errors for
each of the twelve sets of GNP, consumption, and investment fore-
casts, but judging by the coefficients of determination it-k in
column 12), it is significant (at the 10 per cent level) in only seven
cases. In these seven sets, however, data errors account for about 65
per cent of o-2(u). No relation is indicated between the errors in fore-
casts and errors in the preliminary data for government expenditures
and net exports (column 12, lines 13_.16).b0

We have seen that though data errors would reduce the efficiency of
P by augmenting the random component of they could also af-
fect the systematic component. This is because data errors would
create a positive correlation between P and u. Thus, in general, we
would expect the correlation coefficient to be greater than rp,1'. If
data errors were the only source of inefficiency, would be zero.
The partial correlation coefficient, which holds the
effect of data errors constant, provides an estimate of

The two correlation coefficients, and are given in columns
10 and 11 of Table 2-3. A comparison shows that exceeds for
six of the seven forecasts in which data errors comprise a significant
element of forecast error. However, the correlations that data errors
create between P and u are not strong, and we could conclude that data
errors reduced the efficiency of P primarily by increasing the random
component of cr2(u) rather than by increasing its slope component.

The hypothesis that each of the seven forecasts affected by data
errors is unbiased would be rejected at the 10 per cent level in every
case (column 8). This hypothesis for the forecasts net of data errors
(P') would be rejected for four sets (column 9). Data errors, therefore,
could be considered the only source of bias in three of the seven sets.

'° Data errors are measured by revisions. Definitional revisions, however, have not
been excluded from the revisions of government expenditures and net exports (see Table
2-I, note a). It is possible, therefore, that the definitional revisions obscure any relation
that may exist between forecast errors and statistical data errors for these variables.
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To sum up, the results in Table 2-3 suggest that at least seven of the
sixteen forecast sets relied on extrapolations." Errors in the data
used to construct the extrapolations reduced the efficiency of these
seven forecasts. The reduction was considerable: It is estimated that
data errors account for 50 to 70 per cent of o2(u). All seven forecasts
are biased, and data errors could be considered the primary source of
the bias in three.

FORECASTS OF ANNUAL CHANGES

Errors in forecasts of changes would be exactly the same as errors
in forecasts of levels, except for the presence of data errors. The error
of a forecast of the change in series A from year t — 1 to year t is defined

(21) — A7_,) — — = — — (A?_, —

= Ut — Ct—i = U(' + —

where A,°_1 is the forecast base.'2 If there were no data errors, the error
of both the change and level forecast would be u.

Provided as before that u' and are uncorrelated, a least squares
regression of the observed forecast error (ui) on past data errors
decomposes into its two components:

(22) Ut — = Yo + (y, — l)Ct_i + Y2€t—2 ± Y3€t—3 ±
where U = + wr.

Since (22) is simply a linear transformation of (20), the regression
equation for levels, all of the coefficients (except the coefficient of

II These results suggest less widespread use of extrapolations than that found by
Mincer and Zarnowitz. This is because the method that they used to decompose fore-
casts into extrapolative and "autonomous" components, a regression of on past
values of A°, estimates the autonomous component as a residual. Thus, as they point
out, the autonomous component would include only that element of the forecast that is
statistically independent of past values ofA°. If the forecast in fact relied on variable B.
which is correlated with A,°_1, its importance to the forecast would be attributed to
it is unlikely, however, that measurement errors in B would also be correlated with the
measurement errors in A7_,. Therefore, a regression of the forecast error on the errors
in past values of A° would be unlikely to associate B with the extrapolative component
of the forecast.

12 For the sake of simplicity, it is assumed that the forecasters estimate of the current
level of the series, the forecast base, equals the first official estimate, This is a
reasonable assumption: the forecaster's estimate of the base year is an average of the
official estimates of the first three quarters and the forecaster's estimate of the fourth
quarter.
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Et_i), their standard errors, and the residual variance will be the same
as in (20). The only difference would occur in the coefficient of deter-
mination. Generally one might expect this coefficient to be larger for
levels than for changes because its denominator, the variance of the
forecast error, would be expected to be smaller for levels than for
changes. In other words, base errors and level errors (u() might
be expected to be uncorrelated and, if so, +

However, it is clear from (2 1) that the presence of data errors in
the forecast would create a positive correlation between u1 and
and as a result,

> <lcr(€)(23) as

This can be expressed differently: Since

(24) cr2(ua) = + —

2

provided Coy (u ,€t1) = 0 and = for all i, then even if
there were no serial correlation in (i.e., = 0), as long as Yi'
the weight that the forecast assigns to the forecast base (A?_1, the last
known value of the series), exceeds data errors would be a smaller
component of predicted change than of predicted level errors and

would be smaller than
Table 2-4 shows error statistics for forecasts of annual change in

GNP and its major components similar to those given in Table 2-3
for level forecasts. A comparison shows that data errors were indeed
a smaller component of predicted change errors than of level errors
(column 7 and 12 in Table 2-4 compared with columns 7 and 12 in
Table 2-3).

Comparison of columns 8 through 11 in Table 2-4 with the corres-
ponding columns in Table 2-3 shows a striking difference between the
characteristics of change and level forecast errors. Though both show
systematic, or potentially reducible, error, it takes a different form:
Change forecasts show much less bias than level forecasts, but they
tend to be inefficient (in the sense that the predicted changes are cor-
related with their errors) whereas level forecasts do not, It might be
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supposed that data errors are the primary source of the correlations
between P and u, but the correlations remain when data errors are
held constant (columns 10 and 11 of Table 2-4).

As Mincer and Zarnowitz showed in the preceding chapter, how-
ever, the criteria for efficient change forecasts are more stringent
than those for levels. Consider the regression

(25) A1 — A1_1 = + 13A(Pt — A?_1) +

A change forecast is efficient if = 1. The coefficient is, by defini-
tion,

2
Coy (A1 —A1_1, P1

( 6)

Using the identity (A1 — A1_1) (P1 — — = 1 only if
Coy (P1 — = 0. Since

Coy (P1 — A?_1, —
(27) 1 —

— — A10_1) —

(1 — + Coy (u, P) — Coy (u, A1_1)

cr2(P1—A10_1)

a change forecast would be efficient if there were no data errors and
if both and rU1AI_t are zero. The last requirement means that the
forecast should utilize the extrapolative potential of the series. Other-
wise, the forecast error could be reduced by taking account of the last
known value of the series. The estimate of this value that would be
available for the forecast is the preliminary estimate Thus, in
some respects the forecaster is in a box: Full use of would transfer
its error to the forecast, but failure to do so would also result in an in-
efficient forecast.

The data in Table 2-4 suggest that forecasting efficiency was im-
paired much less by data errors than by failure to use the forecasting
potential of the series. Eight of the forecasts of change are inefficient
before as well as after the effect of data errors is taken into account
(column 10 compared with column 11). Since six of these forecasts
were not considered inefficient level forecasts (i.e., did not dif-
fer significantly from zero in Table 2-3, column 10), we could conclude
that the change forecasts were inefficient because they did not make ef-
fective use ofA7_1 (i.e., 0).
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Failure of forecasts to use effectively could cause the variance
of predicted changes to exceed that of actual changes. Efficient use
of requires the forecast to take account of the serial correlation
in A, such that The variance of the predicted change is
o2(P1 — = o-2(P — + + 1 — Since

— cr2(P) + —

(28) cr2(P, — = + cr2(At_1) —

+ + 1 —

The variance of the actual change is

(29) — = + o2(A1_1) —

Thus — could exceed — because of data errors,
because o-2(P') exceeds or because the forecast did not make
sufficient use of the serial correlation in A (i.e., <

Table 2-5 compares the variance of level and change forecasts,
both adjusted and unadjusted for data errors, with the variance of
actual levels and changes. Regressions of forecast errors on past
data errors were used to obtain estimates of the variance of forecasts
net of data errors. That is, cr2(P') was estimated as

('2 —C2_D2 ('2—

where is the variance of the forecast (level or change); the
variance of its error (level or change, respectively); and
the coefficient of determination in the regression of u on

The variance of GNP, consumption, and investment forecasts ex-
ceeds that of the actual values, especially for the changes. Data errors
were only in part responsible. Although they increased the variance
of predicted levels by about I per cent and that of predicted changes by
5 to 25 per cent, the variance of the adjusted predictions in most cases
exceeds that of actuals. Comparison of the two correlation coeffi-
cients shows that is generally less than Thus failure to
exploit the extrapolative potential of the series is the main reason
why the change forecasts are inefficient and why the variance of fore-
casts exceeds the variance of realizations.

'3The partial correlation coefficient, which holds the effect of data
errors constant, was used to estimate
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TABLE 2-5. Estimates of the Effect of Data Errors on the Variability of
Forecasts of Annual Levels and Changes in Gross National Product and Its
Major Components, 1953—63 (dollars in billions)

Code of Level Forecasts Change Forecasts
Forecast and

Line Period Covered S, S,,' S, S4
(1) (2) (3) (4) (5) (6) (7) (8)

Gross National Product

1 Set A, 1954—63 78.1 77.4 73.3 18.7 17.0 12.9 .976 .986
2 Set B, 1953—63 77.0 76.4 77.1 13.2 11.9 12.3 .986 .988
3 Set C, 1958—63 53.4 53.2 52.6 18.3 17.9 13.0 .926 .973
4 Set D, 1956—63 62.4 62.0 60.9 13.7 12.8 11.1 .980 .985
5 Set E, 1953—63 79.3 78.5 77.1 13.4 11.0 12.3 .989 .989
6 Set F, 1953—63 79.5 79.3 77.1 17.0 16.6 12.3 .979 .989
7 Set G, 1953—63 82.3 82.2 77.1 16.6 15.8 12.3 .989 .989
8 Set H, 1954—63 77.2 76.8 73.3 17.4 15.4 12.9 .979 .986

Personal Consumption Expenditures

9 Set B, 1953—63 48.9 48.7 49.5 5.4 5.1 4.9 .997 .996
10 Set F, 1953—63 52.1 42.0 49.5 8.3 8.1 4.9 .990 .996

Gross Private Domestic In vestment

11 Set B, 1953—63 12.5 11.2 11.1 7.1 4.4 7.4 .804 .764
12 SetF, 1953—63 12.0 11.4 11.1 7.6 6.6 7.4 .748 .764

Gov't. Expend. on Goods and Services

13 Set B, 1953—63 16.4 16.4 16.7 4.0 4.0 4.8 .983 .963
14 Set F, 1953—63 16.1 16.1 16.7 3.6 3.6 4.8 .981 .963

Net Exports

15 Set B, 1953—63 2.0 2.0 2.1 0.7 0.7 2.2 .932 .465
16 Set F, 1953—63 1.4 1.4 2.1 1.1 1.1 2.2 .816 .465

Note: See notes to Table 2-3.
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Data errors then were not the only source of systematic error in the
business forecasts examined here: Though they could be considered
the primary source of bias in three of the sixteen forecast sets, in
no case were they the only source of the "slope component" of fore-
cast errors. Data errors mainly impaired forecasting accuracy by aug-
menting the random component of the variance of the forecast error.

ALTERNATIVE ESTIMATES -

Since the method of least squares necessarily yields an estimate of
the maximum amount of the variation in u that is statistically related
to data errors, and hence a minimum estimate of cr2(u'), the regression
estimates may overstate the effect of data errors on forecasting effi-
ciency. This would be the case if u' were correlated with A com-
parison of the regression estimates with alternative estimates of u' is
therefore worthwhile.

An obvious alternative and one that is commonly used is the ob-
served forecast error u°. It was argued earlier (Section I) that if is
serially correlated, the error in realizations data would tend to
offset the data errors transmitted to the forecast through its
extrapolative component. Indeed, if = 1, E(u°) = E(u'). The extent
to which would offset the loss in forecast efficiency depends on the
strength of the serial correlation in €. If the correlation were perfect
(and positive), = since

(30) cr2(u°) = o-2(u + —

= + + cr2(€1) — 2 Coy Er)

+ 2 Coy (u, — 2 Coy (u,
In general, 1 and u° is not a very satisfactory estimate of ii'.

For example, if the bias in A° were in the same (opposite) direction
as the bias in P', E(u°) would understate (overstate) E(u') for those
forecasts in which Iy < 1. Moreover, is not perfectly serially
correlated and o-2(u°) would generally exceed o-2(u'). Indeed, cr2(ti°)
would exceed cr2(u) for those forecasts which do not rely on extrapo-
lations at all (-y, = 0). Since o-2(u°) could overestimate, and the re-
gression estimates could underestimate, the two would bracket
The alternative estimates based on are given in Table 2-6.

As expected, exceeds the regression estimate of S,. for all of
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2-6. Alternative Estimates of the Effect of Data Errors on the Accuracy
of Forecasts of Annual Levels of Gross National Product and Its Major
Components, 1953—63 (dollars in billions)

Alternative Estimates of Pure Forecast Error
Code of Forecast

and t-test for
Line Period Covered El0 VM5 E(u°) = 0

(1) (2) (3) (4) (5)

Gross National Product

1 Set A, 1954—63 —7.1 13.5 12.5 1.768 1.68
2 Set B, 1953—63 —2.8 10.8 10.7 1.636 0.87
3 Set C, 1958—63 —3.2 11.6 11.0 1.609 0.67
4 Set D, 1956—63 —6.9 9.7 11.4 1.816 2.01 *
5 Set E, 1953—63 —10.8 13.4 16.7 1.5 15 2.68 *
6 Set F, 1953—63 —4.8 7.8 8.8 2.045 2.07 *
7 Set G, 1953—63 1.8 8.1 7.9 1.392 0.73
8 Set H, 1954—63 —7.8 9.7 12.0 1.842 2.52 *

Personal Consumption Expenditures
9 Set B, 1953—63 —1.3 5.6 5.7 1.667 0.76

10 Set F, 1953—63 —3.0 4.8 5.5 1.855 2.06 *

Gross Private Domestic Investment

11 Set B, 1953—63 —2.7 6.9 7.1 1.323 1.32
12 Set F, 1953—63 —1.3 4.4 4.4 1.659 1.00

. Gov't. Expend. on Goods and Services

13 Set B, 1953—63 1.3 2.1 2.3 1.652 2.01 *
14 Set F, 1953—63 0.2 1.6 1.6 1.688 0.43

Net Exports
15 Set B, 1953—63 —0.1 1.8 1.7 1.706 0.22
16 Set F, 1953—63 1.5 1.6 1.812 1.53

Note: * denotes significance at the JO per cent level. See Table 2-3, note a. for source.
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the forecasts of GNP, consumption, and investment expenditures
(compare column 2, Table 2-6, with column 5, Table 2-3). The oppo-
site relation, however, holds for forecasts of government expenditures
and net exports and it is probably due to the fact that the errors in
both the preliminary data and the forecasts primarily reflect defini-
tional revisions (see footnote 10 above).14 In most cases in which
the regressions indicated no significant relation between past data
errors and forecast errors, S50 exceeds S,,.

The estimates based on u° suggest that P' is biased downward.
However, u° may underestimate the size of the bias in P' and there-
fore overestimate the importance of data errors as a source of bias in
P. The hypothesis that P is unbiased would be rejected at the 10 per
cent level for fifteen of the sixteen forecasts shown in Table 2-3 (col-
umn 8). This hypothesis for P' would be rejected for only six of the
forecasts in Table 2-6 (column 5). Thus, when u° is used to estimate
u', data errors would be considered the only source of bias in nine of
the forecasts examined. The regression estimates, however, indicated
that data errors were solely responsible for the bias in only three sets.

When there is a significant relation between forecast errors and past
data errors, the regression estimates attribute a somewhat larger frac-
tion of forecast error to data errors than that suggested by the alter-
natives based on u° (column 7, Table 2-3 compared with column 4,
Table 2-6). These differences, however, are relatively small. The
greatest differences occur for the nine forecasts that the regression
estimates indicate were unaffected by data error. The alternative esti-
mates suggest that data errors reduced the accuracy of these forecasts
by an average of 70 per cent! This huge overestimation occurs because
bias is a very large component of the over-all forecast error (M) and
u° overstates the bias arising from data errors.'5 Thus, even though

More explicitly, the definitional revisions would create a positive correlation be-
tween and and therefore reduce the variance of ii'. Since the regressions for these
variables indicated not different from zero, u and

cr'(u°) = + cr2(€) — 2 Coy (ii, e).

U This is readily shown. The regressions for these nine forecasts did not show a rela-
tion between forecast errors (u,) and past data errors (€,_,) strong enough to reject the
null hypothesis y = 0. Thus equation (16) would become
(16')

and it follows that E(u) = E(u'), but E(u°) = E(u') — E(E).
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the regression estimates may overstate the effect of data errors, they
are preferable to the alternatives. The regression estimates permit a
test for the presence of data errors; the alternative estimates indis-
criminately adjust for data errors, whether they were incorporated
into the forecast or not.

IV. EFFECT OF DATA ERRORS ON THE
ACCURACY OF AN ANALYTICAL

MODEL OF CONSUMPTION

The use of preliminary rather than final data affects not only the values
of the variables underlying a forecast, it affects the estimates of the
parameters of relationships among these variables as well. Thus far
the indirect effects on forecasting accuracy of errors in the data used
to estimate the parameters of the forecast model have not been con-
sidered. There are no indirect effects on naive models — their para-
meters are not estimated but set arbitrarily — and they could not be
determined for business forecasts because the forecasting models are
not explicitly specified. The backbone of many GNP models, however,
is a consumption function of one kind or another, and one is therefore
used in this section to illustrate the total effect (indirect as well as
direct) on predictive accuracy of errors in the underlying data.

EFFECT ON PARAMETER ESTIMATES

The consumption function chosen is one of the quarterly models
first estimated by Zellner [8] and reestimated with revised data by
Griliches et al. [3]. This function is

(31)

C denotes personal consumption expenditures; Y, personal dis-
posable income; and v, the residual.

The preliminary consumption (C°) and income (Y°) estimates are
written
(32) C°=C+€(C) and Y°=Y+€(Y),
where €(C) and €(Y) are errors in measuring C and Y, respectively. If
preliminary data are used, equation (3!) becomes
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(31')

where = + e(C)1 — j3€(Y), — yE(C),_,.

It is well known that the method of least squares applied to (31') would
yield biased estimates of the coefficients. The magnitude and direction
of the bias would depend on the correlation between the explanatory
variables (rytct_j) and on the relative magnitude of the data errors
(Ac = o-2[€(C)]/o-2(C) and = o-'[e(Y)]/a-2(Y)) as well as their intercor-
relations.'6

The following tabulation, where C and Y denote 1965 data, shows
the relevant statistics for the sample periods used by Zellner and by
Griliches et a!.:

Error Statistics
Period

Data Used Covered a rC(Y),CC),_1

Zeliner
Available in July 1955 1947-1—55-I .024 .006 .960 .365 .342

Griliches el a!.
Available in Aug. 1961 1947-1—55-I .013 .004 .890 .013 —.048

1947.I—60-IV .003 .002 .832 —.129 —.202

Correlations Among Dependent and
Independent Variables

rc,c,_1

1965 Revised Data
Available in Aug. 1965 1947-1—55-I .984 .994 b .983'

.989c .98lc
l947-1—60-IV .996 .998 .995'

997C 995c

a Excluding 1950—111 and 1951—I. b Based on Zellner method of excluding observations (see text below).
Based on Griliches et a!. method of excluding observations.

Though there is strong, positive serial correlation in the consump-
tion data errors, the relative magnitude of these errors, as well as that
of the income errors, is small. Thus, in the absence of intercorrelation
(i.e., ry,c,, = 0), the data errors would have only negligible effects on
the estimated coefficients. However, rytct_, is close to unity, indicating

"For a detailed treatment of the effects of errors in the variables, see Johnston [4,
Chapter 6].
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strong multicollinearity. As a consequence, the effects of the errors
would be substantially magnified. The strong, positive serial correlation
in e(C) would tend to bias c, the estimated coefficient of lagged con-
sumption, upward. Because of the multicollinearity, serial correlation
in e(C) would also affect b, the estimated coefficient of current in-
come, and tend to bias it downward.

On the whole these expectations are borne out in Table 2-7, which
compares the coefficients obtained by Zeliner with those obtained
from revised data. The coefficients based on preliminary data tend to
underestimate 3 and overestimate y.

Zeilner found that b was not significantly different from zero (line
1, column 2). Griliches et a!. reestimated the coefficients from revised
data. Their estimates differed substantially from Zellner's and reversed
the conclusion for b (line 5, column 2). But as they point out [3, p.
494, note 6]:

There is one minor difference between Zellner's and our way of computing
the same equation. When Zellner leaves out an observation, e.g., 195 1-I, in
the next period the value of lagged consumption is taken to be that of two
periods ago, whereas when we delete an "observation," we do not change the
independent variables, and in 195 1-lI, equals the actual C of 195 1-I, even
though this value itself does not appear in the series for the dependent vari-
able. Whichever procedure is right depends on one's interpretation of why
195 1-1 is "out of line" and should be excluded in the first place.

As Table 2-7 shows, this small difference has a large effect on the
coefficients. The Zellner method results in much lower estimates of
the coefficient of and much higher estimates of the coefficient of C,_1
than those obtained using the method of [3]. Hence a simple compari-
son of the original Zellner coefficients (line 1) with the Griliches et al.
coefficients (line 5) grossly overstates the effect of data errors. Indeed,
if Griliches et a!. had used the same method as Zeliner, they too would
have found the coefficient of current income lacking statistical signifi-
cance (line 2, column 2), and if Zellner had used the Griliches et a!.
method, he would have found a statistically significant b (line 4, column
2). Estimates based on the 1965 data yield similar results (lines 3 and 6,
column 2).

None of the coefficients estimated from data covering the longer
period lacks statistical significance (lines 7—10). Moreover, it is worth
noting that sets of considerably different coefficients are associated
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TABLE 2-7 Coefficients of Zeliner's Quarterly Consumption Function: Original
Compared With Those Computed From Revised Data

Coefficients of

Constant LR
Line Method of Excluding Observations a Term R2 MPC

(1) (2) (3) (4) (5)

Period Covered: 1947-1—1 955-i, Excluding 1950-111 and 1951-1

Zeliner Method
I Zellner (July 1955 data) 0.1 .128 .870 .978 .98

(.093) (.127)
2 Griliches et a!. (August 1961 0.6 .071 .928 .984 .99

data) (.099) (.129)
3 1965 revised data 0.3 .168 .827 .989

(.093) (.106)
.97

Griliches et a!. Method
4 Zellner data 13.1 .296 .618 .959 .77

(.115) (.158)
5 Griliches et a!. data 15.4 .335 .574 .971 .79

(.130) (.169)
6 1965 revised data 3.1 .318 .650 .982 .91

(.111) (.126)

Period Covered: 1947-i—1960-IV, Excluding 1950-111 and 195 1-I

Zellner Method
7 Griliches et a!. data 2.7 .185 .796 .996 .91

(.068) (.078)
8 1965 revised data 0.4 .258 .728 .997 .95

(.069) (.073)
Griliches et al. Method

9 Griliches e! a!. data 3.1 .300 .670 .994 .91
(.085) (.097)

10 1965 revised data —0.4 .330 .652 .996 .95
(.081) (.086)

aThe Zellner data are in 1947—49 dollars, the Griliches ci a!. data are in 1954 dollars, and the 965 re-
vised data are in 1958 dollars.

LR MPC is the long-run marginal propensity to consume, computed by dividing the coefficient of current
income by I minus the coefficient of lagged consumption.
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with the same long-run marginal propensity to consume (line 7 com-
pared with line 9 and line 8 compared with line 10).

To sum up, errors in the underlying data bias estimates of the coeffi-
cients of the consumption function in (31): The coefficient of current
income was biased downward by about 25 per cent and the coefficient
of lagged consumption was biased upward by about 7 per cent when the
Zellner method of excluding observations is used. The biases are much
smaller when the Griliches et at. method is used. The effect of data
errors on the coefficients, however, was much weaker than the effect
of a small difference in the method of excluding observations.

EFFECT ON PREDICTIVE ACCURACY
Strictly considered, the consumption function in (31) is not a fore-

casting model because it requires knowledge of the value of personal
disposable income during the prediction period t + 1. It could be used
as one if a prediction of income were somehow obtained. Since
we are interested in the effect of errors in the preliminary data, an
obvious choice is a simple extrapolation of these data,
(33)

= d0 + + = d0 + +

The forecast, made in period t, of consumption in period t + 1
would then be
(34)

where a, I,, and c are the coefficients estimated from preliminary data.
If (31) were correctly specified, and if the true values of the variables

are denoted C and Y, the value of consumption in period t + 1 is

(35) C1+1 = a + I3Yt÷i + +
The error of the forecast is then defined

(36)
— = (a — a) + (b — + (c — + —

+ — —

In addition to the error (v) arising because the forecast model (31) is a
stochastic rather than an exact relation, (36) shows that error in
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could also arise from: (1) biased parameter estimates, (2) error in
extrapolating income, and (3) error in the preliminary consumption
data.

If Y were a linear autoregressive series, Y1÷1 would be

(37) Y1÷1 = + + w1,

and the error of the income extrapolation would be
(38)

— = (c4 — &o) + — + —

Thus the error in extrapolating income would be partly induced by
errors in the preliminary income data. These errors would affect the
forecast directly as well as indirectly through their effects on the esti-
mated parameters of the extrapolation model.

Now if C and V and their respective errors, €(Y) and €(C), were
stationary series, their means would be independent of t. Then

(39)

and

(40)

where the bar denotes mean value. Using (38), (39), and (40) to re-
write (36), the forecast error would become

(41)
— = €(C) + + (b — $)(Y,+1 — Y) + (c — y)(C1 — C)

+ — — Y) + c[€(C)1 —

+ — E(Y)] — —

Though errors in the independent variables would bias the parameter
estimates [i.e.. E(b — E(c — y), and E(d, — would not equal zero],
it is well known that biased parameter estimates would not bias the
forecast if C, Y, and their errors were stationary series. Under sta-
tionarity assumptions,

— Y), E(C1 — C), E[€(C)1 — and —

would all be zero, and hence the bias in b, c, and d would create no
bias in This is not to say that would be unbiased, however.
The expected value of the forecast error would be
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(42) — = €(C) + b€(Y),

assuming E(v) and E(w) are zero. Thus the forecast would be unbiased
only if the preliminary data were unbiased. Since these data have a
negative bias, we would expect that consumption forecasts would also
have a negative bias, and Table 2-8 shows that they do.

Table 2-8 illustrates the direct as well as indirect effects of using
preliminary rather than revised data on the accuracy of consumption
forecasts. The table shows error statistics for forecasts constructed
in three ways: (1) by inserting variables based on preliminary data

and into the equation estimated from preliminary data; (2)
by inserting variables based on 1965 revised data and Cr5) into
the preliminary equation; and (3) by inserting the revised data vari-
ables into the equation estimated from revised data. The effect of
errors in the variables used to construct the forecast (the direct effect)
is shown by comparing the errors in forecasts of type (1) with those in
forecasts of type (2). The effect of data errors on the parameter esti-
mates (the indirect effect) is shown by comparing the errors in type (2)
forecasts with those in type (3) forecasts. The total effect of data errors
is seen by comparing the errors in type (1) with those in type (3) fore-
casts.

The use of preliminary rather than revised data resulted in a doubling
of the forecast error (line 1 compared with line 3, 4 with 6, and 7 and 9
with 11). Though the direct effect is clearly more important and ac-
counts for most of the increase in error, the indirect effect is by no
means negligible.'7

V. SUMMARY

According to our analysis, the use of preliminary rather than revised
GNP data impaired forecasting accuracy and by a substantial amount:
The accuracy of naive model projections of GNP and its components

Denton and Kuiper [2] found somewhat similar results for the Canadian data: The
direct effects were much larger than the indirect effects of errors in the preliminary data.
This is not to say that the parameter estimates were unaffected. Indeed, they found that
the choice of data had a stronger effect on the estimates of the parameters of their small
econometric model than that resulting from the choice of estimating procedures (direct
least squares or two-stage least squares).
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TABLE 2-8. Effect of Data Errors on the Predictive Accuracy of Zeliner's
Quarterly Consumption Function, 1961-I—1964-IV

Prediction Equation: = a + + Prediction
Errors (billion
1958 dollars)Variables

Based on
Preliminary or

- —

E M
Line Coefficients Revised Data (1) (2) (3)

1947-I—i 960-IV

Ze/Iner Method
Preliminary Data Coefficients

1 a = 2.7, b = .185, c = .796 Preliminary —7.2 3.8 8.1
2 Revised —4.0 2.4 4.6

1965 Revised Data Coefficients
3 a = 0.4, b = .258, c = .728 Revised —3.0 2.3 3.7

Griliches et al. Method
Preliminary Data Coefficients

4 a3.I,b=.300,c=.670 Preliminary —7.3 3.8 8.2
5 Revised —5.0 2.4 5.5

1965 Revised Data Coefficients
6 a = —0.4, b = .3 30, c = .652 Revised —3.6 2.3 4.2

1947-1—1955-I

Zeilner Method
Zellner Coefficients

7 a=0.1,b=.128,c=.870 Preliminary —5.5 3.7 6.6
8 Revised —4.0 2.4 3.0

Griliches et a!. Coefficients
9 a = 0.6, b = .071, c = .928 Preliminary —6.3 3.8 7.3

10 Revised
1965 Revised Data Coefficients

—2.3 2.4 3.3

11 a = 0.3, b = .168, c = .827 Revised —1.7 2.4 2.9

'The sample period excludes 1950-Ill and 1951-I. The coefficients are from Table 2:7. The pre-
dictions in lines 1, 4, 7, and 9 are based on the remainder are based on Cr. and the
actual value is where and denote 1965 statistically revised estimates, C,' denotes
preliminary estimates, and and Yr,, denote extrapolations based on preliminary and on 1965
statistically revised estimates, respectively.

The coefficients used to obtain were estimated from the data used by Griliches. Those used
to obtain Yr,, were estimated from the 1965 revised data. In both cases the regression was of the
form y,=d0+dy,..+ '

and the sample period was l948-ll—1960-1V. Extrapolations, }', = d, + dY, + + d,Y,_,, were
then generated for the 1961-i—l964-1V period, used preliminary data in the equation estimated
from the Griliches data and }1'!I used 1965 data in the equation estimated from revised data.

I—
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was reduced by about 30 per cent, while that of business forecasts was
reduced by nearly 40 per cent.

Data errors were not the major source of systematic error in the
business forecasts examined here. Though they could be considered
the primary source of the bias in three of the sixteen forecast sets, in no
instance did they materially contribute to the slope component of
inefficiency. This does not mean that forecast efficiency was unaf-
fected. Indeed, the reduction in efficiency was considerable. It is esti-
mated that data errors accounted for 50 to 70 per cent of the variance
of the error in seven of the sixteen forecasts.

Data errors affect not only the variables underlying a forecast (the
direct effect); they affect the estimates of the parameters of the rela-
tionships among these variables as well (the indirect effect). A well-
known quarterly consumption function was used to illustrate the in-
direct as well as direct effects of data errors. Consumption forecasts
were generated from preliminary and from 1965 revised data. The use
of preliminary rather than revised data led to a doubling of the forecast
errors. The direct effect accounted for 70 per cent of the increase;
the remaining 30 per cent was due to the indirect effect of data errors
on the parameter estimates.

These results suggest that there is considerable scope for improving
forecasting accuracy by improving the accuracy of preliminary data.
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