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NOTES

A NOTE ON THE ASYMPTOTIC CRAMER RAQ BOUND
IN NONLINEAR SIMULTANEOUS EQUATION SYSTEMS*

BY JEAN-JACQUES LarronT

1. INTRODUCTION

The study of efficient estimation of nonlinear simultaneous equation
systems with additive disturbances requires a good understanding of the
complexity of the asymptotic Cramer-Rao bound. The purpose of this
note is to provide a clear exposition of the derivation of this bound which
corrects an error contained in Jorgenson and Laffont {1974] and to com-
ment on its structure. This discussion leads to a suggestion of research
strategy for finding cilicient estimators. Iinally, an example of use of this
bound is given in relation to a limited information maximum likelihood
estimator proposed by Amermtya (1975).

2. Tur MobkL

We consider the following system of simultaneous equations:

) f;y()‘:n---v)'mw\'lu---‘—"A",v()n)l =u, a=1.. P
t=1,....T
where
{xud k= 1., K, are exogenous variables

{¥ub.p = 1...., Pare endogenous variables
{6, is a R, -vector of parameters.

Let
0 = (8. 0p) = (B}, ....00, __ 6h . 0%
We consider only the case whete there is no constraint across equa-

tions, even though the most general case can be dealt with along similar
lines.

*The author would like 10 thank I, Jorgenson for his encouragement.
In the following, the £,0-) tunctions are assumed to be differentiuble up 1o the re-
quired orders: we need up 1o third derivitives with respect to some varables,
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The random vectors w, = [w,.. ... up,]" are indcpcndcntly iden.
Fu, = 0

tically distributed normal variates such that | Ewa = Q. v of fyy
Finally, we assume that the Jacobian of the system is never vantshineg.

ank.

Let w = vee @ and let n = l_ , It 1.* is the likelihood function of
@

the system, the asymptotic Cramer-Rae bound R, is by definition (s
Rothenberg (1974)) such that:
_ .1 @'Log "
R, = lim £ — — l——,—;‘ﬁ—
7. I andn
I we arc only interested in the parameters 6, we know from Koop.
mans, Rubin, Leipnik (1950) that:
I o Logl"

R;' = lim ¥ - —
T T atan

where 1.7 1s the concentrated (in #) likelthood function .

3. Tue Asympromic CRAMER RA0 Bounp With AN
UNRESTRICTED § MATRIX

The logarithm of the likelihood function is:

. PT " T - , .
(2) LoglL' = - 5 log 2z + 5 log (det Q™Y —rZ log | det B,i
I o
- SZ ,/ilszlif'l
= apt

where

S = SV sXPa N X 0.) f=1,...,pP
Let us denote

B = (df/dy,), and B, the matrix of such derivatives.®
Then,

dL
B

73
= B

ipt

20 . . . . .
We adopt the following convention. The differentiation of i numerical function with
respect toa column (row )vectoris a column (row) vector,

) We use the following reselt. If 1 = Wy 1s @ nonsingular matris with invepse ' =
la"}. then i log * det o . Jiay =o',
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].et us denote

. | ~ af
i, = P hm — > et -
‘ ;M 'I‘-,‘”'(m" AL
(vector) a = | I
Hy = [Hy.oo oy
o= (Hhy. . ... M) with 7, - wrn,
Fisa (P x P)ymatrix of ones j =1 P
o Wy 0
F, = P lim fz L
e 15 a0, (')ﬂ;
. | <= 02/‘
(l.[ = p l“n e /1‘1 ' -'—l','l" N
Tk
fet
e ) Vi g
R D D A
RN iy, dlay,
and
s = 2 0%
mp
Let

. I - it
Lpo = P Iim 7—,2‘ B 7_1’.:["1 —
AR L an,ay,

After concentrating the logarithm of the likelihood and after & num.

ber of manipulations, we finally obtain:

(1) Rﬂl = () + Cy 4 Y+ Gy C,

QU 0 T ERG - QIR Gy T

!
| - o
L QUL Ty L ERY

[

4
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r}: G, I [Z L,

| 0 + | — 0 (
A ! 0o O !

ZI KZ'PG,,:J I JPI’J L Z i,,

4. SOME SPECIAL CAsES

(a). The model (1) is written in a reduced form. This is the ¢

dse cop.
sidered by Malinvaud (1970)
ja( L) VRN VN S PR \-I(ﬂz- (}u) = Uy, = | P
=1 . 7
1s replaced by:
Yo = &alXpn ... vk ba) = g, =1, P
=1, T
Then af,, /36, is non random. as well as :'13'/‘,,,/,'!(/“,';/;("; therefore.

if all the derivatives are bounded in the sample Space. we have by the |qy
of large numbers:

. - df, ,
_ AL sothat ¢, =
P lim 7 Z‘ i 70, sothat ¢, = 0

and
1 af. .
P hm —_ it L E O 50 thi!t ( ; = 0
Z, J ofl, b’ )
Moreover,
2 -3
Lf‘" - 0 and ‘% = for ap =1 .. P
89,0y, 30,00 qay,

by definition of a reduced form. Therefore ¢, = Cy = 0. R, reduces to
the matrix ().

(b). The @ matrix is known.
Then we differentiate directly (2) with respeci to 4. We botain:

Ri' =y + (5 4 G+

(¢). The model is linear in parameters only.
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Then, since

Pt W o |
it o8, 3,09, 0y, ap=1,...,p
Cy=Cy =0

so that
Rt;l =+ G+ G
Moreover (; does not depend on 4.

(d). The model is lincar in variables only.

No formal simplification obtains in this case even though ¢, and C,
depend only on parameters. However, in this case, if there is no constraint
on £, it is casy to obtain a reduced form and to be back in case (a).

The general form of the inverse of the asymptotic Cramer-Rao bound
can be decomposed into five parts

Ri' = Civ G+ Gy v (4 C

Ifthere were no endogenous variables on the right of system (1), R;!
would reduce to ¢,. 3 + Cy + Cy represents the miodification due to
the existence of endogenous variables on the right when @ is known: this
expression simplifies to €'y when the model is linesr in parameters only.
Finally C, represents the additional change due te the necessity of esti-
mating ©. It is not diflicult to specialize the results to the linear case
considered by Rothenberg and Leenders. When there is no constraint on
{2, it is possible in the lincar case to obtain the asvmptotic Cramer-Rao
bound, from the bound if there were no endogenous variables on the right,
by simply replacing the endogenous variables by the systematic part of the
reduced form associated with them. In the non linear case, this step is
much more complex. A good deal of the difficulty (C, C;) stems from the
complexity of the Jacobiun of the transformation from u to ¥

This result suggests two points. FFirst, even though it is easy to obtain
asymptotically eflicient estimators when the non linear system is in re-
duced form (see Malinvaud (1970)), the eflicient estimation of non linear
“truly” simultaneous systems appears as a substantial additional step.
Second. the complexity of the asymptotic Cramer-Rao bound suggests
that it will be extremely diflicult to prove that we have an asymptotically
efficient estimator by showing that its asymptotic matrix of variances and
covariances coincides with R;': the implicd rescarch strategy is to prove
directly that the proposed estimator solves the same equations as the
full information maximum likelihood estimator.
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5. AN APPLICATION

Amemiya (1975) considers the following model that we simplify o 4
two equation mode!
Vie = jt(_“)lv 0) + U
vy = Xm 4 ¢
re., model (1) where the only non linear equation is the first equation ynd
where the other part of the system is in reduced form.
He then suggests a non linear limited information maximum likel;.

hood estimator of #, for which he derives the asymptotic matrix of
variances and COle’IdnCCS

Vi = Plim [1 Q"G - ,— (AR VIt )IIJ -

where
(!j
G == - (o)) L
; l (') J L
)
T voexy 'y Y
09 df

Simple manipulations show that in this case our general formula (3)
reduces to:

R Q! H{ + H.EH’ + QU +Z 0'G, SZ”F12
8r T

QYR O2F,
Therefore,

R3=

L

In our notations:

Plim — S)”G = Q" Plim 1 of #f
T T a9 an

~ QY Plim (l 9 )( > ]—;" ﬂ\
\T a8 T T a0’y

= Q"F, - O"H 01,
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Morgover.

12()2t N Lyo-\.
L2 R FS R = @ 00 Plim <% Y \) kli> l(-l v i)
YA

(Ve
= (" — ;" Plim 4 H
7
Therefore. we have:
Ri' = Vij + HiER 4+ Y i,

A EH + 3,976, represents the loss of efficiency due to the use of 1
limited information estimator. We know that nothing is gained from
full information estimator if u and + are independent. Indeed. it is easy
to see that in this case df/a6 is independent of u so that Hy = G, = 0
sinee. in addition. 2”' = 0 we have

HEH} =0 and Z Q'G, =0
Thcn: Vl.l = Rg
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