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Annals of Economic and Social Measurement, 3/1, 1974 

APPROXIMATE ADAPTIVE CONTROL SOLUTIONS 

TO U.S. BEEF TRADE POLICY* 

BY GORDON C. RAUSSER AND JOHN W. FREEBAIRI 

In this paper, the U.S. beef trade policy is specified as an adaptive control problem. Since this problem is not 
analytically soluble, a number of approximate solution procedures are presented and compared. These 
include certainly equivalent, stochastic, sequential stochastic, sequential adaptive covariance, and M- 
measurement feedback controls. After an exposition of the theory associated with each of these approximate 
control strategies, the empirical components of the beef trade policy problem are briefly described. Of 
particular interest is the trade off between proxy measures for consumer and producer welfare in the 
selection of the “optimal” beef import quotas. On the basis of the developed empirical components, the 
M-measurement feedback controls proved to generate the largest expected gains followed closely by 
adaptive covariance and sequential stochastic controls. For the certainty equivalent controls serious 
specification errors were revealed. In the case of stochastic controls, less important specification errors were 
obtained due to the nature of beef trade policy problem examined. 

1. INTRODUCTION 

This study examines one of the measures utilized by the U.S. government to 

partially control domestic consumer meat prices and beef producer profits, viz., 

the maximum quota level on beef imports. The empirical importance of U.S. beef 

quota policies to domestic consumers and producers is revealed in U.S. Congress 

(1969) and U.S. Tariff Commission (1964) reports. As indicated in the Congressional 

report, there has been some controversy over U.S. beef import quota policies. 

Consumer groups have argued that recent increases in beef prices are due, in part, 

to import quota restrictions that have been imposed while beef producers contend 

that unrestricted beef imports **... could cause irreparable harm to the domestic 

livestock industry” (U.S. Congress [1969, p. 51]). Very recently, consumer meat 

prices have increased substantially and the administration has not imposed beef 

import quotas for the year 1973. 

In determining beef import quota levels, the President, his advisors, and other 

public decision makers are obviously uncertain about the current and future effects 

of such actions. The uncertain policy possibility set, however, is typically altered as 

additional information concerning the livestock sector becomes available. In 

particular, new observations measuring the recent performance and current 

state of the livestock sector, e.g., of price, quantity, and stock changes, provide a 

more knowledgeable basis for determining current period decisions and for 

evaluating the effects of alternative policy actions. 

As the above discussion suggests a proper analysis of U.S. beef trade policy 

(as do most economic policy problems) requires the formulation of a rational, 

multiperiod decision problem under conditions of imperfect information. In other 

words, for a quantitative policy formulation to be of some assistance to public 

decision makers it should be advanced in the context of an adaptive control 

framework. Such a framework involves the Specification of (i) the relevant policy 

* Giannini Foundation Research Paper No. 350. For valuable suggestions and comments on an 
earlier draft of this paper, the authors wish to express their appreciation to Gregory C. Chow and 
Edward C. Prescott. 
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maker(s) and the control, or instrument variables which he (they) can manipulate ; 

(ii) a criterion function ; (iii) the state transformation functions defining the policy 

possibility set ; and (iv) the process of information generation. 

In an operational context, although uncertainty arises for each of specifications 

(i) through (iv), it occurs principally with respect to the effects of alternative policy 

actions on various performance variables, i.e., with respect to the state transforma- 

tion functions (iii). Typically, these functions are based on an econometric model of 

the system under consideration. A common (simplifying) procedure has been to 

first estimate the parameters of the econometric model and then derive the 

“optimal” policy, assuming the estimated parameters are equal to their “true” 

values ; while possibly recognizing uncertainty in the future exogenous and additive 

random disturbances which enter the specified model. Treating the parameters as 

known with certainty, however, is obviously unsatisfactory since they are generally 

only the point estimates of the true but unknown, or perhaps even random, para- 

meters. In general, imperfect knowledge of the relationships comprising the con- 

straints, emanates from the following major sources: many approximations 

including omitted variables, simplifying mathematical functions, and various 

forms of aggregation lead to the specification of stochastic rather than deterministic 

relationships; we may capture only (small) sample estimates of the parameters 

entering the relationships; structural changes; and the future environment, L.e., 

only imperfect information on the future values of the noncontrollable exogenous 

variables is available. 

In this setting, the specific purposes of the present analysis include a compara- 

tive performance evaluation of various control strategies and a determination of 

how alternative preference weighting (among consumer and producer groups) 

affect the selected beef import quota levels. A general objective of our analysis is 

to investigate the applicability of adaptive control theory as a medium for providing 

information to public decision makers concerned with U.S. beef trade policy. 

Since the complete mathematical formulation of the adaptive control problem 

cannot be solved analytically, a number of approximate solution procedures are 

presented in Section 2. The properties of these approximate solutions are briefly 

developed and the economic “‘value”’ of additional information is discussed. The 

empirical components of the U.S. beef trade decision problem are the concern of the 

following section. Specifically, in Section 3, the set of criteria or policy preference 

functions, an econometric model of the U.S. livestock sector, and the updating or 

revision estimators required to derive the approximate control strategies are 

described. Given these empirical components, the numerical results for the 

approximate adaptive control solutions advanced in Section 2, are reported and 

compared in Section 4. Finally, Section 5 contains a summary of the empirical 

results and suggestions for additional research on the beef trade policy problem. 

2. ADAPTIVE CONTROL AND APPROXIMATE SOLUTION PROCEDURES 

2.1. Adaptive Control 

Adaptive control methods recognize that as a system progresses through the 

controlling periods more data become available with which to update or revise the 

decision maker’s perception of the policy possibility set. These revisions, in 
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general, should not be regarded as separate from the devivation of an optimal 

policy. To be sure, it is possible that various decisions may reveal more or less 

information about the actual system via different sets of the resulting data obtained. 

The inherent benefits of the additional information depends upon whether or not an 

“improved” representation of the structure results in superior future control. The 

incurred costs of such information emanates, in part, from choosing a current 

policy which is less than optimal from a pure control point of view. 

The adaptive control approach to economic policy corresponds to Bellman’s 

(1961, pp. 198-209) as well as Fel’dbaum’s (1965, pp. 24-31) third class of control 

systems. This class is characterized by some unknown quantities about which 

uncertainty changes as the process evolves. This class includes active learning or 

accumulation of information, i.e., the accumulation of information does not take 

place independently of the control process. In effect, optimal adaptive controls 

require a simultaneous solution to a combined control and sequential design of 

experiments problem and thus are dual in nature.’ The design of experiments 

dimension will prove important if losses associated with selecting a current policy 

which is nonoptimal from a pure control standpoint can be recovered in subsequent 

periods by utilizing improved model representations. 

The above considerations and implied models have been notably lacking in 

empirical treatments of economic policy. Among economists, perhaps the best 

known works, illustrative of these considerations, are Prescott (1971, 1972), 

MacRae (1972), and Zellner (1971).2 A number of engineers have also examined 

the applicability of these concepts to economic problems.’ Several formulations 

of adaptive control models have, of course, been employed in mathematical and 

engineering fields, at least, in a theoretical context.* From the viewpoint of econo- 

mic policy, the adaptive control formulation represents an extension of the pioneer- 

ing models advanced by Tinbergen (1952) and Ramsey (1928). 

For the beef trade policy problem, a special case of the more general formula- 

tion presented in Rausser and Freebairn (1972a) will be employed. In particular, 

the objective function will be specified as 

T 

J= EY »y BY *(2kiy, + 2hyu, al VK LY, —7 u,H u,) + 2B kes Yr x a B'y7Krs ws}, 
t=1 

(1)  § 

as Ey W(u,, ¥,) + Wresvah 
t=1 

i.€., as a time additive, quadratic function ; where W is the criterion function, E is the 

' As indicated in Rausser and Freebairn (1972a), the dual nature of the adaptive control formulation 
may be characterized by three major dimensions, viz., direct control, learning, and design of experiments. 

? A rather complete summarization of Prescott’s work may be found in Zellner (1971, pp. 331-357). 
A recently completed Ph.D. thesis at the University of Illinois [Popovic (1972)] is also concerned with 
adaptive control procedures in the context of economic policy problems. See Marschak (1963), Ying 
(1967), and MacRae (1972) for further suggestions along these lines. 

3 These include the work of Murfy (1965), Buchanan and Norton (1971), Athans (1972), and Perkins, 
2t al. (1972). 

* See, for example, Aoki (1967), Astrém and Wittenmark (1971), Bar-Shalom and Sivan (1969), 
Bellman and Kalaba (1959), Curry (1970), Early and Early (1972), Gunckel and Franklin (1963), Kogan 
(1966), Ku and Athans (1972), Lainiotis, et al. (1972), Murphy (1968), Tarn (1971), Tse and Athans 
(1970, 1972), Tse and Bar-Shalom (1972), and Tse, et al. (1972). 
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expectation operator, T is the terminal point of the planning horizon, the para- 

meters contained in k,, h,, K,, H,, (t = 1,..., 7), ky+, and Ky,, are assumed 

known, K, and H, are both symmetric n x nandm x m matrices, respectively with 

K, > Oand H, > Ofor all t, B = 1/1 + y andy > 0 is a known preference discount 

rate, y, is an n x 1 vector of endogenous or state variables, and u, is an m x 1 

vector of control variables. Note that T is assumed to be finite and the inclusion 

of the terminal component W,;(y;,,) provides for continuity with future periods 

beyond T of the system under examination. The state transformation functions 

will be specified as 

(2) y= Ay,-1 + Bu, + Cx, + et = 1,...,7 

= Dz, + & 

i.e., as linear with parameters which are allowed to differ over time; where x, is an 

(p-n—m) x | vector of noncontrollable exogenous variables, and e, is an n x | 

vector of disturbance terms, D, = [A,, B,, C,], and z; = [y;-1,u;,x;]. The general 

processes by which information is generated will be denoted as 

(3) PDS ef, 7) = LLP (Di 1, er 1. %1-1)s Yer 2] 

= PD; )Pi(e! Px; ),t = 1,...,T 

i.e., the joint probability distribution (or set of sufficient statistics) P"( - ), conceived 

at time t, is a function of P'~ '{ - )and the most recent observations y, and z,: where 

D] =(D,, D,.,,..., Dz), and e7 and x? are similarly defined. The second statement 

in (3) assumes that the stochastic elements of the problem, viz., the parameters 

entering the constraint functions (A,, B,, C,), the disturbance terms e,, and the 

noncontrollable exogenous variables x,, are independently distributed. This 

specification for the probability distribution or updating functions P(-),t = 1,..., 

T is sufficiently general to allow for the case in which the distribution of the sto- 

chastic elements are known as well as the case in which future moments of the 

stochastic elements are random. The latter case is assumed to hold for the beef 

trade policy problem, i.e., future means and covariances of the probability distribu- 

tions are assumed to be stochastic and some a priori probability density for these 

moments is presumed to be available. As usual, we shall assume that the disturb- 

ances, é,, are intertemporally independent, normally distributed random variables 

with zero expectation and stationary covariance 2. In addition to (2) and (3), the 

maximization of (1) will also be constrained by initial conditions on the state 

variables and the initial prior probability distribution function, i.e., 

(4) Yo = y(0), 

and 

(5) P(Dj, e3, x3) = P(0). 

Note that the formulation (1}(5) assumes the state vectors, y,, are measured 

accurately, i.e., the state of the system is completely accessible in each of the t 

periods.* The mathematical tractability of the quadratic specification (1) is an 

5 See Aoki (1967), Athans (1972), or Popovic (1972) for a treatment of the case in which state vector 
measurements are noisy. Perkins, et al (1972) have recently examined economic control systems in 
which some state variables cannot be measured at all or only with a delay. 
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obvious advantage. Even though the actual criterion function is not quadratic, 

such a form might provide a reasonable approximation. In this regard, appeal may 

be made to a Taylor series expansion in which only the linear and quadratic terms 

are retained, and to Zellner and Geisel’s (1968) results which suggest that quadratic 

criterion functions provide satisfactory approximations to a number of more 

general functions when asymmetry is not an important consideration. Similar 

justifications could, of course, be offered for the set of linear, equality constraints 

(2). These discrete time, dynamic equations clearly simplify the derivation of the 

optimal controls as well as the application of econometric techniques. In the 

present investigation (2) will represent some of the equations entering the reduced 

form of an econometric model approximating the livestock sector. The assumption 

of independence of the random elements (3) should cause no particular problems 

once the distinction between the application and sample period for the econometric 

model is recognized. Over the application period (t = 1,..., T), for the beef trade 

policy problem, it seems reasonable to presume that forecasts of the exogenous 

variables would be independent of coefficient estimates of the econometric model 

as well as the disturbance terms. In the case of the stochastic parameters and 

disturbance terms, the assumption of serially independent e, suggests that the 

sampling distribution estimates of the parameters (based on the sample period) 

may be regarded as independent of the disturbance terms emanating over the 

application period.°® 

Unfortunately, for the specification (1)}5), it has not as yet been possible to 

express the adaptive or dual control solutions in analytical form.’ The intractable 

nature of the problem is due to the interaction between the transformation func- 

tions in y, (2), and the probability updating functions (3). This interaction results in 

highly nonlinear functions, the expected value of which can only be evaluated 

numerically. Moreover, numerical solution procedures rapidly encounter the 

“curse of dimensionality” for even modest size control problems® of the sort 

considered here. Hence, given present knowledge and available computer facilities, 

we shall turn to approximate solution procedures which involve some alterations 

of the original structure of the problem. The severity of these alterations will 

© The specification (1) through (5) admits a number of special formulations which may be found 
in the literature. The deterministic form, of course, follows from this specification when e, is a null 
vector, x, is fixed, and A,, B,, and C, are known constants for all t. The certainty equivalent formula- 
tion advanced by Simon (1956), Theil (1964), Holt (1962), and Chow (1972) follows when A,, B, and C, 
are known constants for all t and x, is either fixed or stochastic, but independent of e,. Two stochastic 
formulations frequently found in the engineering literature [Aoki (1967)] are also special cases of this 
specification. The first presumes that P(D, e, x) = PD, e, X) = P(0), for all t, and that the first two 
moments of the various distributions are known while the second again assumes knowledge of the 
first two moments but allows the probability distributions to change independently over time. That is, 
this second stochastic form presumes that random variables of the decision problem are distributed 
independently in the current and future periods. Both stochastic forms are non-adaptive since the 
probability distributions of these formulations are indepedent of new information sequences. At most 
(the second form), they allow for only passive (independent of controls) accumulation of information. 
This subclass of control systems is characterized by Fel-dbaum (1965, pp. 339-341) as neutral. The 
neutral class also includes the case in which P(.) is independent of y, and z, ; for this case the experi- 
mental gain component and thus the dual nature of the optimal controls disappear. 

’ For a demonstration of this well-known result, see Aoki (1967, pp. 111-113) or Rausser and 
Freebairn (1972a, pp. 12-14). 

® The simple pedagogic models investigated by Marshak (1963) and Ying (1967) illustrate the 
computation burden involved for numerical solutions. 
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dictate the degree of approximation of the proposed control strategies to the 

(optimal) adaptive control solutions. 

2.2. Approximate Solution Procedures 

The approximate solution procedures which have been advanced in the 

literature include? inter alia, (i) replacing the nonlinear information updating 

functions (3) by linear or piecewise linear approximating functions; (ii) replacing 

the optimum of J for periods t + 1 through T by its Taylor series expansion in 

which only the linear and quadratic terms in control variables are retained ; (iii) 

compute the certainty equivalent controls ; (iv) compute the stochastic controls ; (v) 

compute the sequential stochastic controls ; (vi) compute the sequential, adaptive 

covariance controls, and (vii) compute the M-measurements feedback controls. In 

the analysis which follows, we shall be concerned only with the approximate 

solution procedures (iii) through (vi). They will be treated in order of increasing 

complexity, i.e., the order in whjch they are presented above. As will become 

obvious, each of these approximate solutions is a special case of the subsequent 

approximate solution procedure, and thus (iii) through (v) are each special cases of 

(vi). The derivation of analytical expressions for the approximate solutions (iii)}{v) 

to (1}{5) may be characterized by either the Pontryagin maximum principle (in 

its discrete form)!° or by stochastic dynamic programming. We shall utilize the 

latter and the approximate solution procedures (iii}{v), upon invoking Bellman’s 

(1957) principle of optimality, will be conceptualized by a number of optimization 

problems, one for each period t = 1,..., T. 

2.2.1. Certainty equivalent controls (c). The approximate certainty equivalent 

solution is obtained by treating D, as though it was a known constant matrix, for 

all t. The only stochastic elements which Will be recognized by this approximate 

procedure are e, and x,. These random vectors are independent by (3), each with 

known Gaussian distribution having mean and nonnegative definite covariance 

(0, Q), and (x,, [¥),t = 1,..., T, respectively. 

Under the simplifying approximation on the D, matrices, the state of the 

system is described by y,_, in period t, and thus the maximum gain for periods t 

through T may be represented as 

T 
(6) A.(;- 1) = max E\y M+ Wr. pak 3, 33585 

Up,...,UT i=t 

where W, is obtained by substituting (2) into (1) with D, replaced by D,. The solution 

to (6) results in the maximization of (1) subject to (2)}(5) where the unknown para- 

meters contained in D, of (2) and (3) are treated as though they were constant at 

their mean values, D,. The derivation of certainty equivalent controls have been 

reported in a number of places [see, for example, Chow (1972) or Theil (1964)] and 

thus need not detain us here. They may be represented as 

(7) ur ig —Na'(Fed-1 9 Ser) 

° See, for example, Aoki (1967, Chapter VII), Curry (1970, pp. 84-86), Early and Early (1972), 
Prescott (1971), Popovié (1972) and Zellner (1971). 

‘© For a discussion of this principle in its discrete form, see Halkin (1966), Athans (1967), or Cannon, 
et al. (1970). 
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——— 

where 

(8) N,' = (BS..B, + H,)~' 

0) Fa, = BSA, 

(10) fa = BIS CX, — BiRy — h, 

and Rj, and S,, are defined as 

(11) Ra = kp + Boers Le aia” a 

(12) Seo = Ki + BGs 1 

with Ry = ky + Bk. .Sr => Kr + BKry.,, and 

(13) Sct = Ri A, a Fang Pe - X,CS.,A, 

(14) Ge, = AiS A, oy FuNa "Bag 

The vector gi, and matrix G,, also appear in the linear and quadratic terms, 

respectively, of the c control ““maximum” expected gain for period f, i.e., 

AAV - j= 281s - ‘ol N- 1GeVr-1 + 2. 

where Q., does not involve the control or state variables. However, Q., is the only 

term of A,(y,-,) which does involve the covariance matrices (Q and I~) of the 

stochastic elements (e, and x,) which are recognized by the c controls. 

2.2.2. Stochastic controls (s).This approximate solution procedure is obtained 

from the original structure (1)+(5) if (3) is replaced by P(-) = P°(-) for all t. For 

this altered structure, the dynamic programming method results in a set of recursive 

equations which begin with the last period of the decision horizon and end with the 

first decision period. Applying Bellman’s principle of optimality, the general form 

of the t-th period subproblem is given by 

(15) As(V, - 1) = max [E{2kty, ri 2hiu, ~y VKiy; = u,H wu, . BAg+ i(y,)} ly, - 1]. 

Since the difference equations represented in (2) are assumed linear with a Gaussian 

noise term, once the expectation operator E is applied, the covariance matrix of D, 

(conceived at the beginning of period f) will enter (15). This covariance matrix of 

the elements appearing in D, arranged by rows, e.g., (D’) = [a,,;,4,2,..., b, 1,542; 

..+Cy15C125---], Will be denoted as I; it is of dimension np x np and in terms of A, 

B and C it may be represented as 

Pz Nad C* 

(16) C=) mo 

<4 * rec 

To simplify the exposition, we assume that D, = D,andT,, = I, for allt’ >t = 1, 

..., T. Substituting y, = D,z, + e, into (15), applying the expectation operator, and 
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expanding in terms of A, B, and C we have 

(17) Ag(y,-1) = max {2RyAWr-1 + 2(Ri,B, + hju, 

+2Ri,C,x, — ¥- (ASA, + Sy @ TA4)y,-: 

—u(BiS,,B, + S,, @® 138 + H,)u, 

—X(CS uC, + So @ TFOX, — (CSC, + Sy @ TF @ TF 

—2u(BiS,,A, + S,,@ ?4)y,, — 2u(BiS,A, + S,, ® TP )x, 

—2y,- (ASaC, + Se @ TAX, — Sy @Q + BQn+1}- 

The set of recurrence relations obtained from maximizing { } in (17) may be 

stated as: 

(18) up = =Na'(FaYi-1 + Sos) 

where 

(19) N,;' = (BS,,B, + S,,@® 8 + H,)~', 

(20) F,, = [BiS,,A, + S., ® 1?) 

(21) Sa = (BIS,.C, + S,, ® T®)X, — BiR,, — h,, 

and Rj, and S{, are obtained from 

(22) Ry = ki + B8a+1, 

(23) qutkidemsc fT 

with Rj, and S,; defined as in (11) and (12). The ““maximum”’ expected gain (in 

period t) obtained from following the open-loop stochastic control strategy is 

(24) Ag(¥:-1) = 285-1 — Ye- 1GsV,-1 + Ose, 

where 

(25) Sn = RYA, + faNa' Fa — x(CS,A, + S,,@ TF), 

(26) Gy, — A‘S,A, + Ss ® ian nals FAN» P. 

(27) Qs, - SaNatdu + 2Ri,Cx, wg Ss @ Q 

—X(CSC, + Sy @ TFOX, — (CSC, + Sp @ TT) @ TF 

> ari 

+ 2 BQ a+r: 

As statements (18) through (27) indicate the computation of u; and the resulting 

expected gain A,, requires the expected value (D;) and covariance matrix (I). This 

information could be provided by a number of classical (consistent) as well as 

Bayesian estimators. Note that for the expected gains emanating from the s 

controls (24), the covariance matrices Q and T* of ihe stochastic elements e, and 

x, Only appear in Q,, while elements of the covariance matrix I’ associated with 
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the stochastic matrix D appear in gi,, G,,, as well as Q,,.'' Since the a priori 

values D and T are treated as if they were known exactly, the s controls are 

“optimal.”’ However, if these assumptions are not satisfied as (3) in general 

suggests, then this control strategy involves a specification error. 

2.2.3. Sequential stochastic controls (ss). The u; controls can be generalized 

by constructing a sequence of open-loop subproblems. These subproblems begin 

in each period of the planning horizon with only the initial policy values actually 

implemented. As policy decisions are made and time progresses, additional data 

become available which are utilized to update D, and I’,. The revised estimates 

are then employed as prior information for the next open-loop subproblem. This 

approach essentially assumes that in each period no additional information will 

be forthcoming, but this assumption is revised after each period.'? By neglecting 

the availability of new information over future periods of the planning horizon 

(for each open-loop subproblem), this procedure forces an otherwise dual system 

to be neutral and hence allows only independent or passive accumulation of 

information.'* Thus, the sequential stochastic control strategy recognizes the 

control and learning dimensions of the optimal adaptive control, but it ignores 

the experimental dimension. In linear feedback form, these controls may be 

represented as 

(28) us = —Ni[FessYi-1 + Sesth 

where N,,,, F,,,, and f,,, are conditional on P‘~ '(-) of (3) rather than P®(-) as in 

the case of the stochastic controls (18). In general, for each initial period (t). 

P'-*(.) = P*-*(-), for all t’ > t. 

It should also be noted that certainty equivalent controls may be updated in 

a similar fashion. This involves revising the expected parameter values D, on the 

basis of new sample information and implementing policies only after actual 

observations on the state of the system for the previous period become available. 

These controls in feedback form may be denoted as 

(29) us ae ee Na" [Foce¥e—1 + Secs}- 

2.2.4. Adaptive covariance, sequential controls (sf ). Up to this point, there has 

been no need to be specific about the nature of probability updating functions 

'! The matrix operator @, appearing in expressions (17)-{27), is defined by MacRae (1971) as the 
star product. To illustrate the properties of this operator, let A be an m by n matrix, and let B be an mp 
by ng matrix. The star product of A and B is a p by q matrix C, ie, C = A@® B = } a,B,, where a;; Se | 

iJ 
is the ijth element of A and B;, is the ijth submatrix of B. Clearly, for the case in which A and B are 
of the same dimension, A @ B = tr A’B. Thus the third and fifth terms of Q,,, for example, could be 
represented as traces of the appropriate product matrices. This operator along with Nissen’s (1968) 
stacking operator ¥ will prove especially useful in setting out the s and subsequent control strategies 
which involve the expected value of random matrices. For example, if X and Y are the sandom matrices 
and A is non-random, then E{X’AY} = A@ E{ Y(X)L'(Y)} = X'AY + A@T, where [ is the 
covariance matrix for the elements of X and Y, arranged by rows, and X = E(X), Y = E(Y) 

‘2 This is one form of open-loop feedback control strategy first introduced by Dreyfus (1964). See 
Murphy (1968), Prescott (1971), Popovié (1972), Tse, et al. (1971), and Zellner (1971), among others, for 
alternative treatments of this approach. ; 

'3 It is optimal, i.e., it corresponds to the dual control optimal strategies, only if the set of admissible 
controls is sufficiently restricted or, as previously noted, if all random variables entering the decision 
problems are independently distributed in the current and future periods of the planning horizon. 
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P(-). Recognizing that the elements of the matrix D are unknown and neglecting 

any overidentifying restrictions in the underlying structural model for (2), we may 

capture uncertainty associated with the D matrix by modelling its elements as 

normal random variables with given prior means, variances, and covariances. 

The latter will typically be data based, i.e., the initial prior will be estimated on the 

basis of sample data which precedes the planning horizon. Since the state trans- 

formation functions are linear with a Gaussian disturbance term, the posterior 

distribution of D, given data up through some period ft, will also be multivariate 

normal. Thus changes in P,{-) resulting from the availability of additional obser- 

vations may be summarized by treating movements in D, and I, over the planning 

horizon. More specifically, the conditional mean and covariance matrix of D can 

be determined recursively by 

(30) Po =F, + U, ® z,)Q™ (1, ® 2) 

and t 

(31) L(D)) We PAT 2(D,- i) + (1, @ 2)Q” "Vals 

where ¥ denotes the stacking operator [Nissen (1968)].'* 

The mathematical difficulty arising in the optimization problem represented 

by (1), (2), (30), (31), and (4) results not only from the random matrix D, but as 

weil from the random conditional means (31) and covariance matrices (30). The 

randomness of these latter elements is clearly due to the dependence of [> ' and 

£(D;) on the random states y and stochastic exogenous variables x (appearing in 

z). Following MacRae (1972), much of this randomness may be avoided by 

operating with the modified updating equations 

(32) Prt =F, + E{(, ® z)Q™ (1, @ z)lyo} 

and 

(33) L(D;) = TT, -12(D;- :) + E{(U, ® 2,)Q- 'ylyo}]. 

Utilizing these two equations in place (30) and (31) eliminates the uncertainty 

associated with the mean vector and covariance matrix while the uncertainty of 

the D matrix itself is retained. 

As may be easily demonstrated, this approximation results in the elimination 

of the need for the updating relation (33).'* Hence, the use of (32) and (33) in place 

‘4 Note that if identities appear in (2) or some elements of D are known with certainty, the inverse 
operation in Q~' and I~! of equation (30) applies only to the non-singular portion of each matrix ; the 
remaining rows and columns are, of course, zero. 

*S In other words, since #(D;) = Y(D;_ ,) for all t, the modified update rule for the means is not a 
constraint to the altered optimization problem. To obtain this equivalence first evaluate 

E{(I, ® 2z)Q7 "ylYo} = E{(, ® 2,)Q°- "E(ydye- Dlyo} 

then substitute in 

E(y,ly,- 1) as D, - 14 = U, @ z)L(D;,_ » 

to obtain 

L(D) = TIT + EX, @ z)Q-"(L, ® z)lyo})-L(D;_ ,) 

ai ir, 'Y(D,_ 1) = L(D,- 1). 
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of (30) and (31) allows the original problem to be converted into a sequence of 

open-loop problems. The modified updating relation (32) is employed for designing 

a single open-loop path while the actual updating equations (30) and (31) are 

used to compute the new means and covariances to begin the next open-loop path. 

Given the actual observations on the state vector of the previous period, this 

essentially open-loop feedback approach involves the maximization of (1) subject 

to the stochastic constraints in (2) and the deterministic updating constraints (32). 

For this modified problem some interaction between direct control and experi- 

mentation remains since current control settings influence the future values of 

both y and I. As the adaptive feature of this approximation is based on the co- 

variance updating rule (32) the resulting controls might be characterized as 

sequential, adaptive covariance controls. 

To formalize this approach, we may operate with an augmented criterion 

function which includes J of (1) and the deterministic constraints (32) along with 

an associated matrix of Lagrangean multipliers, V,. That is, since the covariance 

constraints (32) are deterministic, J of (1) may be replaced by 

T 

Je=J-) VOT — TH — EU, ® 2)Q7 (1, ® ZlYo3) 
s=} 

where J* is the desired augmented criterion function, V, is an np x np matrix of 

Lagrangian multipliers which may be partitioned in the same fashion as I, in (16), 

and @ is the matrix operator defined and discussed in footnote 11. Proceeding as 

before, the t-th period subproblem after some simplifications is given as 

(34) Ag(-1) = max [E{2ky, + 2hiu, — ypKry, 

—ujH,u, + V, @ (1, ® z,)Q™ ‘(1 ® z)) 

-(V.- Vs) Or! + Bass 10} lv - 1]. 

Substituting (2) in for y, and expanding in terms of A, B, and C, the solution to (34) 

may be represented by 

(35) ul = —NoMFey-1 +h t=... T, 

in addition to the requirements that GE{ }\él' = 0, ie., 

(36) V, = Vier + TEU, @ 2S pM, ® 2N, ¢=1,..., T, 

with %,, = 0, and that dE{ }|0V, = 0, ie., 

(37) Toi =, + E{(U, ® z)Q™ "1, @ z)ly- 1}; LG terre T+1; 

where ; 

(38) No! = [BS pB, + Sp @ TP? — Q"' © VP + H,)~' 

(39) Fi, = [BiSpA, + Sp @ TP4 — Q7' @ VPA) 

(40) fon = (BS gC, + Sp @ TP — 27! @ VPC )X, — BRy — h, 

and Ry, and S,, are defined as 

(41) Rip = ki + Baines 
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and 

(42) Sy = Ki + BGy +: 

with Ri,7 = kp + Pky, , and Sy, = Ky + BK;,,.As before, the vector Syp+i and 

the matrix G,,,, enter the “maximum” expected gain A,)(y,+;) obtained from 

the uf controls. This expected value, when simplified, may be represented as 

(43) Agi Vr-1) = 285y¥-1 — Vi-1 Gepi-1 + Von 

where 

(44) gin = Rip, + faN gt Fen — HCS pC, + Sp @ TF4 — Q-' @VS%) 

(45) Gy = ASyA, + Sp @T" -Q°' @VM4 — FaNG Fp 

(46) Os +S SaNnoatlep + 2RyC.%, no Ssp @® Q — X(CS pC, 

+Sy @ TE — 27! @ VE\K, — (CS pC, + Sp @ TFS 

a8 

-2Q°' @VEV@T —-(V- Ys) @0' + ¥ BQgase- 
r=1 

The system of equations (35)+42), (44), (45), along with (2) characterize the 

“optimal” solution in the current period t for the sequential adaptive covariance 

approximation to the original problem (1){5). Although these approximate 

controls recognize that the parameter matrices are unknown, they assume all 

parameters entering (2) are invariant with respect to time. The uncertainty regard- 

ing the parameter matrices is captured by the use of Bayesian analysis, (30) and 

(31), to update conditional means and covariances but is subsequently altered via 

the approximations (32) and (33). These modifications lead to a deterministic 

treatment of (3) but do allow the controls in each open-loop to affect future para- 

meter variance and covariance values (I) as well as future states of the system (y). 

2.2.5. M-Measurement feedback controls (M). This approximate solution 

procedure recently suggested by Curry (1970), Early and Early (1972), and Popovic 

(1972), appears promising. In effect, it represents an intermediate approach to the 

optimal dual controls, by assuming that in each period t new information about 

the system will become available only at some M future stages of the controlling 

horizon. This method obviously permits a degree of active information accumula- 

tion. Here again, as analytical solutions are not yet possible, numerical techniques 

are required. Nevertheless, the application of such techniques are substantially 

simpler than those required for the original dual control problem (1)—(5) particularly 

when further approximations are imposed upon the M-measurement specifica- 

tions.'® 

Since there has been no investigation of what constitutes (in each period rt) the 

optimal distribution in the set {t,..., 7} of the M future measurements we shall 

assume that the relevant stages are the M successive periods in the immediate 

future, i.e., t + 1,...,t + M. The M-measurement feedback controls (wu, t = 1, 

..., T)are then those policy decisions which utilize all past and present information 

‘© For suggestions along these lines, see Popovié (1972) and Tse, et al. (1972). 
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as well as the knowledge that over the next M periods new information (observa- 

tions) will become available. More formally, these controls require the specification 

of an integer (/,) which is the smaller of M and the remaining periods in the planning 

horizon, ie., ], = min{M,T —t — 1}, t = 1,..., T. In other words, this integer 

is equal to M if the assumed number of future observations taken into account 

is less than the actual number of future observations which will become available 
during the controlling process. : 

Given /,, it is possible to specify the M-measurement feedback controls as 

generalization of each control strategy uf, ui, us’, us‘, and u¥. For example, u” 

reduces to us* for M = 0 if u along with uM,,...,uM,, are determined by 
t+I, 

(47) Ayd,-1,P*~') = max le} W{u;, y;) + PA. castes Ure. Me+ I, Sens 

pith pitter xh 
Jr- | . 

where u (u,,...,U,+,,), and xi*"* is similarly defined. For the u controls 

resulting from (47), two limiting forms are immediate. First, if M = 0, the avail- 

ability of future information is neglected and thus u™ is equivalent to us. Second, 

if M = T —t — 1, the availability of future information over all remaining periods 

of the planning horizon is taken into account and thus u™ is equivalent to the 

adaptive or dual control solution for period t. In addition, note that if the second 

term on the right hand side of (47) is appropriately modified, the u” controls for 

M = Ocould reduce to either uf, ui, u’, or u¥. Hence, we could characterize the 

various M-measurement feedback controls as u/; each type of control strategy 

j being obtained from Ay, where j = c, s, ss, cc, sf. 

Since each of the j approximate solution procedures has an analytical form, 
t+I; the controls contained in u/,;,,, may be determined conditionally on uj 

However, in order to find u,, ui} ‘* which satisfies Ama, an I, + 1-fold, m-dimen- 

sional control space must be searched and an analytic solution for the M,- 

measurement feedback control in the current period appears to be precluded. 

For beef trade policy problems the original J, + 1-fold m-dimensional search 

space will be replaced by a finite search in the n-dimensional state space. The 

resulting numerical approximation will not be deiailed here; it may be found in 

Popovic (1972, pp. 127-132). 

an eo J = 

2.3. Comparison of Approximate Control Strategies 

The computation of the initial or current period policies for each approximate 

control procedure presume that the state of the system, y,_ , , is observable without 

error, as are the parameters of the criterion function. Aside from these common 

features, as previously noted, an appropriate specification of (47) allows each 

approximate control (c, s,ss,cc, sf) to be treated as a special case of the M- 

measurement feedback controls. Furthermore, if the unknown parameter matrices 

A, B, and C are treated as constant over time, the approximate controls (c, s, ss, cc) 

are special cases of the sequential, adaptive covariance controls (sf). The latter 

controls reduce to the cc controls (or c controls, neglecting revisions) if the parameter 

matrices A, B, and C are considered fixed at their mean values since T, and V, are 

null. Similarly the ss controls (or the s controls, neglecting revisions) are obtained 
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from the sf controls when the adaptive covariance equation (32) is neglected and 

thus V no longer appears in (38)—(42). It should also be noted that, in general, it 

is not possible to infer whether one control strategy will call for smailer policy 

responses or be less aggressive than another. This observation can be confirmed 

in a number of ways; the simplest (although perhaps not the most revealing) is to 

examine the difference between the expressions for any two control strategies and 

demonstrate that this difference can be either positive or negative. As shown 

below, such differences are also important in determining the degree of ‘“‘sub- 

optimality”’ associated with utilizing one approximate control strategy rather than 

another. 

The degree of suboptimality of the various approximate controls relative to 

the optimum adaptive controls depends in part upon the importance of the 

experimental dimension. The importance of this dimension is reflected by the 

extent of uncertainty as well asthe extent to which alternative settings of the 

control variables might increase the precision of the coefficient estimates. Unfor- 

tunately, due to the lack of analytical results for the adaptive control strategy, it 

has not been possible to quantify this expected degree of suboptimality.'’ It is, 

however, possible to provide a general comparison of the relative performance of 

the control solutions. This simply involves an examination of the expected loss 

(or gain) for current period policies of utilizing one approximate control strategy 

rather than another. More specifically, assuming one control strategy is obtained 

from the “proper” specification, expected losses associated with the remaining 

approximate controls may be evaluated. 

If the sequential, adaptive covariance controls are treated as the proper 

specification, this approach first involves substituting (2) for y, in (35) and applying 

the expectation operator at period t for policy u,. The result may be represented as 

(48) ; J p(Urlyr— 1) = 2uy, — u,Nu, + 4, 

where ¥, = —Fyy,-1 — fy, and N, = N,y, (for the definitions of Ny, Fy, and 

fan See expressions (38)—(40)) and q, is a function of y,_, and X,, ie., it is a group 

of terms not involving u,. This formulation assumes that the “optimal” sequential, 

adaptive covariance decisions are followed over the interval t + 1,..., 7. The 

“optimal” control strategy for (48) is uf = N; 'y,, ice. (35). 

If this result is substituted back into (48) we obtain J,(uf/|y,-,) which can 

be employed to evaluate the expected loss of using some other control strategy 

uj relative to u. This expected loss may be defined as 

(49) Lud, ul) = Jp(u¥ly,- 1) — Jeplully,-1) 

= (ul — u)Nop(ui — ue). 

Since N,y, is positive definite, the expected loss (49) resulting from a less optimal 

first period decision than u¥ is a quadratic function of the control error u¥ — u/. 

'” For « special example (a single constraint equation and a single decision variable, i.e., the scalar 
case), Prescott (1971) has used numerical procedures to investigate this issue. He found the expected 
value of the criterion function to be roughly equivalent for the stochastic and (numerical) dual control 
strategies when the ratio of the mean coefficient estimate to its estimated standard deviation exceeds one 
in absolute value. 
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For j = s (or ss), given (18) and (37), the degree of suboptimality is a function of 

the matrices Q"' @ V8, Q-' @ V", Q-' @ V*4, and the differences between 

S,, and S,, and Ry, and R,,: while for j = c, (49) may be expressed as a function 

of these same matrices along with the covariance matrices S., ® ?*, Sy, @ 4, 

and S., © I’? in addition to the differences between S,, and S., and Ry, and R,,. 

Proceeding in a similar fashion for the stochastic controls, the expected loss 

function L,(u;, us) may be derived. It should be obvious that the degree of sub- 

optimality of uf relative to ui, obtained from this loss measure, is a function of the 

covariance matrices S,, ® 2", S,, ® T®4, S,, ® ™ in addition to the differences 

between S,, and S,, and R,, and R,,. 

2.4. Value of Additional Information 

For each of the analytical approximate control strategies (c, s, ss, cc, sf), the 

value of additional information regarding the stochastic elements of the decision 

problem may be characterized. Such characterizations allow an assessment of 

superior probabilistic information and thus provide a basis for determining whether 

or not additional information should be purchased.'* The specifications involved 

in this determination treat the various covariance matrices [> ', [¥~', and Q™' 

as stocks of information. Thus additional information may refer either to more 

efficient estimates of the coefficients entering the state transformation functions’? 

(2), of the noncontrollable exogenous variables, or reductions in elements of the 

error covariance matrix. 

The additional information values may be ascertained by deriving the imputed 

price associated with the above stocks of information. Since A j(y,- ,)—the maxi- 

mum expected value for the j-th control strategy—is a function of these stocks 

or covariance matrices, the relevant imputed prices may be obtained by evaluating 

the partial derivatives of A,{y,.,) with respect to the covariance terms. For 

example, in the case of the stochastic controls, (24)-(27), we have 

OAg ion OAg xf al cc x M21 = LP Sar A and Sey = TAC SAC, + Sq O TIF 
r= t 

Since each of these terms is positive semidefinite, the price of information is larger, 

i.e., is more positive definite, for “‘larger”’ values of S,,, the latter reflecting the cost 

of imperfectly estimating the stochastic elements. Clearly, a smaller stock of 

information, i.e., a “larger’’ value of Q or I, leads to higher imputed values. 

Similar, although more complicated, derivations may be found in Rausser and 

Freebairn (1973a) for the s and ss control imputed prices associated with the 

'8 A possible framework for this determination involves specifying the expected (welfare) gain of 
the additional information and comparing it to the costs of collecting the additional information. The 
costly activities would, of course, include the collection of additional and perhaps more accurate data, 
the funding of further research, etc. To be sure, in the dual control framework, the allocation of data- 
collecting resources should be incorporated as part of the entire optimization and control process. 

‘? Hence, it is implicity assumed, that the coefficient estimates are unbiased. Although the analysis 
of reductions in the bias of these estimates in an important consideration, it will not be treated here. 
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elements of I’,.?° For the sequential, adaptive controls the result of differentiating 

Ay, with respect to I; * is represented by (36). The matrix V, is the sum of terms 

which may be interpreted as the stream of future rents resulting from an increment 

in the current stock of information associated with [> '. For the sf controls, it 

should also be noted that the term Q™' @ V, may be interpreted as the value of 

estimating (2) [MacRae (1972, p. 443)]. 

3. EMPIRICAL COMPONENTS OF BEEF TRADE POLICY 

The empirical components needed to implement the approximate control 

strategies (c, s, ss, cc, sf, M) for the U.S. beef trade policy problem are treated in 

this section. Since the construction and evaluation of these components are con- 

tained in other papers only a brief summarization of this material will be provided 

here. These components include.a set of criteria functions (1), the state transfor- 

mation or stochastic difference equations (2), and the information or probability 

updating functions (3). 

3.1. Criterion Function Set 

As argued in Rausser and Freebairn (1972, 1973), it is both unnecessary and 

unrealistic to attempt to specify a unique or single-valued criterion function for 

the analysis of public policy. In the environment of public policy making the 

importance of bargaining and the resulting compromises between different political 

groups, the range of preferences of these groups, and the lack of an explicitly 

stated unambiguous value consensus suggests the construction of several criterion 

functions. These functions should reflect the extreme viewpoints and preferences 

of various decision makers actively involved in the policy-making process, as well 

as the preference sets lying between these extremes. A parametric treatment of the 

resulting set of preferences in the derivation of the decision strategies would then 

provide decision makers with rational policy outcomes conditional on the repre- 

sentation of policy preferences. The generation of such information might even 

contribute to the efficiency of the bargaining process in reaching a consensus. 

To specify the set of preference functions an analysis of the political process 

is required, particularly the major leverage points in this process [Bauer and 

Gergen (1968)]. Operational elements of the process, as well as its formal structure, 

should be ascertained. The current policy structure and some historical sketches 

of recent policy decisions may provide useful vehicles for characterizing the 

underlying processes. In Rausser and Freebairn (1973) an attempt along these 

lines was made for the beef policy problem and a formal framework was advanced 

for isolating the desired set. This framework involves a selection of the relevant 

arguments of W, a specification of the mathematical form of W, and the estimation 

2° In Rausser and Freebairn (1973a) these iznputed prices are also determined within the context 
of a discrete Pontryagin type maximum problem. The costate variables of this problem (associated 
with the conditional covariance matrices of the stochastic elements) are determined by solving a two 
point boundary value problem, i.e., the canonical equations. For the stochastic or sequential stochastic 
controls this involves the derivation of a matrix Ricatti equation and the resulting time paths of the 
costate variables provide an explicit result for the value of information regarding [7 '. 
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of a range or set of values for the parameters of W. Information which may be used 

for this purpose includes interviews of decision makers (direct approach), implicit 

inferences based on an interpretation of past policy actions (indirect approach), 

and the investigator’s knowledge of existing preferences or his value judgments, 

i.e., what he believes the “‘preference weights” ought to be (arbitrary approach).”! 

Each of these sources of information were utilized in our attempt to capture an 

empirical representation of the beef policy preference function. 

3.1.1. Arguments of W. The performance variables investigated as arguments 

of W were based on representative measures of consumer welfare, of beef producer 

welfare, and of preferences for the policy instrument variable (the level of import 

quota). The welfare effects of beef trade policy on the consuming segment of the 

U.S. populous were evaluated in terms of the market basket costs of selected 

meat commodities (y,). Applying some separable utility function theorems we 

reduced the scope of the analysis by restricting it to the effects c/ trade policy on 

a subset of food items; i.e., the four meat commodities, fed or quality beef (q,), 

other beef (q2), pork (q3), and poultry (q,) were treated as separable commodity 

group. Furthermore consumers were disaggregated into five classes according to 

income per household?? and distributional preferences for the various household 

income categories were employed. With respect to the latter, we assume that the 

inverse of the marginal personal income taxation rate is a reasonable index of 

decision makers’ distributional preferences among consumers.”* The resulting 

measure of consumer meat costs (y,) is specified as a time varying linear combina- 

tion of the retail prices for quality beef (p)), other beef (p43), pork (p3), and poultry 

(p4). 
The second set of performance variables eatering W provide measures of 

U.S. beef producer welfare. Empirical evidence presented in Rausser and Freebairn 

(1972) suggests that beef goes through two production stages and, to a large 

extent, different individuals are involved in these two stages. These two groups are 

beef breeding cow-calf producers and cattle feeders. Changes in beef trade policy 

might be expected to have different effects on the returns to the two activities. 

Moreover, there appears to be a tendency for public decision makers to place 

greater weight on the welfare of breeding beef cow-calf producers than on ihe 

welfare of cattle feeders. Therefore, the welfare of beef producers are represented 

by two variables; one measuring the aggregate returns to breeding cow-calf 

producers (y,) and the other the aggregate returns to cattle feeders (y3). The 

former measure is specified as a time varying linear comtination of the stock of 

breeding beef cows (K,), the producer price of feeder calves (p{), the producer 

price of other beef (p4), and a vector composed of calf survival rates, heifer replace- 

ment rates, cow death rates, average cow sale weight, average calf sale weight, 

as well as variable input expenditures for the breeding cow activity. Similarly, 

the latter measure for the cattle feeding activity is specified as a time varying linear 

combination of the stock of cattle on feed (/,), the producer price of quality beef 

2! This approach embraces the imaginary interviewing procedures suggested by van Eijk and 
Sandee (1959). 

22 These classes are: < 2,000, 2,000—3,999, 4,000—5,999, 6,000—7,999, and > 8,000. 
23 To be sure, progressive taxation is but one of many devices used to redistribute wealth. For 

further details on this and other possible measures, see Rausser and Freebairn [1972]. 
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(p{), the producer price of feeder calves (p{), the producer price of corn (p4), and 

a vector composed of death rates, average purchase and sale weights, as well as 

variable input expenditures. 

3.1.2. Estimation of parameter set. Given the justification for an additive, 

quadratic specification of W presented in Rausser and Freebairn (1973), procedures 

are developed there for estimating a set of preference weights. On the basis of 

implicit inferences from past policy actions, preferences for higher producer 

returns were given greater weight than the preferences for lower food cost to 

consumers. Taking producers as a collective group, preference weights for aggre- 

gate consumer meat cost relative to aggregate producer returns ranging from 

0.25:1.0 to 1.0:1.0 were isolated. With respect to the two types of producers, 

weights were obtained for cow-calf producer returns relative to cattle feeder 

returns over the range 2.0:1.0 to 1.0:1.0. For the policy variable u two cases were 

considered, one in which a zero weight is attached to preferences for this variable 

and another in which a million*pound change in u is equated to a million dollar 

increase in consumer meat cost. 

The explanatory properties of the estimated set of criteria functions were 

evaluated by implicitly deriving the weights associated with the various per- 

formance and control variables over the period 1959-1969 [Rausser and Freebairn 

(1973)}. On the basis of this evaluation, it was found that trade-off ratios in the 

vicinity of 1:2:2:0 were consistent with actual beef trade policy decisions over 

the indicated period. This evaluation, of course, only provides an ex post justifica- 

tion for the estimates derived and assumes that for the sample period a reasonable 

approximation is obtained from treating the estimation and control problems 

separately. For purposes of the beef trade policy analysis, it does, however, support 

or at least does not refute, the presumption that values for the parameters of the 

criterion function set may be based on a relative weight range of 1:1:1:0 to 

1:4:4:2. 

3.2 Econometric Model of U.S. Livestock Sector 

Since the performance variables of W are determined as a linear combination 

of the state variables p; (i = 1, 2, 3,4), p{, p$, p£, K,, and I,, it would appear that 

nine state transformation equations (2) are required. However, if these state 

variables are embedded in a larger structural system, i.e., they are interdependent 

with a number of other endogenous variables, more than nine state transformation 

equations will be involved. In the present investigation, available evidence suggests 

that the nine endogenous variables mentioned above are either interdependent 

or seemingly unrelated with a number of other (current) endogenous variables 

characterizing the U.S. livestock sector. Hence, although our ultimate concern 

is with the reduced form relations of the state or endogenous variables entering 

W, a complete structural model of the U.S. livestock sector was formulated and 

estimated. 

In developing this model, an attempt was made to represent the significant 

components of the aggregate (annual) behavior of economic units involved in the 

production, consumption and trade of meat products. As usual, it is not maintained 

that the real world in every detail is actually represented by the constructed model. 

However, we propose that the model does provide a “reasonable” approximation 
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of the more important causal behavior patterns. Its specific components may be 

described as (i) consumer meat demand, (ii) margin and producer meat prices, 

(iii) cattle producers, (iv) beef imports, (v) pork producers, and (vi) poultry producers 

and marketing. These components are collectively represented in the structural 

model by 30 equations, of which 20 are stochastic and 10 are identities. 

The theoretical foundations underlying the structural model, knowledge of 

technical relationships influencing consumer and producer decisions related to 

meat products, sample data, the complete econometric model specification, esti- 

mators employed, the estimated relationships, and various model evaluations are 

completely described in Freebairn and Rausser (1973). One of the principal features 

of the theoretical model is the recognition that cattle, pork and poultry producers 

behave under risk and uncertainty. The length of the sample time series data 

(1956-1969) is severely limited by the specification of two beef quality components 

(fed and other beef) for both consumers and producers.”* Evaluations of the 

estimated model involved an examination of impact and dynamic multipliers, 

frequency response characteristics, stability properties, forecasting performance, 

and stochastic (simulated) properties. The model’s behavior in each of these 

respects conformed to a priori notions; it was found to be stable with an average 

cyclical period length of 5.7 years ; forecasts for both 1970 and 1971 were relatively 

close to observed values and mean forecast errors (changes and levels) were deemed 

acceptable; and as expected interim multipliers for beef import quotas were 

significant for a relatively large number of future periods. This latter result suggests 

that future period effects of changes in the current levels of beef import quotas are 

fairly substantial. 

3.2.1. State transformation functions. As indicated above, not all of the reduced 

form relations obtained from the estimated structural model are required for the 

state transformation functions of the beef trade decision problem. The argument 

variables of the criteria function set discussed in Section 3.1 suggest that state 

transformation equations are needed for pj (i = 1, 2, 3,4), p{, p£, p£, K,, and I,. 

However, in addition to these nine equations, relations are needed for those lagged 

endogenous variables which appear as explanatory variables. These variables 

which are not represented as arguments in the criterion function set include the 

producer price of pork (p4), the producer prices of poultry (p4), the stock of calves 

available for feedlots (K,), the stock of farrowing sows (K,), and births of beef 

calves less beef calf deaths and meat sales (K,,). Combining the reduced form 

equations for these five variabies with the nine listed above results in a specification 

for (2) which contains fourteen state transformation equations or endogenous 

variables. Thus, although 30 reduced form relations have been derived from the 

estimated structural model, 16 of these are not needed for the decision model 

application. The reduced form equations required for the application, of course, 

24 Three reasons may be cited for separating beef into two commodities of differing qualities. First, 
fed beef, representing the higher quality, satisfies different wants and has a higher income elasticity of 
demand [Langemeir and Thompson (1967)] than does other beef, representing the lower quality ground, 
stewing and processed beef products ; second, while fed beef is the main output from feedlot operations, 
most of the other beef category is produced by a separate group of firms, viz., dairy and breeding beef 
cow-calf firms. Last and perhaps most importantly, almost all the imported beef is of comparable 
quality to domestic produced other beef. 
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reflect information which is contained in all of the structural relations of the 

econometric model and thus behavior patterns for the entire set of 30 endogenous 

variables. The control vector u in (2) is represented by a single instrument variable, 

the level of the beef import quota. In the case of the noncontroliable exogenous 

variables of (2), x is of dimension 16 x 1. These latter variables are defined and 

their relative importance is discussed in Freebairn and Rausser (1973). 

3.3. Information Updating Functions 

Turning to the updating functions (3), prior estimates of the probability 

distribution for the uncertain elements (D, e) at the beginning of the control period, 

i.e., P?(-) and P9(-) are obtained from the sampling distribution estimates of the 

coefficients and disturbances entering the reduced form relations. Given the 

Gaussian specification on the structural disturbances, the initial ( ioint) probability 

distribution P?(-) may be stated in terms of the estimated reduced form coefficients 

(Ay, By, Co) and covariance matrix (I'y).?° As indicated in 3.2.1, these estimates 

refer only to the 14 state transformation equations which were derived from the 

estimated livestock sector model. The prior P°(-) was also obtained from this 

source, while the mean vector and covariance matrix of P°(-) were obtained from 

estimated linear and quadratic trend equations utilized to forecast the non- 

controllable exogenous variables.?° In the case of the control strategies which 

involve a sequence of open-loops, the priors for Q, X, and ’* were updated indepen- 

dently of P,(-).?7 

For the period beyond the endpoint of the sample (1969) over which observa- 

tions are available, viz., 1970 through 1972 (t = 1, 2, 3), equations (30) and (31) were 

utilized to derive the updated mean vector D, and covariance matrix I,.?* These 

updated estimates were then employed as priors in the derivation of the ss, cc, 

sf, and M control strategies for period t,t > 1. In case of the stochastic controls, 

only the prior estimates based on the sample period are required, i.e., Dy) and 9. 

Similarly, for the certainty equivalent controls only the prior mean estimate Dy 

is needed. 

25 Given the maintained hypothesis of the livestock econometric model and the estimators which 
were utilized, these estimates are, of course, valid only in an asymptotic sense. 

26 For further details, see Freebairn and Rausser (1972, Appendix C). 
2” For cases in which the covariance matrix of the disturbance vector e is treated as unknown, the 

initial prior is the product of a norma! distribution on D and a Wishart distribution on Q. The resulting 
posteriors obtained after each observation period will all be of the same normal-Wishart form and will 
lead to updating equations of the type (30) and (31) for D, and I, as well as an updating equation for Q. 
The details on this derivation may be found in a number of places; see, for example, Rausser and 
Freebairn (1973a). 

28 In other words, for sake of simplicity we ignored the overidentifying restrictions associated with 
the original structural model of the U.S. livestock sector. We could have updated D and I (assuming no 
changes in the maintained hypothesis) by re-estimating the structural model after each additional 
observation, i.e., estimate the original structure on the basis of an augmented sample and derive the new 
D and [ associated with the fourteen reduced form equations of 3.2.1. For a treatment of this and other 
alternative updating procedures (stated in computationally efficient recursive forms) along with relative 
computational efficiency in the context of various types of systems, see Rausser and Freebairn (1973a). 
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4. APPROXIMATE CONTROL SOLUTION RESULTS 

Some results obtained from the approximate control analysis for the U.S. 

beef trade policy problem are reported in this section.?° First period certainty 

equivalent decisions for an eight-year planning horizon, a time preference factor 

of 0.9, and ten functions of the criterion set for W are recorded in Tabie 1. Com- 

paring these results (particularly the first five criteria functions listed) to those 

reported for the stochastic controls (Table 2) suggests that assuming the coefficient 

matrices A, B, and C are known, when in fact they are not, involves a serious 

specification error. This observation is not surprising in view of the uncertainty 

present in the decision problem under examination. 

From the information in Tabies 1 and 2, it is also clear that even though 

—N5"f,, exceeds —N5'f.,, the c controls are far less aggressive than the s 

controls. Although this outcome is surprising at first glance, it results from the 

difference between S,, and S,,, the relative magnitudes of the elements contained 

in T° and T*4, and the fact that both —N5'F.,y,-,; and —Nj'F,,y,-, are less 

than zero, with the latter absolutely smailer than the former. Hence, the net 

effect of recognizing uncertainty in coefficient matrices A, B, and C is to place 

more weight on the proxy measures of consumer welfare relative to producer 

welfare. 

The 10 criterion functions presented in Table 2 represent the extreries of 

the relative weight attached to the control variable (u) and the range of relative 

weights associated with the performance variables. For each of the different welfare 

weightings indicated, the derived first period s controls are larger, in some cases 

substantially, than the actual 1970 U.S. beef import quota of approximately 1,800 

million pounds (carcass weight equivalent). For the most part, this control along 

with the c control results are consistent with our prior expectations ; in particular, 

they conform to the belief that the desired import quota levels should increase 

as more weight is attached to the welfare of consumers relative to that of producers. 

Note also that c and s (as in the case of other approximate control settings) are 

positively related, in general, to producer and retail prices for the various meats 

with pj having the largest relative infiuence. Each of the stock variables, cattle on 

feed (I,), beef cows (K,), and the combined calf inventory variable (K, and K,,)°° 

have a negative influence on the various approximate control decisions. In addition, 

for all approximate control strategies, the scalar term — Nj, 'f;, indicates that the 

2° In a preliminary examination we investigated the sensitivity of the various first period (1970) 
approximate controls to the length of the planning horizon, T, and the time preference factor, 8. Much 
of these results are treated in some detail elsewhere [Rausser and Freebairn (1972a)}. In general, the 
various approximate controls are quite sensitive to T, increasing from T = 3 to T = 6 years and 
declining thereafter. From a relative standpoint, beyond T = 6 the length of the planning horizon has 
less influence on the first period controls than T < 6. For the time preference factor, variation over the 
range 0.75 < B < 0.95 was investigated. Although the first period controls were influenced by £, the 
effects of this factor were minimal and less marked than those associated with variation in T or para- 
meters of the criterion function set. 

°° The variables K, and K,, are related by the identity Ks, = K..-; — 14 + My,, where I, 
denoted dairy stock replacements and M, denotes calf imports. Since the values of J, and M, are 
relatively constant and small, it is meaningful to evaluate the combined effects of the closely related 
variables K , and K,,. In this regard, the weighted average (where the weights are based on recent obser- 
vations) effect on K, and K,, is negative. 
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TABLE 3 

APPROXIMATE CONTROL SOLUTIONS (1970-1973) ASSUMING A TEN YEAR PLANNING HorIZON, A 
PREFERENCE WEIGHTING OF |:3:2:2 AND A TIME PREFERENCE RATE OF 0.9 

Approximate Control Policies 
Decision 
Period ui ur us us us! us 

1970 2,406 3,808 3,406 3,808 4,062 4,153 
1971 2,749 4,211 2,698 4,181 4,271 4,365 
1972 2,685 3,903 2,933 4,261 4,394 4,437 
1973 2,833 4,106 3,593 4,626 4,568 4,522 

TABLE 4 

RATIO OF EXPECTED APPROXIMATE CONTROL GAIN TO EXPECTED SEQUENTIAL, ADAPTIVE 
COVARIANCE CONTROL GAIN (1970-1973) ASSUMING A TEN YEAR PLANNING HORIZON, 

A PREFERENCE WEIGHTING OF 1:2:2:1 AND A TIME PREFERENCE RATE OF 0.9 

Relative Expected Gain* 
Decision 
Period J sp(y)/%, J gpAu)/%, J sds ee, J gp Auy)/%, J pdt), J dui)/a, 

1970 0.62 0.88 0.62 0.88 1.00 1.11 
1971 0.58 0.96 0.56 0.94 1.00 1.09 
1972 0.52 0.85 0.69 0.93 1.00 1.06 
1973 0.64 =. 0.82 0.78 0.97 1.00 1.03 

*a, = J,p(uj’) and Jy(u;) is computed by numerical approximation. 

net effect of the noncontrollable variables is to call for increasing levels of beef 

import quotas over the planning horizon. 

Representative results for the comparison of c and s to sequential controls 

are reported in Tables 3 and 4. As noted in Section 2, control variable settings, 

ceteris paribus, will be more extreme the larger the value of additional information 

(6A;,/6T;') which in turn reflects, in part, the level of uncertainty (I). This 

experimental aspect is tempered by the unknown effect of extreme policy actions 

on y and the negative weight, if any, on changes in levels of the policy variable u. 

In the case of beef quotas, two of the approximate control strategies, sf and M 

(the M-measurement controls were computed for M = 2 and as a generalization 

of the sf controls), partially recognize this dimension. In general, these two approxi- 

mate approaches led to more (less) extreme settings of control levels in the first 

(last) few periods ofa given planning horizon than the sequential stochastic controls 

(ss). Furthermore, these two approximations generally resulting in (i) control 

settings which exceeded, in some cases by substantial amounts, solutions obtained 

for c, s, and cc approximations (Table 3); and (ii) expected gains which exceeded 

all other control strategies (Table 4). These results suggest that beef trade public 

decision makers may find it beneficial to incur learning (mitigating uncertainty) 

costs by substituting knowledge accumulation in current periods for expected 

gains at some later date. 

For almost all cases examined, c controls and to a smaller extent s controls 

performed poorly in comparison to ss, sf, and M controls. This was principally 
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due to their failure to record the impact of recent observations on the estimated 

system (2). In particular, note the change between the 1971 and 1972 decision 

periods; all other controls increased while c and s controls decreased from 1971 

to 1972. These relative movements were caused, in part, by structural changes in 

consumer meat demand functions over the period 1970-1972 which were reflected 

(in a significant fashion) only in the updated structure (2) for 1972 and 1973 

(D, and D,). Since c and s controls are conditioned on an estimated system per- 

taining to the initial decision period, they obviously do not reflect any structural 

changes that might occur subsequently. These structural changes along with the 

general growth in f, (especially X,) and the elements of y,_ , also assist in explaining 

the substantial increases in the cc control setting from 1972 to 1973. 

The relative magnitudes of the control settings reported in Table 3 and the 

ordering among strategies suggested by the expected gains (Table 4) over t (1,2, 3, 4) 

remained fairly robust against changes in the planning horizon length beyond six 

years ; reasonable variations in the time preference rate (f) ; the preference weighting 

interval of 1:1:1:0 to 1:4:4:2; and changes in the current state of the system 

(y,—,). All approximate controls generally increased with increments in the length 

of the planning horizon, the time preference rate, and “consumer welfare”; they 

decreased with increases in the preference weights attached to the control variable, 

and “producer welfare.” In addition, all approximate control settings generally 

increased over time due to changes in the probability updating functions (3), the 

state of the system, and the levels of the exogenous variables. The relative expected 

gain measures suggest, as anticipated, that sequential controls ss and sf outperform 

the c and s controls, especially the certainty equivalent approximation as well as 

its updated form (cc). Moreover, the performance of ss, sf, and M controls is 

proximal with a fairly consistent advantage given to M-measurement feedback 

controls. The ordering ss < sf < M, without substantial differences, is also sup- 

ported by preliminary (stochastic) simulation experiments with the beef trade 

policy model over the period 1973 through 1982. 

5. CONCLUSION 

The adaptive control model formulation of economic policy examined in 

this paper appears to capture some important characteristics of many economic 

decision making problems. Imperfect knowledge about the effects of alternative 

decisions is a dominant feature. The process of sequential decision making permits 

the utilization of forthcoming sample information so as to learn about the uncertain 

elements as the process evolves. In the general formulation decisions are allowed 

to influence in an active way the type of information generated in the learning 

phase and thus the resulting controls are dual in nature. These closed-loop control 

strategies require the simultaneous optimization of the direct control, learning, 

and design of experiment dimensions. Operationally, however, seldom can we 

expect to derive the optimal decision strategies; analytical solutions are not yet 

available and the computational cost of numerical procedures is burdensome for 

all but the simplest problems. Thus we turned to approximate control strategies. 

The derived properties of the approximate adaptive controls are largely of 

a qualitative rather than a quantitative nature. The stochastic controls (s) recognize 
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uncertainty and in the case of the sequential stochastic control strategies (ss) they 

allow for the passive accumulation of information. The latter controls ignore the 

dual experimental dimension of the optimal adaptive controls; the importance 

of this dimension is reflected by the precision of the estimated means for the 

random coefficients and its information value is enhanced with extreme settings 

of the policy variables. This dimension is partially recognized by the approximate 

sequential, adaptive covariance (sf ) control formulation as well as the M-measure- 

ment feedback control specification (M). If parameter uncertainty is an important 

consideration, the certainty equivalent controls (c) provide a poor approximation ; 

if, in addition, learning is an important consideration, both the c and s controls 

provide poor approximations while if the experimental dimension is also an 

important consideration the ss controls provide an inferior approximation. The 

degree of approximation obtained, in general, by utilizing the sf or M controls 

remains an open question. 

For the beef trade policy problem, the level of uncertainty resulted in c 

controls which were crude approximations to the s, ss, sf, M or presumably the 

optimal adaptive control strategies. It should be noted, however, that (i) the 

actual import quota level for 1970 was consistent with the certainty equivalent 

decisions derived from objective functions which weighted a decrease in consumer 

meat costs to an increase in aggregate producer returns of 1:3 or more; (ii) the 

actual level of the import quota for 1972 was slightly below that suggested by 

these decisions for the criterion function set considered; (iii) as expected, these 

decision strategies relate future levels of the import quota positively to the prices 

of beef products and negatively with beef stock variables ; and (iv) these strategies 

indicate that the optimal control setting for the quota instrument is sensitive to 

changes in the levels of price and stock variables. In contrast to (i) and (ii), the 

s, ss, sf, and M control strategies suggested that it would be desirable to expand 

the maximum import quota substantially. The properties of these strategies were 

similar to those noted above in (iii) and (iv) for the certainty equivalent controls. 

From the standpoint of historical U.S. beef import quota decisions, the ss, 

sf, and M control solutions represent extreme policy actions. These controls as 

well as the s control solutions, for some of the criterion functions examined, exceed 

by substantial amounts recent import quota levels. Moreover, these controls are 

likely to be nonbinding in the sense that they exceed the level of beef imports 

under a free trade situation for at least some years of the planning horizon. Hence 

it appears reasonable to argue that the derived ss, sf, and M strategies provide 

an acceptable approximation, in an operational context, to the optimal dual 

controls for the U.S. beef trade policy problem. 
Finally, since desirable import quotas are sensitive to variables measuring 

the state of the livestock sectors and since estimated coefficients appearing in the 

model representation for this sector have relatively large variances, it would seem 

useful to explicitly incorporate sequential procedures for adjusting the quota level 

in any future legislation influencing the import of beef. In addition, a large potential 

payoff is indicated for employing new sample information to update coefficient 

estimates of the model representation. Such updating might also be extended to 

the original structural representation and to revisions in the existing maintained 

hypothesis ; in particular the specification of a more detailed subsystem for supply 
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response in the principal beef exporting countries. The apparent importance of 

structural change also suggests that limited memory filters [Jazwinski (1970)] may 

prove useful in future modeling efforts concerned with the U.S. Livestock Sector. 

The above aspects along with the noisy state measurement specification feund in 

much of the engineering literature have been employed by the authors in other 

applications of adaptive control. Preliminary results obtained from these models 

appear promising and provide further support for the view that the ss, sf, and M 

control strategies, especially the latter, are worth the effort. 

a oo 

University of Chicago 

University of California, Davis 
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